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AUTHORS INDEX
PREFACE

This volume contains the full papers presented at the XI International Conference on Computational Plasticity (COMPLAS XI), held in Barcelona on 7-9 September, 2011. The first ten conferences in the series were also held in Barcelona; in April 1987, September 1989, April 1992, April 1995, March 1997, September 2000, April 2003, September 2005, September 2007 and September 2009. The continuing importance of this research topic is demonstrated by the fact that the number of papers presented has increased from just over 100 papers in the first conference to over 330 papers at this meeting.

The ever increasing rate of development of new engineering materials required to meet advanced technological needs poses fresh challenges in the field of constitutive modelling. The complex behaviour of such materials demands a closer interaction between numerical analysts and material scientists in order to produce thermodynamically consistent models which provide a response, while keeping with fundamental micromechanical principles and experimental observations. This necessity for collaboration is further highlighted by the continuing remarkable developments in computer hardware which makes the numerical simulation of complex deformation responses increasingly possible.

The developments that have taken place in these directions are illustrated by the contents of the papers included in these Proceedings. A stronger interaction between the phenomenological and micromechanical modelling of plasticity behaviour is apparent. The development of efficient and accurate computational methods for plasticity problems continues to be a challenging goal, while it is interesting to note the permanence of element modelling as a research issue. The blending of classical FEM with new particle-based and discrete element methods appears as one of the more prominent areas of research. Industrial forming processes, geo-mechanics, bio-mechanics, steel, concrete and masonry structures form the core of the applications of the different numerical methods presented.

This volume includes contributions sent directly from the authors. The editors cannot accept responsibility for any inaccuracies, comments and opinions contained in the papers.

The organizers would like to thank all authors for submitting their contributions, as well as the supporting organizations for their help in making COMPLAS XI possible.

Roger Owen
Djordje Peric
Swansea University
Swansea, Wales, United Kingdom

Eugenio Oñate
Benjamín Suárez
Universitat Politècnica de Catalunya
Barcelona, Spain
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DEVELOPMENT OF CRYSTALLOGRAPHIC PROCESS TECHNOLOGY FOR PIEZOELECTRIC ACTUATOR FOR BIO-MEMS DEVICE
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Abstract. Recently, the lead free piezoelectric material, which could be used for the actuator and the sensor of medical care devices, such as the health monitoring system (HMS) and the drug delivery system (DDS), is strongly required. In this study, we try to find a new biocompatible and lead-free piezoelectric material, by using the three-scale process-crystallographic analyses scheme, which consists of the first-principles calculations, the homogenization based finite element method, and the process optimization algorithm. After numerical calculations, we found an optimum biocompatible element combination and a tetragonal crystal structure of candidate material MgSiO₃. As a result of process crystallography simulation to adjust with the selected substrate Au(111), lattice parameters of MgSiO₃ with tetragonal structure were obtained as $a=b=0.3449\text{nm}$ and $c=0.3538\text{nm}$, and its aspect ratio was 1.026. The piezoelectric stress constants of a non constraint MgSiO₃ crystal, $e_{33}=4.57\text{C/m}^2$, $e_{31}=-2.20\text{C/m}^2$ and $e_{15}=12.77\text{C/m}^2$, were obtained. Macro homogenized piezoelectric stress constants of MgSiO₃ thin film were obtained as $e_{33}=5.10\text{C/m}^2$, $e_{31}=-3.65\text{C/m}^2$ and $e_{15}=3.24\text{C/m}^2$. We confirmed the availability of our process crystallographic simulation scheme for a new biocompatible piezoelectric material design through the comparison with the experimental observation of a newly generated MgSiO₃ thin film material.

1 INTRODUCTION

Recently, the lead-based piezoelectric materials, such as PbTiO₃ and Pb(Zr,Ti)O₃, have been applied to various actuators [1] and sensors [2] in Micro Electro Mechanical System (MEMS) devices due to their high piezoelectric and dielectric properties. However, these materials contain the lead. Recently, lead and hazardous material are prohibited to use by Restriction of Hazardous Substances (RoHS) regulation [3]. Recently, the lead-free and biocompatible piezoelectric materials for Bio-MEMS devices have been developed by using the computational and the experimental approaches [4].

Zhang S. et al. [5] doped Ca and Zr in BaTiO₃ and succeeded in generating the piezoelectric material with high piezoelectric and dielectric constants. Fu P. et al. [6] doped La₂O₃ in Bi based (Bi₀.₅Na₀.₅)₀.₉₄Ba₀.₀₆TiO₃ and succeeded in generating the piezoelectric...
material with high piezoelectric constant and spontaneous polarization. However, these materials had problem of biocompatibility, and were not adequate for Bio-MEMS devices. Especially, ions of the composition element of a piezoelectric material invade the human body, when piezoelectric materials are applied to the implanted Bio-MEMS device. Therefore, piezoelectric materials should be constructed by biocompatible elements.

In previous study, we have developed a new three-scale analysis algorithm for a new piezoelectric material design, which consists of the first-principles calculation [7] and the process-crystallographic analyses scheme [8]. MgSiO₃, which was a candidate for a new biocompatible piezoelectric material and had the perovskite tetragonal structure, was found by using this numerical scheme, and it showed a high piezoelectric constant. Before a new material MgSiO₃ design and generation, we confirm the availability of our newly developed simulation scheme to analyze the epitaxial growth process of the perovskite tetragonal crystal structure and the piezoelectric properties of the existence piezoelectric material BaTiO₃. Numerical results showed a good agreement with the experimental ones.

In this study, we apply our three-scale process-crystallographic analyses scheme to design a new biocompatible MgSiO₃ piezoelectric thin film. Then, this thin film is generated by using the radio-frequency (RF) magnetron sputtering. Finally, the crystallographic orientation and the piezoelectric strain constant $d_{33}$ are measured by using the X-ray diffracto-meter (XRD) and the ferroelectric measurement system to confirm the availability of our process-crystallographic design algorithm.

2 FIRST-PRINCIPLES AIDED THREE-SCALE ANALYSIS

2.1 Three-scale modeling of a piezoelectric thin film

Figure 1 shows the schematic description of the first-principles aided three-scale modeling of the piezoelectric thin film, which is grown on a substrate. It shows the three-scale structures, such as a “crystal structure”, a “micro structure” and a “macro structure.”

![Diagram](image)

**Figure 1:** First-principles aided three-scale modeling of piezoelectric thin film on substrate
In the crystal structure scale, the stable structure and the crystal properties are evaluated by using the first-principles calculation. Next, the preferred orientations and their fractions are determined by considering the epitaxial strains, caused by the lattice mismatches between the thin film and the substrates. Additionally, the calculated crystal morphology is introduced into the micro structure and properties of the macro structure, which consist the thin film and the substrate, are calculated by the two-scale finite element analysis, which is derived based on the homogenization theory.

### 2.2 Process crystallography simulation algorithm

Thin film crystal is strained by mismatch between lattice constant of thin film and one of substrate, when thin film is grown epitaxially. Virtual crystal clusters with various orientations and conformations are generated by our process crystallography simulation, because thin film crystal has various conformations on a substrate as shown in Figure 2(a) and (b). Total energies of virtual clusters are varied by the crystal strain. Therefore, total energies of strained crystals are calculated by using the density functional theory (DFT), and total energies of virtual clusters are calculated. Total energies of virtual clusters are compared with one of stable state and total energy increments of virtual crystals are also calculated. In order to calculate the possibility of growth of the virtual cluster $P_i$, total energy increment $\Delta E$ is introduced into the canonical distribution as follows:

$$P_i = \frac{\exp[\Delta E_i/k_B T]}{\sum \exp[\Delta E_n/k_B T]}$$

where, $k_B$ is the Boltzmann constant and $T$ the absolute temperature.

The existing lead-free BaTiO$_3$ piezoelectric material with (111) orientation, which has perovskite type tetragonal structure as same as MgSiO$_3$, shows highest piezoelectric properties. In this study, we find the best substrate of MgSiO$_3$(111) with the minimum energy is found.

![Figure 2: Schematic diagram for some conformations of MgSiO$_3$ crystal cluster on substrates](image)
2.3 Numerical characterization process of the macro homogenized piezoelectric thin film

In order to evaluate the macro homogenized properties of the thin film, the micro structure of the thin film with a preferred orientation is applied to the two-scale finite element analysis on basis of crystallographic homogenization theory as shown in Fig.1. The crystal orientation fraction of the thin film is determined by frequency distribution of each grown cluster, which is calculated by the canonical distribution. The crystal orientation is introduced in the micro structure. For simplicity, the micro structure is divided evenly by eight-node rectangular solid elements and crystal orientations are assigned at the integration points of each element. For BaTiO$_3$, we employ experimentally obtained properties in the micro structure, and for MgSiO$_3$, computational properties obtained by the first-principles are employed for the micro structure.

3 DESIGN OF A NEW BIOCOMPATIBLE MATERIAL

3.1 The first-principles calculation

To calculate the crystal structure of perovskite MgSiO$_3$, energy cutoff was set as 500eV and k-point was generated by $8 \times 8 \times 8$ Monkhurst-Pack mesh. We calculated the cubic structure as shown in Figure 3. Lattice constants $a=b=c=0.3459\text{nm}$ were obtained.

The eigenfrequency of the cubic structure of MgSiO$_3$ was obtained as $-112\text{cm}^{-1}$ by using phonon vibration analysis. This result indicated that MgSiO$_3$ crystal had possibility of phase transition to another phase, due to the eigenfrequency with negative value. Table I shows eigenvectors of each atom. It indicated that MgSiO$_3$ cubic crystal had possibility to change to the tetragonal structure, because all eigenvectors were existed along $c$ axis only.

In order to calculate the stable tetragonal structure, initial structure was determined by employing eigenvectors. As a result, lattice parameters were obtained as $a=b=0.3449\text{nm}$ and $c=0.3538\text{nm}$. The aspect ratio $a/c=1.026$ was obtained from 1.011 of BaTiO$_3$ thin film [9] to 1.049 of PbTiO$_3$ thin film [10]. Table 2 shows internal coordinates of the tetragonal MgSiO$_3$.

Furthermore, the variation of polarization and piezoelectricity of MgSiO$_3$ caused by the assigned small strain was calculated. The piezoelectric stress constants of MgSiO$_3$ crystal were determined as $e_{33}=4.57\text{C/m}^2$, $e_{31}=-2.20\text{C/m}^2$ and $e_{15}=12.77\text{C/m}^2$.

3.2 Determination of the best substrate

Biocompatible elements have bio-essential elements (Ca, Fe, Ge, Mg, Mn, Mo, Na, Ni, Sn and Zn) and elements (Si, Ta, Ti and Zr), which have been used in the human body. In previous study, we calculated reactivity with biological molecules and found new biocompatible elements (Li, Ba, K, Au, Rb, In) [11]. In these 20 biocompatible elements, we selected Au, Mo and Ta for candidates of the substrate, because these elements satisfied four terms, such as (1) the melting point is over sputtering temperature, (2) element dose not react to other elements under sputtering condition, (3) element is able to be use the under electrode and (4) element is cubic structure. Lattice parameters of Au with FCC cubic structure are
$a=b=c=0.4080\text{nm}$, ones of Mo with BCC cubic structure are $a=b=c=0.3147\text{nm}$ and ones of Ta with BCC cubic structure are $a=b=c=0.3289\text{nm}$.

Table 3 shows result of crystallography simulation on (100), (110) and (111) oriented three substrate candidates. Total energies and orientation fractions of epitaxially grown MgSiO$_3$ thin films were different depend on conformations as shown in Figure 4. It shows an example of conformations of MgSiO$_3$(001)/Au(100).

![Figure 3: Schematic diagram for some conformations of MgSiO$_3$ crystal cluster on substrates](image)

**Table 1**: Eigenvectors of interior atoms in MgSiO$_3$ Crystal

<table>
<thead>
<tr>
<th>Atom</th>
<th>Eigenvector</th>
<th>$\xi_x$</th>
<th>$\xi_y$</th>
<th>$\xi_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.88</td>
</tr>
<tr>
<td>Si</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>-0.13</td>
</tr>
<tr>
<td>O$_I$</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>-0.37</td>
</tr>
<tr>
<td>O$_{II}$</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>-0.37</td>
</tr>
<tr>
<td>O$_{III}$</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>-0.22</td>
</tr>
</tbody>
</table>

**Table 2**: Internal coordinates of MgSiO$_3$ crystal

<table>
<thead>
<tr>
<th>Atom</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Si</td>
<td>0.50</td>
<td>0.50</td>
<td>0.42</td>
</tr>
<tr>
<td>O$_I$</td>
<td>0.00</td>
<td>0.50</td>
<td>0.38</td>
</tr>
<tr>
<td>O$_{II}$</td>
<td></td>
<td>0.50</td>
<td>0.38</td>
</tr>
<tr>
<td>O$_{III}$</td>
<td></td>
<td>0.50</td>
<td>0.90</td>
</tr>
</tbody>
</table>

**Table 3**: Internal coordinates of MgSiO$_3$ crystal

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Facet</th>
<th>Facet Energy [eV]</th>
<th>Fraction [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>(100)</td>
<td>(001) 0.075</td>
<td>87.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(001) 0.126</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>(110)</td>
<td>(101) 0.343</td>
<td>92.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(101) 0.406</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(111) 0.539</td>
<td>100.0</td>
</tr>
<tr>
<td>Mo</td>
<td>(100)</td>
<td>(100) 0.093</td>
<td>61.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(001) 0.105</td>
<td>38.5</td>
</tr>
<tr>
<td></td>
<td>(110)</td>
<td>(001) 0.254</td>
<td>70.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(001) 0.287</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(101) 0.305</td>
<td>9.7</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(111) 0.774</td>
<td>100.0</td>
</tr>
<tr>
<td>Ta</td>
<td>(100)</td>
<td>(001) 0.001</td>
<td>90.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(001) 0.061</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(001) 0.172</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>(110)</td>
<td>(101) 0.329</td>
<td>99.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(101) 0.488</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(111) 0.929</td>
<td>100.0</td>
</tr>
</tbody>
</table>
Therefore, we summarized numerical results of independent orientations, total energies and fractions in Table 3. It shows that MgSiO$_3$(111) with highest piezoelectric property could be grown on Au(111) and Mo(111) substrates. Here, Au(111) was the best substrate of biocompatible MgSiO$_3$ thin film, because the total energy of MgSiO$_3$ on Au(111) was smaller than one on Mo(111) substrate.

Finally, the macro homogenized piezoelectric property of MgSiO$_3$ thin film on the best substrate, Au(111), was calculated by using the two-scale finite element analysis on basis of crystallographic homogenization theory. As a result, macro homogenized piezoelectric stress constants were calculated as $e_{33}=5.10 \text{C/m}^2$, $e_{31}=-3.65 \text{C/m}^2$ and $e_{15}=3.24 \text{C/m}^2$.

![Figure 4: Conformations of MgSiO$_3$/Au(100) calculated by process crystallography simulation](image)

![Figure 5: XRD $2\theta$ patterns for MgSiO$_3$ thin films generated at $T_a=650^\circ\text{C}$ and $T_s=300$, 350 and 400 $^\circ\text{C}$](image)

4 EXPERIMENTAL RESULTS OF THIN FILM GENERATION BY SPUTTERING

In order to confirm the availability of our process-crystallographic simulation scheme, MgSiO$_3$ thin film with the perovskite tetragonal crystal structure was generated by using RF
magnetron sputtering apparatus. We employed the simple search algorithm, such as the experimental design algorithm, by employing two design parameters, such as the substrate temperature $T_s$ and post annealing temperature $T_a$.

Figure 5 shows $2\theta/\theta$ patterns for MgSiO$_3$ thin film generated at $T_a$=650°C and $T_s$ =300, 350 and 400 °C. The peak of MgSiO (111) crystal was obtained.

The displacement-voltage curves were measured by using the ferroelectric measurement system in six cases of combinations with $T_a$=600, 650 and 700 °C and $T_s$ =300 and 350 °C. Figure 6 shows displacement-voltage curves of generated piezoelectric MgSiO$_3$ thin films. It means that all films showed the piezoelectric property because of typical butterfly-type hysteresis curves. The piezoelectric strain constant $d_{33}$ can be calculated by the gradient at cross point of the curve. Figure 7 shows measurement results of $d_{33}$ under conditions of $T_s$ =300, 350 and 400 °C, and $T_a$=650 °C.

Finally, the optimum condition, $T_s$=300°C and $T_a$=650°C, was found and the piezoelectric strain constant was $d_{33}$=346.7pm/V.

![Figure 6: Displacement-voltage curves of MgSiO$_3$ thin film](image)

![Figure 7: Relationship between piezoelectric strain constant $d_{33}$ and substrate temperature under the condition of the post-anneal temperature 650°C](image)
5 CONCLUSION

In order to generate a new biocompatible MgSiO$_3$ piezoelectric thin film, which can apply to the Bio-MEMS device, our three-scale process-crystallographic simulation scheme for a new material generation was applied. Further, MgSiO$_3$ was generated by using RF magnetron sputtering apparatus and confirm the availability of our simulation scheme through the comparison with the experimental results. Finally, following results were obtained.

1. Lattice constants of MgSiO$_3$ with tetragonal structure were obtained as $a=b=0.3449$ nm and $c=0.3538$ nm, and its aspect ratio is 1.026.

2. The piezoelectric stress constants of MgSiO$_3$ crystal, $e_{33}=4.57$ C/m$^2$, $e_{31}=-2.20$ C/m$^2$ and $e_{15}=12.77$ C/m$^2$, were obtained.

3. Au(111) was the best biocompatible substrate, on which MgSiO$_3$(111) thin film with minimum total energy can be grown.

4. Macro homogenized piezoelectric stress constants of MgSiO$_3$ thin film on Au(111) substrate were obtained as $e_{33}=5.10$ C/m$^2$, $e_{31}=-3.65$ C/m$^2$ and $e_{15}=3.24$ C/m$^2$.

5. An optimum condition was obtained as $T_s=300^\circ$C and $T_a=650^\circ$C, and its piezoelectric strain constant was $d_{33}=346.7$ pm/V.

Consequently, we indicated that a new biocompatible MgSiO$_3$ thin film could be applied to actuators and sensors in Bio-MEMS.
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Abstract. The paper presents a double structure constitutive model based on a generalized plasticity formalism. The behaviour of macrostructure, microstructure and their interactions are described. A coupled hydromechanical formulation is then presented that assumes no hydraulic equilibrium between structural levels. Constitutive law and formulation are applied to the simulation of the behaviour during hydration of a heterogeneous mixture of bentonite powder and bentonite pellets. A satisfactory reproduction of observed behaviour is achieved.

1 INTRODUCTION

The behaviour of swelling clays is better understood if the effect of the pore size structure on their hydromechanical behaviour is taken into account. In compacted (and therefore unsaturated) swelling clays, the pore size structure is set up during compaction but it may change significantly in response to various actions such as loading and hydration. Although the distribution of pore sizes is of course continuous, useful insights can be obtained by considered only two structural levels: microstructural and macrostructural as well as their interactions. This dual material aspect is reinforced when the material is composed of a mixture of powder and highly compacted pellets. This mixture is an attractive sealing material in radioactive waste disposal schemes because, even when only modest compaction efforts are applied, a sufficiently high density value is achieved after hydration has taken place. However, the heterogeneity of the material gives rise to a complex hydromechanical behaviour that must be well understood if a sufficient degree of confidence in the performance of the seal is to be achieved.

The generalized plasticity model adopted for the description of the behaviour of the double structure material is presented first followed by the formulation of the hydromechanical problem. Constitutive law and formulation are then applied to description of a number of swelling pressure tests of a mixture of bentonite powder and highly compacted bentonite pellets being studies as a potential sealing material for a deep geological repository for high level nuclear waste.
2 GENERALIZED PLASTICITY CONSTITUTIVE MODEL

In strongly swelling clays, there are plastic mechanisms giving rise to irreversible behaviour in addition to those observed in non-swelling materials. Those additional mechanisms can often be attributed to the interaction between the macrostructure and the microstructure. This kind of irreversible behaviour generally appears at any value of applied suction and it is difficult to determine the initiation of the yielding. Those facts encourage the use of the generalized plasticity theory to describe these plastic mechanisms. In a generalized plasticity model the yield function is not defined or it is not defined in an explicit way [1]. The advantages in using the generalized plasticity theory to model the plastic mechanisms ascribed to the interaction between structures are presented in detail in [2].

The model is defined in terms of the three stress invariants \((p, J, \Theta)\) and suction \((s)\). To formulate the double structure model is necessary to define laws for: i) the macrostructural level, ii) the microstructural level, and iii) the interaction between both structural levels.

2.1 Macrostructural level

The inclusion of this structural level in the analysis allows the consideration of phenomena that affect the skeleton of the material, for instance deformations due to loading and/or collapse of the macrostructure. The BBM (Barcelona Basic Model) has been adopted to describe the macrostructural behaviour [3]. The BBM considers two stress variables to model the unsaturated behaviour: the net stress \((\sigma)\) computed as the excess of the total stresses over the gas pressure, and the matric suction \((s)\), computed as the difference between gas pressure and liquid pressure \((p_{g}-p_{l})\). The BBM yield surface \((F_{LC})\) is defined as follows:

\[
F_{LC} = 3J^2 - \left[ \frac{g(\Theta)}{-30^*} \right]^2 M^* (p + p_o)(p_o - p) = 0
\]

where \(M^*\) is the slope of the critical state, \(p_o\) is the apparent unsaturated isotropic pre-consolidation pressure at a specific value of suction, and \(p_s\) considers the dependence of shear strength on suction. To complete the definition of the yield surface as set out in (1), it is possible, in principle, to adopt any suitable Lode’s angle function, \(g(\Theta)\).

The trace of the yield function on the isotropic \(p-s\) plane is called \(LC\) (Loading-Collapse) yield curve because it represents the locus of activation of irreversible deformations due to loading increments or to hydration collapse. The position of the \(LC\) curve is given by the pre-consolidation yield stress of the saturated state, \(p_{o}^*\) (hardening variable) that varies with plastic volumetric strain according to the following hardening law:

\[
\dot{p}_{o}^* = \frac{p_{o}^*}{\varepsilon^p} \left( \frac{1+\varepsilon}{\lambda(0) - \kappa} \right) \varepsilon^p
\]

where \(\varepsilon\) is the void ratio, \(\varepsilon^p\) is the volumetric plastic strain, \(\kappa\) is the elastic compression index for changes in \(p\) and \(\lambda(0)\) is the stiffness parameter for changes in \(p\) for virgin states of the soil in saturated condition.

2.2 Microstructural level

The microstructure is the seat of the basic physico-chemical phenomena occurring at clay particle level. The strains arising from microstructural phenomena are considered nonlinear
elastic and volumetric. The microstructural strains are proportional to the microstructural effective stress ($\hat{p}$) through a microstructural bulk modulus according to:

$$\hat{p} = p + \chi s$$  \hspace{1cm} (3)

$$\varepsilon\sigma = \frac{\hat{p}}{K_m} = \frac{p + \chi s}{K_m}$$ \hspace{1cm} (4)

where the subscript $m$ refers to the microstructural level, the subscript $v$ refers to the volumetric component of the strains, $K_m$ is the microstructural bulk modulus and $\chi$ is a parameter dependent on the degree of saturation of the microstructure. The parameter $\chi$ is included only to account for the possibility that the microstructure may become unsaturated. However, generally a constant value of $\chi = 1$ is adopted since the micro-structural level, associated with the behaviour of expansive clay particles, is very likely to be saturated. In very active expansive clays this assumption can be supported by the high affinity of the active clay minerals by water, which maintain the interlayer space and micro-pores saturated even at relatively high suction. Under this condition mean effective stress controls the mechanical behaviour at microstructural level.

The concept of a Neutral Line (NL) is introduced corresponding to constant $\hat{p}$ and no microstructural deformation (Fig. 1). The NL divides the $p-s$ plane into two parts, defining two main generalized stress paths, which are identified as: MC (microstructural contraction) when there is an increase in $\hat{p}$ and MS (microstructural swelling) in the opposite case.

![Figure 1: Neutral line and load directions in the microstructural model.](image)

**2.3 Interaction between microstructural and macrostructural levels**

Based on experimental evidence, it is assumed that the macrostructure is affected by microstructural deformations generally in an irreversible way [4]. A hypothesis of the model is that the plastic deformations of the macrostructure ($\varepsilon_{pl}^m$) induced by microstructural effects are proportional to the microstructural strains ($\varepsilon_{\sigma}^m$) according to interaction functions $f$ [2].
The total plastic macrostructural strains (i.e. the sum of the plastic strains induced by the yielding of the macrostructure, \( \varepsilon^p_{LC} \), plus that induced by the microstructure, \( \varepsilon^p_{M\rightarrow m} \)) are evaluated using:

\[
\varepsilon^p_{r,M} = \varepsilon^p_{r,LC} + \epsilon^p_{r,M\rightarrow m} = \varepsilon^p_{r,LC} + f \, \epsilon^m_{r,m} 
\]  

(5)

Two interaction functions \( f \) are defined: \( f_c \) for \( MC \) paths and \( f_S \) for \( MS \) paths. The interaction functions depend on the ratio \( p/p_0 \) (Fig. 2). The ratio \( p/p_0 \) is a measure of the degree of openness of the macrostructure relative to the applied stress state. When this ratio is low, it implies a dense packing of the material and it is expected that, under this condition (dense macrostructure), the microstructural swelling (\( MS \) path) affects strongly the global arrangements of clay aggregates, inducing large macrostructural plastic strains. In this case the microstructure effects induce a more open macrostructure, which implies a macrostructural softening. On the other hand, when the microstructure contracts (\( MC \) path) the induced macrostructural plastic strains are larger with open macrostructures, that is, for values of \( p/p_0 \) close to 1. Under this path the clay tends towards a more dense state, which implies a hardening of the macrostructure. The result of the coupling between macro and micro levels is reflected in the value of \( p_0^* \), the hardening variable of the macrostructure. In this way the effect of microstructural processes on the global arrangements of aggregates is taken into account.

![Figure 2: Interaction functions](image)

To fully describe the soil behaviour, the definition of specific elasto-plastic laws for each domain is required according to the microstructural stress path followed (\( MC \) or \( MS \)). Generalized plasticity theory can deal with such conditions, allowing the consideration of two directions of different behaviour and the formulation of proper elasto-plastic laws for each region. Thus, a complete description of a generalized model includes the definition of the: i) loading and unloading direction, ii) plastic flow direction, and iii) a plastic modulus. Equivalent to loading/unloading directions in conventional stress/strain formulations, two
vectors may be defined at every point of the stress space. One vector indicates the $MC$ direction and the other the $MS$ direction. Given a generalized stress state and stress increment, the criterion to identify the microstructural stress path is illustrated in Figure 1.

### 2.4 Stress-strain relations

The constitutive model described contains two plastic mechanisms: i) a plastic mechanism associated with the yield of the macrostructure defined by a classical plasticity law, and ii) a plastic mechanism associated with the interaction between microstructure and macrostructure described by a generalized plasticity approach.

In classical plasticity theory, it is assumed that the material behaves either as an elastic or an elasto-plastic solid. The yield surface defines the transition from elasticity to plasticity, stress states inside the yield surface are considered as elastic ($F < 0$). In generalized plasticity theory, the state of the material is determined directly from the control variables: generalized stresses, strains and a finite number of internal variables. A process of loading is defined as elastic if the set of internal variables remains unchanged.

In the case of a purely (nonlinear) elastic loading, the stress increment is related to the increment of strains and suction by the following relationship:

$$
\dot{\sigma} = D_e \cdot \dot{\varepsilon} + \alpha_s \cdot \dot{s} 
$$

where $D_e$ is the global elastic matrix that considers the elastic component of both structural levels. $\alpha_s$ is the elastic vector associated to suction.

When a loading process is inelastic, the material behaviour is described by the elasto-plastic mechanisms that are activated during the loading process. A multidissipative approach [5] has been adopted to derive the general elasto-plastic relations that can be expressed as follows:

$$
\dot{\sigma} = D_{ep} \cdot \dot{\varepsilon} + \gamma_s \cdot \dot{s}
$$

where $D_{ep}$ is the global elasto-plastic matrix and $\gamma_s$ is the elasto-plastic vector associated with suction. The expressions for the vectors and matrices in (6) and (7) together with the details of numerical implementation are presented in [6].

### 3 HYDROMECHANICAL FORMULATION

The overall media is assumed to consist of two overlapping but distinct continua. In the following, subscript $M$ will stand for the macrostructure and subscript $m$ for the microstructure. Accordingly, macroporosity and microporosity are denoted as $\phi_M$ and $\phi_m$ respectively. Macroporosity and microporosity are defined as the volume of macropores and micropores, respectively, divided by the total volume of the soil. Thus, total porosity $\phi$ equals $\phi_M + \phi_m$. The degree of saturation of the macroporosity, $S_{wM}$, is the volume of macropores occupied by water over the volume of the macropores; an equivalent definition holds for the microporosity degree of saturation, $S_{wm}$.

An important feature of the formulation is that hydraulic equilibrium between the two continua is not assumed, i.e. at each point of the domain the water potentials in the two continua may be different leading to an exchange of water between them. For simplicity, a linear relationship is assumed (e.g. [7]) where water exchange is described by:
\[ \Gamma^w = \gamma (\psi_M - \psi_m) \]  

where \( \Gamma^w \) is the water exchange term, \( \gamma \) is a parameter (often called the leakage parameter) and \( \psi \) is the total water potential. It is assumed that only matric and gravitational potential contribute to the total potential of the macrostructure but an additional osmotic component may also contribute to the microstructural potential [8]. Here, potential is defined in pressure units. As the water exchange is local in space, the gravitational potential will be the same for the two media. Water exchange will therefore be driven by suction differences alone.

Using the concept of material derivative, the balance equation for the solid phase can be written, for the case of a single porosity medium, as:

\[
\frac{D\phi_s}{Dt} = \frac{(1-\phi)}{\rho_s} \frac{D\rho_s}{Dt} + (1-\phi) \dot{\varepsilon}_v 
\]  

(9)

where \( D(\cdot)/Dt \) denotes material derivative, \( \rho_s \) is the solid density, \( \dot{\varepsilon}_v \) is the volumetric strain increment and \( t \) is time. For the case of double porosity equation (9) becomes:

\[
\frac{D\phi_s}{Dt} = \frac{D\phi_M}{Dt} + \frac{D\phi_m}{Dt} + (1-\phi) \frac{D\rho_s}{Dt} + (1-\phi_M - \phi_m) (\dot{\varepsilon}_v + \dot{\varepsilon}_m) 
\]  

(10)

where it has been assumed that the total volumetric deformation is the sum of the volumetric deformations of each medium.

### 3.1 Balance equations

The water mass balance equation for the case of two overlapping flow media is:

\[
\frac{\partial}{\partial t} \left( \rho \phi_S \phi_j \right) + \nabla \cdot \left( j_{wj} \right) \pm \Gamma^w = f^w_j ; j = M, m 
\]  

(11)

where \( S_{wj} \) is the liquid saturation of medium \( j \), \( j_{wj} \) is the total mass fluxes of water in the liquid phase and \( f^w_j \) is the external mass supply of water per unit volume in medium \( j \). The possible presence of dissolved air in the liquid phase is neglected for simplicity.

Finally, it is assumed that total stresses for the overall medium affect equally the macro and the microstructure. The equilibrium equation is:

\[
\nabla \cdot \sigma + b = 0 
\]  

(12)

where \( \sigma \) is the total stress tensor and \( b \) is the vector of body forces. In contrast, the total deformation of the medium is obtained from the sum of the deformations of each domain.

### 3.2 Hydraulic relationships

Liquid flow is governed by Darcy’s law:

\[
q_{wj} = -K_{wj} \left( \nabla \psi_j \right) = -K_{wj} \left( \nabla p_{wj} - \nabla \rho_{wj} \mathbf{g} \right) ; j = M, m 
\]  

(13)

where \( q \) is the mass liquid flow (with respect to the solid phase), \( K_j \) is the liquid permeability tensor, \( p_j \) is the liquid pressure, \( \rho_l \) is the liquid density and \( \mathbf{g} \) is the gravity vector. The permeability tensor is expressed as

\[
K_{wj} = k_r \frac{k_j}{\mu_j} ; j = M, m 
\]  

(14)

where \( k \) is the intrinsic permeability and \( k_r \) is the relative permeability that expresses the effect of degree of saturation (or suction) on global permeability. Intrinsic permeability
depends on many factors such as pore size distribution, pore shape, tortuosity and porosity. Here a dependence of intrinsic permeability on porosity is adopted:

\[ k_j = k_o \exp\left(b(\phi_j - \phi_o)\right); \quad j = M, m \]  

(15)

where \( \phi_o \) is a reference permeability for which the intrinsic permeability is \( k_o \). Relative permeability and retention curves are also defined for the two porosity levels using standard relationships.

4 APPLICATION

The double-structure constitutive law and hydromechanical formulation is applied to the modelling of the behaviour of a mixture of 50% bentonite powder and 50% bentonite pellets, by dry weight, during hydration as observed in a number of laboratory swelling pressure tests [9]. FoCa clay, a calcium bentonite from the Paris Basin has been selected for the study. The major component of the clay fraction is an interstratified clay mineral of 50% calcium beidellite and 50% kaolinite. Pellets are manufactured by dynamic compaction of the powder between two rotating wheels. The dimensions of the pellets are 25 x 25 x 15 mm and their average dry density is 1.89 g/cm\(^3\). Compaction water content lies in the range of 4% to 5%.

In particular, three tests performed on samples with a dry density of 1.60 g/cm\(^3\) (RS2B, RS2E and RS2F) are considered. Their lengths are 5, 10 and 12 cm respectively. Computed evolutions of swelling pressures compared with the measured values are shown in Figures 3a, 3b and 3c. Testing times ranged from 150 to 500 days depending on specimen length. The model reproduces very satisfactorily the observed behaviour. The evolution of water intake is also well matched (Figures 3d, 3e and 3f), some discrepancies at the end of the test have been attributed to small leakages in some of the very long term tests.

The evolutions of macrostructural and microstructural suctions at three different points (bottom, middle and top of the specimen) of test RS2E obtained in the analysis are plotted in Figure 4. It can be observed that, at the bottom boundary, the macrostructural and microstructural suctions reduce rapidly but they differ at the beginning of the test because of the delay in water transfer between the two porosities. Eventually, however, they come together and remain in equilibrium for the remainder of the test. Interestingly, at the other two points the two porosities come into equilibrium before they are reached by the hydration front, i.e. before they exhibit any suction reduction. They also maintain this equilibrium condition throughout the rest of the test. The analysis suggests, therefore, that non-equilibrium between the two porosity levels is only likely to affect the early stages of the test.

The cause underlying the characteristic temporary drop in swelling pressure is the collapse of the macrostructure that, in the constitutive model, corresponds to reaching the LC yield surface in the BBM. This is illustrated in Figure 5, where the stress paths (in macrostructural suction – vertical net stress space) followed by the same three points of test RS2E are plotted. The initial position of the LC yield surface is also shown. In the section of the stress path that moves towards the LC surface, stress increase appears to be more significant than suction reduction. Once the LC yield surface is reached, the vertical stress drops to compensate the tendency of the macrostructure to collapse so that the sample length is kept constant. It can also be noted that the point of start of the collapse does not coincide exactly with the plotted LC; this is because, by then, the yield surface has moved slightly due to the interaction with
the microstructural strains (MS, microstructure swelling) that develop from the very start of the test.

**Figure 3**: Observations vs. computed results for tests on samples of 1.60 g/cm³ dry density. a), b) and c) Swelling pressure evolution for tests RS2B, RS2E and RS2F. d), e) and f) Evolution of accumulated water intake for tests RS2B, RS2E and RS2F.

**Figure 4**: Computed evolution of macrostructural and microstructural suctions at three different points of test RS2E.
5 CONCLUSIONS

A double-porosity numerical formulation and a constitutive model have been developed to deal with the coupled hydromechanical behaviour of swelling clays exhibiting two levels of structure. The formulation is especially appropriate to reproduce the behaviour of mixtures of bentonite pellets and powder; a material that is receiving much attention as a potential component of sealing systems. It has been shown that the formulation results in a close quantitative reproduction of a number of swelling pressure tests performed on samples of different lengths. In addition, a detailed examination of the computational results provides valuable insights and understanding of the basic processes that underlie the observed macroscopic behaviour. The formulation is thus validated for use in analysis of field problems [10].
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Abstract.
The fundamental mechanical assumptions and the basic principles of 3-dimensional FE discretization are briefly summarized. Several important numerical developments for efficient and accurate computation of large plastic deformation are discussed. Material behavior must be known precisely: material parameters of the constitutive law, thermal law and friction law must be determined by experimental tests and identification procedures by inverse modeling. Is it also necessary to avoid the possible onset of defects, such as crack opening, by introducing damage modeling in the cost function. A parameter sensitivity analysis is utilized in order to select the most important factors: shape of the preform, tools geometry, etc. The practical optimization is carried out by a genetic algorithm technique or by a surface response method. Moreover, for assessing the fatigue behavior, a more local approach is necessary in order to take into account material evolution at the micro scale.

1 INTRODUCTION
Optimization of industrial forming processes has received a growing attention to increase competitiveness. Until recently this objective was the result of a long and expensive procedure, mostly achieved by trial and error, using industrial equipments and real materials. Finite element simulation of metal forming processes started in the 70’s for 2D problems [1-4] and in the 80’s for 3D configurations [5]. To-day commercial simulation codes facilitate trial and error optimization. However, in view of the continuous improvement of softwares and computing facilities, including parallel computing, it is now possible to consider automatic optimization, where the optimal solution is mostly found by computation.
A software, called MOOPI (MOdular software dedicated to Optimization and Parameters Identification) has been developed in CEMEF to address these issues. MOOPI, presented in Figure 1, is based on 4 different layers. The basic layer 0 represents the direct model, which is the finite element computation Forge in our case. Layer 1 deals with sensitivity analyses and enables us to check the influence of input parameters on output observables. Layer 2 is the optimization layer in order to find optimal parameters of any kind of numerical simulations. Finally layer 3 deals with inverse analysis for automatic materials parameters analysis by comparing experimental and numerical observables. Each layer can use the algorithms implemented in the other layers. For example, inverse analysis uses the optimization algorithms developed in the second layer in order to minimize the cost function, defined as the sum of the squared differences between experimental and numerical observables. If response surfaces are needed in the optimization algorithm, the sensitivity analysis layer can also be used to give the initial database using DoE (Design of Experiment) techniques.

2 MECHANICAL AND NUMERICAL APPROACH

The finite element approach of metal forming processes was described in [6], to which the interested reader is referred for more details.

2.1 – Mechanical and Thermal Description

Introducing an additive decomposition of the strain rate tensor \( \dot{\varepsilon} \) into an elastic part \( \dot{\varepsilon}^e \) and a plastic (or viscoplastic) one \( \dot{\varepsilon}^p \):
\( \dot{\varepsilon} = \varepsilon_e + \dot{\varepsilon}^p \) 

Utilizing the Jauman objective derivative of the stress tensor, the hypo elastic law is written:

\[ \frac{d\sigma_{ij}}{dt} = \lambda^e \text{trace}(\varepsilon^e) I + 2\mu^e \varepsilon^e \] 

where \( \lambda^e \) and \( \mu^e \) are the Lamé coefficients. The plastic or viscoplastic component of the strain rate tensor obeys a general Perzyna rule of the form:

\[ \dot{\varepsilon}^p = \frac{3}{2\sigma_{eq}} \left( \left( \sigma_{eq} - R \right)/K \right)^{1/m} \sigma' \] 

where \( \sigma_{eq} \) is the equivalent strain, \( \sigma' \) is the deviatoric stress tensor, \( \dot{\varepsilon} \) is the equivalent strain rate and \( \sigma' \) is the equivalent strain. \( K, \, R \) and \( m \) are material parameters.

At the interface between part and tool, the friction shear stress can be modeled by a “viscoplastic Coulomb” law, in term of the normal stress \( \sigma_n \) and the tangential velocity \( \Delta v \):

\[ \tau = -\alpha_f |\Delta v|/|\Delta v|^p \]

Where \( \alpha_f \) and \( p \) are friction coefficients.

For a quasi incompressible material flow, a mixed formulation in term of velocity \( \nu \) and pressure \( p \) is chosen in the domain \( \Omega \); for any virtual velocity and pressure fields \( \nu^*, p^* \):

\[ \int \sigma' : \dot{\varepsilon}^* dV - \int p \text{div}(\nu^*) dV - \int \tau v^* dS = 0 \]

Introducing the material compressibility \( \kappa \), the mass conservation equation is written:

\[ -\int \left( \kappa \text{div}(\nu) + \dot{p} \right) p^* dV = 0 \]

The total time of the process is decomposed into small increments \( \Delta t \), and the displacement field is assumed to be proportional to the velocity field at the beginning of the increment:

\[ \Delta u = \Delta t \nu \]

In the same way the stress increments are introduced, so that eqs. (5) and (6) are rewritten:

\[ \int (\sigma' + \Delta\sigma') : \dot{\varepsilon}^* dV - \int (p + \Delta p) \text{div}(\nu^*) dV - \int \tau v^* dS = 0 \]

For hot forming process the heat equation is introduced:

\[ \rho c \text{d}T/\text{d}t - \text{div}(k \text{grad}(T)) - r \sigma : \dot{\varepsilon} = 0 \]
Where $\rho$ is the material density, $c$ the heat capacity, $k$ the thermal conductivity and $r$ the fraction of plastic work transformed into heat. The thermal and mechanical coupling originates from heat generation by plastic work, thermal dilatation which modifies eq. (9), and the dependency of the material parameters on temperature, e.g.:

$$K = K_0 \left( \varepsilon_0 + \varepsilon \right)^n \exp(\beta / T), \quad m = m_0 + m_1 T$$

(11)

### 2.2 – Finite Element Discretization

To achieve robustness and compatibility with other numerical requirements, a mixed displacement (or velocity) and pressure formulation with P1+P1 stabilized elements is chosen. The pressure field is discretized using tetrahedral elements with 4 linear shape functions $M_n$, while the velocity, or the displacement field, uses 5 shape functions $N_n$: the linear functions plus a bubble function. The discretized mixed integral formulation for the mechanical problem is:

$$R_n^U = \int_\Omega (\sigma' + \Delta \sigma') : B_n dV - \int_\Omega (p + \Delta p) \text{trace}(B_n) dV + \int_{\partial \Omega} \alpha \frac{\Delta v}{\Delta v} N_n dS = 0$$

(12)

$$R_m^P = \int_\Omega \left( \frac{K}{\Delta t} \text{div}(\Delta u) + p \right) M_m dV = 0$$

(13)

To which the discretized heat equation is added:

$$C \Delta T + H' \cdot T \Delta t + F \Delta t = 0$$

(14)

Where $C$ is the heat capacity matrix, $H'$ is the conduction matrix and $F$ is a vector gathering the boundary conditions and the heat source terms. Equations (12) and (13) on one hand and equation (14) on the other hand can be solved separately until convergence or using a global Newton Raphson algorithm.

### 2.3 - Numerical problems

#### 2.2.1 Remeshing

Remeshing steps are compulsory when deformation of the work-piece results in too distorted elements and when contact occurs progressively between tools and the part. An iterative method is designed to remesh locally where it is necessary. Moreover, for a more reliable control of accuracy, an estimation of the discretization error is performed and the elements must be refined locally in the zones where the strain is higher. This is achieved by prescribing a local size of the elements and rebuilding the mesh accordingly [7]. But this approach may lead to generate a very large number of elements. This drawback can be partly overcome, by introducing anisotropic meshes having narrow elements in the direction of high strain gradient and elongated ones in the orthogonal direction [8].

#### 2.2.2 Equations Solving

At each time increment several linear systems are generated by the Newton-Raphson procedure, their resolutions representing the more expensive contribution to the total CPU
time. Iterative methods are effective on the reasonably well conditioned systems we get due to the stabilization induced by the choice of P1’P1 elements. These methods can be parallelized, provided a domain partitioning is defined, each sub domain being treated on a separate processor [8].

2.2.3 Multi Material Coupling
The problem of multi material coupling appears when the tools are considered as elastically deformable, or when a part is formed with several materials. At the interface between different materials, we must impose a unilateral contact condition with friction (and possibly with a force of cohesion). However challenging numerical problems appear to take into account this situation with non coincident meshes at the interface between materials. In the “master and slave approach”, a Lagrange multiplier contribution of the non linear equations to solve is introduced to avoid penetration of the slave surface $\partial \Omega_B^{\text{contact}}$, into the master surface $\partial \Omega_A^{\text{contact}}$. But this approach is effective only when the surface mesh of the slave is more refined than the surface mesh of the master in contact. A quasi symmetric Lagrange multiplier formulation, was proposed by Fourment et al in [9] in which the additional term is written:

$$\Lambda^{\text{QSYM}} = \frac{1}{2} \left( \int_{\partial \Omega_B^{\text{contact}}} h_A(\Delta u_B) \lambda^B d\sigma_B + \int_{\partial \Omega_A^{\text{contact}}} h_B(\Delta u_A) \lambda^A d\sigma_A \right)$$

Where $\lambda^A$ is the Lagrange multiplier defined on $\partial \Omega_A^{\text{contact}}$ and $\lambda^B$ is the projection of $\lambda^A$ on the surface $\partial \Omega_A^{\text{contact}}$. With a nodal formulation, the quasi symmetric approach imposes a number of constraints equal to the number of nodes of the slave mesh in contact. This method was applied successfully to forging with deformable tools.

2.2.4 Multi grid and multi mesh.
A major concern in numerical simulation is to reduce CPU time in order to be able to solve more complex problems, involving more refined meshes. However the CPU time is not a linear function of the number of unknowns, even for iterative solvers. The multi grid method is a way to achieve a quasi linear dependence of resolution time and consequently to reduce dramatically the computational cost. In ref. [10] a promising node-nested Galerkin multigrid method is described for solving very large linear systems originating from linearization of 3D metal forming problems. The smoothing and coarsening operators are built, using node-nested meshes made of unstructured tetrahedra. The coarse meshes are built by an automatic coarsening algorithm based on node removal and local topological remeshing techniques. A research version of the Forje finite element software was utilized to test the effectiveness of the multigrid solver, for several large scale industrial forging problems and it was shown that the decrease of CPU time can reach a factor higher than 7.

Another method for saving computational cost is to utilize different meshes as developed in ref. [11]. In hot incremental forming, such as coggning or ring rolling, a unique mesh for mechanical and thermal simulation is not the optimal choice. A Bimesh method will use different finite element meshes for the resolution of the different physical problems:

- a main fine mesh to store the results and to carry out the linear thermal computations with one unknown per node,
- a less refined mesh for the non-linear mechanical calculations with 4 unknowns per node.
The numerical development of the Bimesh method consists mainly in building the embedded meshes and managing the data transfer between the meshes. The Bimesh method leads to a CPU reduction of about 4 on industrial examples and is compatible with parallel calculations.

2.2.5 Finite Element modeling at the micro scale

It is well known that the micro (or nano) structure of metals is a key factor for determining the constitutive law during forming and for predicting the final properties of the work-piece. To treat in an average way, the evolution of the material micro structure during thermal and mechanical treatments, the classical method is based on a macro description, selecting representative material parameters (grain size, phase percentage, precipitates, etc.) and to identify physical laws which govern the evolution of these parameters, and their influence on the mechanical behavior [12]. The macro approach is quite convenient for coupling thermal, mechanical and physical computation, but it suffers severe limitations and needs a large amount of experiments to identify the physical laws describing micro structure evolution. On the other hand, computation at the micro scale is now possible and is developed for a more realistic description of materials. Micro modeling is potentially much more accurate but, due to heavier computer cost at the local micro level, direct coupling with macro thermal and mechanical simulations seems limited to 2D problems and simple parts, even with large clusters of computers. One way to view the middle term applications is to use micro modeling of material in post processing, to predict micro structure evolution for a limited number of locations in the work piece, neglecting coupling effects. Another method is to utilize the micro approach to help identification of macro laws. The basic ingredients of the general micro model developed at CEMEF are summarized in [13].

3 INVERSE METHOD FOR MATERIAL PARAMETERS IDENTIFICATION

For a given material law, inverse analysis is used to determine the best parameters that fit experimental data. Identification of the parameters is achieved by minimizing a least square cost function which evaluates the difference between computed and experimental values. In the past differentiation methods were mostly utilized [14], but for a more general approach it was realized that optimization methods using only the evaluation of the least square function must be preferred.

A parallel optimization algorithm based on EGO (Efficient Global Optimization Algorithm) suggested by Jones et al. [15], has been developed for identification and integrated in the MOOPI software. A flowchart of this algorithm is presented in Figure 2. The main idea of this extension is the following: instead of evaluating exactly the cost function of one new set of parameters at each iteration, the idea is to temporally set the cost function value to an approximate value regarding the kriging meta-model. This temporally approximation of the cost function value is not time consuming and enables to extract a new set of parameters from the meta-model without exact evaluation. N set of parameters can thus be extracted from the meta-model without any exact evaluation. The final step is to evaluate exactly the cost function value of these N new points, which can be done simultaneously using parallel computing.

The EGO algorithm implemented in MOOPI is well suited for parameters identification by inverse analysis. This software is able to work with multiple experimental observables and
multiple mechanical tests. The optimization procedure gives the set of identified parameters. Another useful information is a map of the objective function all over the parameters design space. This map is particularly interesting to understand the sensitivity of the observable regarding each parameter of the model.

![Flowchart of the parallel extension of the EGO algorithm implemented in the MOOPI software](image)

**Figure 2:** Flowchart of the parallel extension of the EGO algorithm implemented in the MOOPI software

As an example, we identified both elastic-plastic materials behavior law and Lemaitre ductile damage parameters, in order to study the final mechanical strength of the clinched component. Figure 3 shows the identified and experimental load-displacement curves, and necking-displacement curves.

![Identified and experimental load-displacement and necking-displacement curves](image)

**Figure 3:** Identified and experimental load-displacement and necking-displacement curves
4 SENSITIVITY ANALYSIS
For any kind of manufacturing processes, input data are always subjected to variability or uncertainty. These variability issues can be experimental (prescribed load, temperature, lubrication, exact materials behaviour, friction, etc.) or numerical (mesh size, time step, etc.). Sensitivity analysis studies are essential to evaluate the impact of input data variability on output results and possibly to select the more important parameters for optimization. In our MOOPI software, finite element computations can be run iteratively with different input data. Observables are stored and compared to check the influence of input data on final results. The modification of input parameters can be done manually by the user, or can be obtained through a Design of Experiments (DoE). Sensitivity analysis is applied here to the study of the clinching process, where a sheet is deformed by the tools illustrated in Figure 4a. The idea is to find the clinching process parameters that have the highest influence on the final mechanical strength of the joined component. A sensitivity analysis has been done on the punch and lower die geometries, as shown in Figure 4a. A 5% modification has been applied to each parameter and the influence on the mechanical strength to pull-out has been measured. Figure 4b shows that two parameters have a major influence on the mechanical strength: the punch radius Rp and the lower die depth Pm.

Figure 4: a) Clinching tools geometry and b) Influence of clinching process parameters on the final mechanical strength to pull-out.

5 PROCESS OPTIMIZATION
The numerical problem is to find the minimum of the cost function which represents the practical objective of the optimization. Several methods were attempted using complex derivatives of the cost function (see e.g. [16, 17]). However it is now preferred to use optimization algorithms that require only computation of the cost function. In the following, two examples are presented in order to illustrate the different approaches which are developed in the laboratory.
5.1 Optimization with a single objective

Here the objective is to find the clinching tools geometry that maximizes the final mechanical strength of the clinched component. The sensitivity analysis of section 4 allows us to select two parameters: the punch radius Rp and the lower die depth Pm. Using the MOOPI software, our methodology is summarized in Figure 5.

![Figure 5: Optimization of the whole chain of simulation, including the clinching process and the simulation of the shearing and pull-out test.](image)

Table 1 shows the nominal values of the two parameters, the research space and the final optimal values identified by MOOPI.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal Value</th>
<th>Research Space</th>
<th>Optimal Identified Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rp (mm)</td>
<td>1.9</td>
<td>[1.6, 2.2]</td>
<td>1.96</td>
</tr>
<tr>
<td>Pm (mm)</td>
<td>0</td>
<td>[-0.3, 0.6]</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 1: Nominal values, research space and optimal values associated to the punch radius and the lower tool depth

In Figure 6a it can be seen that damage has been significantly decreased in the upper sheet thanks to the tools geometry modification. Figure 6b shows the response surface associated to the fracture strength to pull-out, that has been maximized. It is interesting to stress that in addition to a higher mechanical strength, the optimal solution is also surrounded by a smooth maximal area, so that a slight perturbation (or variability) of Rp and Pm will not have much...
influence on the final mechanical strength.

Figure 6: a) Map of the final damage field, and b) Response surface associated of the final mechanical strength of the clinched component (* for reference, + for optimized configurations).

Table 2 shows the mechanical strength associated with the reference and optimal configurations. It can be seen that the optimized configuration induces an increase of 13.5% of the mechanical strength to pull-out, and of 42% of the mechanical strength to shearing.

<table>
<thead>
<tr>
<th></th>
<th>Mech Strength</th>
<th></th>
<th>Mech Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pull-out (N)</td>
<td>Shearing (N)</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>737</td>
<td>814</td>
<td></td>
</tr>
<tr>
<td>Optimized</td>
<td>840</td>
<td>1193</td>
<td></td>
</tr>
<tr>
<td>Benefit (%)</td>
<td>13.5%</td>
<td>42.1%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Mechanical strengths for a pull-out and shearing test associated with the reference and optimal configurations

5.2 Multi objective optimization

Traditionally, in wire-drawing industry uses the optimization of the drawing force to design wire-drawing dies. The optimum die semi-angle is claimed to be 6°, or more generally is in a range between 4° and 8°. A second objective raises ambiguities, as the risk of ductile fracture should be estimated on a damage criterion. For instance, high-carbon drawn wire may show brittleness either during the drawing process, or at the cabling stage, or during wire service life. Then we have a multi-objective framework, the solution consists in a family of non-dominated solutions that constitute the Pareto optimal set, or the decision space S.

The industrial wire drawing process has been simulated following Bobadilla et al [18]. The mechanical analysis of the drawing process is performed by a 2D axi symmetric simulation. Dies are assumed non deformable and the drawing speed is constant. In Figure 7 the mesh
size is 0.5mm and the total nodes number is about 10,000. The wire is long enough to reach the mechanical steady state.

The Latham and Cockcroft (L&C) damage criterion is used as one of the objective function:

\[
D_{\text{max}} = \text{Max} \left( \int_0^{\epsilon_f} \frac{\text{max}(\sigma_f, 0)}{\sigma_{eq}} d\epsilon_p \right)
\]  

(16)

Alternatively, the wire drawing force \( F \) will be taken as an objective function. Bi-objective optimization (force and damage) will finally be addressed.

The shape parameters describe the geometry of the wire drawing die: reduction ratio \( R \), die semi-angle \( \alpha \) and the die length \( L \) as illustrated in Figure 7. The land length has no significant impact on the minimization of \( F \) or \( D_{\text{max}} \). In single pass optimization, reduction ratio cannot be an optimization parameter, which leaves one optimization parameter: the die semi-angle \( \alpha \) with values included in the range \([1.2^\circ, 22.5^\circ]\); this wide range has been selected not to exclude non-conventional solutions.

The selected multi-objective evolutionary algorithm (MOEA) is the Non Sorting Genetic Algorithm, NSGA-II, which is considered one of the most efficient MOEA to find Pareto optimal sets. In order to reduce computational costs, NSGA-II is coupled [19] to a metamodel based on the Meshless Finite Difference Method (MFDM). After initiating the metamodel with a reduced number of individuals, the metamodel is continuously updated during the algorithm iterations. This way, quite accurate Pareto fronts can be obtained by approximately the same number of function evaluations as in the single-objective case.

Optimization provides different optimal die semi-angle (\( \alpha_{\text{opt}} \)) depending on the objective function. Indeed, an optimal die angle minimizing the non-dimensional drawing stress is found only when friction is non-zero (see Figure 8). On the other hand, no optimal die angle is observed in damage minimization, as the lowest damage is found on the lower bound (\( \alpha = 1.2^\circ \) here, see Figure 8). Finally, L&C damage criterion and the non-dimensional wire drawing force have been coupled into a bi-objective approach. The Pareto Optimal Front has been accurately constructed in a single optimization operation, showing these two objective functions to be in conflict. This curve in Figure 9 enables the user to set his priority either on damage or on drawing force. In this case, accepting a 2.1% increase of the drawing force.
could save as much as 51% damage, at a die semi-angle $\alpha = 3.46^\circ$. Therefore, damage can be strongly decreased with a slight increase of the reduced drawing force.

**Figure 8**: Wire drawing force (left) and damage (right) versus die angle from a single objective optimization.

**Figure 9**: Pareto front (wire drawing force versus damage) of the multi-objective optimization problem.

### 6 TOWARD PREDICTION AND OPTIMIZATION OF LOCAL MECHANICAL PROPERTIES

Forged components are recognized for their excellent mechanical strength and fatigue properties. The methodology presented here consists in improving fatigue analyses of forged components by accounting for the forging simulation stage. Kneading rate and grain flow orientation are two consequences of the forging process. Using the FORGE software, grain flow orientation is computed all along the forming process simulation. This grain flow orientation, as well as residual stresses, are input data for predicting fatigue, using an anisotropic extension of the Papadopoulos fatigue criterion. It is based on experimental fatigue results obtained on samples extracted at $0^\circ$, $45^\circ$ and $90^\circ$ with respect to the grain flow orientation. A numerical modelling is performed at the microscale using the DIGIMICRO
software. These simulations give a better understanding on the influence of elongated particles and cluster of particles on high cycle fatigue mechanisms. A virtual simulation chain is set-up to work on real industrial components. This simulation chain, together with microscale numerical modelling demonstrate the positive influence of the grain flow orientation of forged components on high cycle fatigue properties of industrial parts. The general methodology is schematically illustrated in Figure 10 and the complete description of the work is given in ref. [20].

Figure 10 : Prediction and optimization of fatigue for forged components

7 CONCLUSIONS

The basic scientific ingredients were reviewed for accurate simulation of metal forming processes with a finite element computer code. A general software system was presented which will allow the user not only to simulate industrial processes but also to identify material parameters by inverse modeling, to assess the sensitivity of the results to process parameters and to optimize the whole forming sequence. An example of multi scale prediction of fatigue properties of a forged part was given as a first step toward optimization of the final properties of the work-pieces.
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Abstract. The simulation of high-speed impacts needs the use of advanced constitutive equations required for the accurate prediction of the different thermomechanical fields and their mutual interactions (temperature, large strains, hardening, damage, friction …). Since these fields localize inside intense shear bands (ISB), ductile micro-cracks initiate inside these ISB leading to the initiation of macroscopic crack and its fast propagation until the final fracture occurs. Accordingly, these advanced constitutive equations should take into account not only the strong thermomechanical coupling but also the ductile damage and its strong effect (coupling) on the other thermomechanical fields. In this work a complete set of advanced and fully coupled thermo-elasto-viscoplastic-damage constitutive equations accounting for mixed nonlinear isotropic and kinematic hardening fully coupled with the ductile isotropic damage and the thermal softening for time dependent finite plasticity is presented. Related numerical aspects in the framework of a fully adaptive 2D finite element strategy are developed and briefly discussed. This adaptive procedure is applied to the simulation of simple high velocity impact of thick sheets with dynamic ductile fracture occurrence. Attention is paid to the localization of the main thermomechanical fields inside the ISB as well as to the macroscopic cracks initiation and growth under high velocity impact.

1 INTRODUCTION

High speed impact is mostly used to investigate the material behaviour under dynamic (high velocity) loading conditions where the strain rates can locally reach $10^8$ s$^{-1}$. For strain rates in between $10$ s$^{-1}$ and $10^4$ s$^{-1}$ the impact tests can be investigated using the Hopkinson bar facilities, and between $10^4$ s$^{-1}$ and $10^8$ s$^{-1}$ the so called Taylor impact experimental
procedure should be used where the data analysis is more complex to investigate. Note that
Taylor [1] was the first who developed analytical method to assess the dynamic yield stress at
different strain rates for various materials. Other research works have investigated the high
speed impacts on several metals like steel, aluminium and cooper [2-4]. More information
about recent high speed experimental studies can be found in [5-8] where many of high speed
impact works are reviewed.

The numerical simulations of high speed impact should take into account the highly severe
thermomechanical conditions i.e.: high temperature which can exceed the melting
temperature, high strain rates reaching the $10^8$ s$^{-1}$, large viscoplastic strains and complex
contact and friction conditions. These fully coupled phenomena and their interactions should
be accounted for in any constitutive equations used for their numerical simulation. Recently,
different material behaviour models are used to simulate the high speed machining processes.
These constitutive equations often propose a weak thermal coupling and isotropic viscoplastic
flow with isotropic hardening of Norton-Hoff or Johnson-Cook types. In these models, many
numerical formulations have been used like updated Lagrangian formulation ([10], [12-22],
[25]), Eulerian formulation [9] or arbitrary Lagrangian Eulerian (ALE) formulations ([11-12])
have been used. Other works use specific meshless based numerical approaches to avoid the
mesh adaptivity ([20]-[22]). In this work, an adaptive 2D FE-based numerical methodology
using advanced constitutive equations which account for the ductile damage and its effect on
the other thermomechanical fields at finite strain is presented. The coupling between thermal
aspects, thermo-elasto-viscoplasticity and ductile damage including the mixed isotropic and
kinematic non-linear hardening are included in this model previously developed by Saanouni
et al. ([23]-[28]). Using the Vumat subroutine, the developed model is implemented into
ABAQUS/EXPLICIT. Using this fully coupled methodology, the typical example of dynamic
impact is investigated and attention is paid to the prediction of the thermomechanical fields’
localization inside ISB where macroscopic cracks initiate and evolve with high velocity until
the final fracture occurs.

2 THERMO-ELASTO-VISCOPLASTIC DAMAGE MODEL

In the framework of the thermodynamics of irreversible processes with state variables, and
assuming small elastic and large viscoplastic strains, fully coupled thermo-elasto-viscoplastic-
damage constitutive equations accounting for the micro-cracks closure are developed.
Two external state variables are used: $(\mathbf{D}, \mathbf{\sigma})$ for mechanical aspects and $(T, s)$ for
thermal phenomena. For ‘internal’ state variables and their conjugate forces we have: $(\dot{\mathbf{e}}, \mathbf{\sigma})$
for small elastic strain tensor and the Cauchy stress tensor; $(\dot{\mathbf{q}}, \mathbf{g} = \nabla T)$ for heat flux
vector and its conjugate force; $(\mathbf{g}, \mathbf{\alpha})$ for the kinematic hardening (i.e. translation of the yield
surface center); $(r, R)$ for the isotropic hardening (i.e. variation of the yielding surface size)
and $(\mathbf{D}, \mathbf{Y})$ for isotropic damage and its conjugate force.

Following this approach, a complete set of fully coupled constitutive equations is deduced
in which the state relations (1) to (4) and the evolution equations (5) to (8) are summarized as
following:
• State relations:

\[ \sigma = \sigma_+ + \sigma_- \]

where

\[ \sigma_+ = \frac{\nu E(1-D)}{(1+\nu)(1-2\nu)} \varepsilon^e, \quad \sigma_- = \frac{E(1-D)}{(1+\nu)} \varepsilon^e, \]

\[ \sigma_- = \frac{\nu E(1-hD)}{(1+h)(1-2\nu)} \varepsilon^e, \quad \sigma_- = \frac{E(1-hD)}{(1+\nu)(1-2\nu)} \varepsilon^e. \]

\[ s = \frac{1}{\rho (1-2\nu)} \xi \sqrt{1-D} \varepsilon^e: \varepsilon^e + \frac{1}{\rho (1-2\nu)} \xi \sqrt{1-hD} \varepsilon^e: \varepsilon^e + C (T-T_0) \]

\[ X = \frac{2C(1-D)}{3} \alpha \]

\[ R = (1-D^w)Q \]

\[ Y = Y_{el} + Y_{in} \]

\[ Y_{el} = \frac{\nu E}{2(1+\nu)(1-2\nu)} \varepsilon^e: \varepsilon^e + \frac{E}{2(1+\nu)} \varepsilon^e: \varepsilon^e - \frac{E}{2 \sqrt{1-D(1-2\nu)}} \xi (T-T_0) \varepsilon^e: \varepsilon^e \]

\[ Y_{in} = \frac{1}{3} C \alpha : \sigma + m D^{(n-\alpha)} \frac{1}{2} Q r^2 \]

where: \((E, \nu)\): Young modulus and Poisson coefficient, \(T\): temperature, \(T_0\): reference temperature, \(\xi\): thermal expansion coefficient, \(C\): kinematic hardening modulus, \(Q\): isotropic hardening modulus, \(C_v\): specific heat coefficient, \(\rho\): material density, \(Y_{el}\): the elastic part of the damage energy release rate and \(Y_{in}\): its inelastic counter part, \(m\) a material parameter and \(0 < h < 1\) is the micro-cracks closure parameter.

• Evolution equations:

\[ D^{\nu} = \dot{\lambda}_p n \]

\[ n = \frac{3}{2 \sqrt{1-D}} \left( \frac{\sigma - \lambda_p}{\sigma - \lambda_p} \right) \]

\[ \dot{\alpha}^{\nu} = \dot{\lambda}_p (n - a \alpha) \]

\[ \dot{r} = \dot{\lambda}_p \left( \frac{1}{1-D^w} - br \right) \]

\[ \dot{Y} = \frac{\lambda_p}{(1-D)^2} \left( \frac{Y-Y_0}{S} \right) \]

\[ \ddot{q} = -k \nabla^T \]

\[ f_{vp}(\sigma, X, R, \dot{p}; D) = f(\sigma, X, R; D) - K_2 A \cosh \left( \frac{\sqrt{1-D} \dot{p}}{K_1} \right) \leq 0 \]
In these equations, $a$ and $b$ are the material parameters governing the non-linearity of kinematic and isotropic hardening, respectively. $S$, $s$, $Y_0$, and $\beta$ are the ductile damage parameters.

$\dot{\lambda}_{vp}$ is the viscoplastic multiplier defined by $\dot{\lambda}_{vp} = K_1 \sinh(f/K_2)$, which in fact is taken as the main unknown to be determined numerically at each integration point. $K_1$ and $K_2$ are the viscous parameters, and $f_{vp}$ is the viscoplastic yield function defined in Eq.8. The deviatoric tensor $n$ in Eq.5b defines the outward normal to this yield function. The equivalent viscoplastic deformation rate is defined by $\dot{\varepsilon}_{vp} = \dot{\lambda}_{vp} \sigma_{vp}/\sqrt{1-D}$ and the von Mises equivalent stress is given by: $\sqrt{(2/3)\sigma_{vp}^T : \sigma_{vp}^v} = \sqrt{(2/3)(\sigma - X)^{dev} : (\sigma - X)^{dev}}$.

Combining Eq.7b (where $k$ is the thermal conductivity) with the first law of thermodynamics leads to the generalized heat equation governing the temperature evolution under the form:

$$\rho C \dot{T} - k \Delta T = \sigma : D_{vp}^p - X : \dot{\varepsilon} - R \dot{r} + \dot{Y} \dot{D} + \pi + T \left[ \frac{\partial \sigma}{\partial T} : \dot{\varepsilon}^e - \frac{\partial Y}{\partial T} \dot{D} + \frac{\partial X}{\partial T} : \dot{\varepsilon} + \frac{\partial R}{\partial T} \dot{r} \right]$$

Note that, in this study, only the following material properties: $E$, $C$, $Q$, $S$, $K_1$ and $\sigma_y$, are taken as temperature dependent according to the simple relation of the form:

$$p = p_0 \left[ 1 - \left( \frac{T - T_0}{T_f - T_0} \right)^\chi \right]$$

where $P \in \{E, C, Q, S, K_1, \sigma_y\}$ is the value of any of these parameters at the temperature $T$, $P_0$ is its value at the reference temperature $T_0$, $T_f$ is the melting temperature of the material, and $\chi$ is a temperature independent material parameter.

The numerical aspects of the presented model and their implementation in ABAQUS/EXPLICIT is detailed in ([24-27]). A dynamic explicit scheme is used for the resolution of the global equilibrium and temperature equations, for the numerical integration of the fully coupled constitutive equations at each Gauss point of each element, the stress tensor as well as the overall state variables at each time increment, is calculated by iterative implicit algorithm using the elastic prediction and viscoplastic correction procedure with radial return mapping algorithm applied to a reduced number of differential equations.

A 2D mesh generator named DIAMESH2D is used for the 2D adaptive analysis following the procedure described in [26]. Based on appropriate error indicators with 2D linear and quadratic Quadrangular and Triangular elements, this procedure adapts the mesh size and the loading sequence with respect to the local curvature of the contact surfaces and to the distribution of the plastic and damage dissipations.
3 Application to high speed shear impact

This example concerns a typical dynamic (high speed) impact test performed using AISI4340 steel cylindrical sample composed from a hollow cylinder connected with a solid one, as schematically shown in Fig.1. Basing on the force displacement curves given in [28] for the AISI4340 stainless steel, the material parameters of the sample are determined using a classical inverse approach. The obtained values are: $E=205000$ MPa, $\nu=0.3$, $Cv=457$ J/kg°C, $\xi=1.37 \times 10^{-5}$ °C$^{-1}$ for the thermo elasticity. $\sigma_y=792$ MPa, $Q=320$ MPa, $C=5000$ MPa, $b=0.6$, $a=20$, $K_j=48.9$, $K_2=79.38$ MPa for the viscoplastisity and $S=20$, $s=2$, $\beta=1$, $Y_0=7$ for the damage evolution equations. All these parameters are identified at the reference temperature $T_0=20°C$ and their evolutions with respect to the temperature are governed by Eq. (11) in which the parameter $\chi=1.03$ for all parameters except for the parameter $S$ where $\chi=1.08$ and the parameter $E$ for which $\chi=4$. The melting temperature for AISI4340 steel is taken equal to $T_f=1520$ °C and its conductivity $k=5$ W/m/°C in order to favour the adiabatic condition. The sample is impacted at a speed of $1600$ mm/s, on its lower part (hollow cylinder) by a projectile made by fully thermoelastic material with the following parameters: $E=450$ GPa, $\nu=0.22$, $C_v=400$ J/Kg/°C, $\xi=1.37.10^{-5}$ °C$^{-1}$ and $k=50$W/m/°C.

![Figure 1. Schematization of the Impact test.](image)

The geometric parameters required by the adaptive meshing procedure [26] are: $h_{\text{max}}^p=0.55$ mm, $h_{\text{min}}^p=0.4$ mm and $h_{\text{min}}^d=0.06$ mm.

In this example we focus on the numerical prediction of the thermomechanical fields’ localization as well as the initiation and propagation of macroscopic cracks under the impact
loading. The mesh adaptation and the distribution of the different thermomechanical fields will be investigated.

The Fig. 2 shows the evolution of the mesh for different displacements of the projectile. The mesh is first refined inside the ISB where the temperature and the plastic strain are highly localized (as can be seen in Fig 3 to 7) and mainly around the macroscopic crack where the damage has reached its maximum value. Clearly, the mesh refinement precedes the macroscopic crack path since its initiation for \( u = 1.95 \) mm (Fig. 3a) till the final fracture of the sample for \( u = 3.26 \) mm (Fig. 2-c) and through the intermediate configuration as for \( u = 2.75 \) mm (Fig. 2-b).

As shown in Fig. 3, the equivalent von Mises stress is, first, maximum with a value of 1220 MPa inside the ISB before the damage occurrence (Fig. 3a). It decreases and goes to zero as the damage increases and the macroscopic crack evolves as shown in Fig. 3a for \( u = 1.95 \) mm and in Fig. 3b for \( u = 2.75 \) mm. However, when the sample is completely fractured the von Mises stress is near zero every where around the crack except some zones where the contact between the crack lips generates normal stresses (Fig. 3.c). Note that this stress relaxation inside the ISB is not only due to the damage induced softening but also to the temperature increase from \( T_0 = 20^\circ C \) to \( T_{\text{max}} = 924^\circ C \) (see Fig. 6) generated by the plastic work converted to heat.

![Figure 2](image1.png)

**Figure 2.** Mesh adaptation during the macroscopic crack evolution for three different values of the projectile displacement

![Figure 3](image2.png)

**Figure 3.** Distribution of the von Mises equivalent stress for three different values of the projectile displacement
Similarly, the equivalent plastic strain distribution is shown in Fig. 4. It is worth noting that the equivalent plastic strain localizes inside the ISB with a relatively homogeneous value around \( p_{\text{max}} = 60\% \) everywhere before the macroscopic crack initiation as indicated in Fig. 4. However, once the macroscopic crack is initiated the equivalent plastic strain strongly localizes inside a very small zone located at the crack-tip where it reaches \( p_{\text{max}} = 206\% \) inside a small area of \( p_{\text{max}} = 155\% \) for \( u=1.95 \text{ mm} \) as shown in Fig. 4.a. As the macroscopic crack evolves inside the ISB, the accumulated plastic strain diffuses around the crack tip and its maximum decreases to reach \( p_{\text{max}} = 137\% \) inside a relatively large area with \( p_{\text{max}} = 100\% \) for \( u=2.75 \text{ mm} \) (Fig. 4b); and \( p_{\text{max}} = 132\% \) with a large area of \( p_{\text{max}} = 90\% \) for \( u=3.26 \text{ mm} \) at the final fracture of the sample (Fig. 4c). This accumulated plastic strain distribution is confirmed by the equivalent plastic strain rate distribution shown in Fig. 5 where \( \dot{p}_{\text{max}} = 5.85 \times 10^3 \text{ s}^{-1} \) for \( u=1.95 \text{ mm} \) (Fig. 5a), \( \dot{p}_{\text{max}} = 8.04 \times 10^4 \text{ s}^{-1} \) for \( u=2.75 \text{ mm} \) (Fig. 5b) and \( \dot{p}_{\text{max}} = 3.00 \times 10^5 \text{ s}^{-1} \) for \( u=3.26 \text{ mm} \) (Fig. 5c).

The Fig. 6 shows the evolution of temperature during the impact test. For the displacement \( u = 1.95 \text{ mm} \) (Fig. 6-a), the highest temperatures (500 °C and 900 °C) locate on both ends of the adiabatic shear band, for two reasons. The first is the concentration of high plastic strain rate on both ends of the band (between \( 3.10^3 \) and \( 9.10^3 \text{ s}^{-1} \)) (Fig. 6-a). The second reason is related to intense friction between the two sides of the crack which maintains high...
temperatures on the edges of the crack even after the passage of the shear band (Fig. 6-b) and Fig. 6-c).

The temperature localizes also inside the ISB as can be seen in Fig. 6. However, due to the friction between the crack lips, the maximum of the temperature is still located at the initial crack-initiation location with $T_{\text{max}} = 924 \, ^\circ\text{C}$ for $u=1.95$ mm (Fig. 6a), $T_{\text{max}} = 790 \, ^\circ\text{C}$ for $u=2.75$ mm (Fig. 6b) and $T_{\text{max}} = 817 \, ^\circ\text{C}$ for $u=3.26$ mm at the final fracture of the sample (Fig. 6c).

![Figure 6](image1.png)

**Figure 6.** Distribution of the temperature for three different values of the projectile displacement

Finally, the Fig. 7 shows the distribution of the ductile damage including the macroscopic crack defined by killing the fully damaged elements having the smallest mesh size $h_d=0.06$ mm. The macroscopic crack length can be estimated to 0.5 mm for $u = 1.95$ mm (Fig. 7-a), 1.9 mm for $u = 2.75$ mm (Fig. 7-b), and 3.31 mm for $u = 3.26$ mm (Fig. 7-c).

![Figure 7](image2.png)

**Figure 7.** Distribution of the ductile damage for three different values of the projectile displacement

4 CONCLUSION

An advanced thermo-elasto-viscoplastic-damage model accounting for non-linear isotropic and kinematic hardening, thermal and ductile damage effects including the micro-cracks closure under compressive phase of the loading has been briefly presented. Using the ABAQUS/EXPLICIT user’s subroutine where this model has been implemented, the efficiency of this adaptive numerical methodology to simulate the dynamic fracture under high velocity impact has been shown. Particularly, this model is shown to be efficient to
capture the thermomechanical fields’ localization inside an intensive shear band as well as the strong localization of the damage giving rise to the initiation and propagation of macroscopic cracks until the final fracture of the structure.

References:


[15] Delalondre F., Guerdoux S., Fourment L., 3 D Simulation of Adiabatic Shear Bands in High Speed Machining, Proceeding of the 10th International Workshop on Modeling of
Machining Operations (CIRP), Reggio Calabria, 2007.


A MICROMECHANICAL CONSTITUTIVE MODEL FOR DUCTILE FRACTURE: NUMERICAL TREATMENT AND CALIBRATION STRATEGY

L. Malcher *, F.M. Andrade Pires †, J.M.A. César de Sá †

* Automotive Engineering Area, Faculty UnB Gama, University of Brasilia,
Distrito Federal, Brazil
e-mail: malcher@unb.br

† Department of Mechanical Engineering, Faculty of Engineering, University of Porto
Rua Dr. Roberto Frias, Porto 4200-465, Portugal

Key words: Micromechanical Model, Ductile Fracture, Two Damage Parameters.

Abstract. This contribution describes the numerical treatment and calibration strategy for a new micromechanical damage model, which employs two internal damage variables. The new micromechanical model is based on Gurson's theory incorporating the void volume fraction as one damage parameter and a shear mechanism, which was formulated considering geometrical and phenomenological aspects, as the second internal damage variable. The first and the second damage variables are coupled in the constitutive formulation in order to affect the hydrostatic stress and deviatoric stress contributions, respectively. Both internal damage variables are independent and, as a consequence, they also require independent nucleation mechanisms for each one in order to trigger the growth contribution. These mechanisms require the determination of material parameters that are obtained through two calibration points: one for high and the other for low stress triaxiality. This is in contrast to other damage models that typically require one calibration point. In the first part of this paper, theoretical aspects of the constitutive formulation are presented and discussed. Then, an implicit numerical integration algorithm is derived, based on the operator split methodology, together with a methodology to perform the calibration of all material parameters. In order to assess the performance of the new model, the “butterfly” specimen was used and the 1045 steel was employed under a wide range of stress triaxiality. The results obtained from the numerical simulations are presented such as: the evolution of both damage parameters, the evolution of the equivalent plastic strain, the reaction versus displacement curve and the contour of the effective damage parameter. From the comparison of the numerical results with experimental evidence, it will be highlighted that the present formulation is able to predict accurately the location of fracture onset and the level of the associated equivalent plastic strain at fracture.

1 INTRODUCTION

Ductile fracture in metals is an important subject to be improved in order to predict the correct location of crack initiation in machine components and rupture in general structures. The fracture phenomenon can be studied by its separated evolution contribution as the initiation and growth of general micro defects which is induced by large deformations. Some
researchers like McClintock [15] and Rice & Tracey [21] developed pioneering work undertaken on the subject, where the nature of defect was taken into account the study of ductile damage by analyzing its geometry in a continuous matrix.

The degradation of material properties is an irreversible process and starts from the formation of micro defects which can be voids, cracks and others, that already exist or that will be formed in the material matrix. However, the evolution of material degradation is dependent on macroscopic loading conditions which can cause a volumetric void growth such as in tensile loading condition or a preferential elongation of micro defects which can be observed in pure shear loading conditions. The ductile fracture phenomenon can be described, based on a micromechanical analysis of micro cavity growth, especially for the fracture computation within local approaches of fracture, (see Pineau [19]; Mudry [16]; Rousselier [23]; Besson [3]) or based on the Continuum Damage Mechanics theory and a thermodynamic framework, either phenomenological or micromechanically based, as Lemaitre [12].

The formulations proposed by Lemaitre and Gurson are the most important coupled damage ductile models to describe the above two methodologies, see Chaboche [7]. Since then, motivated by the limitations of these classical models, such as in prediction of the correct fracture location or in determination of the correct values of the internal variables at fracture, many researchers have proposed improvements in both methodologies, by introducing more effects in the constitutive formulation or in the damage evolution law like the pressure effect, temperature, Lode angle dependence, viscoplastic effects, crack closure effect, shear mechanisms, among others (Tvergaard & Needleman [27]; Rousselier [22;24]; Xue [28]; Nahshon & Hutchinson [17]; Lemaitre & Chaboche [13]; Chaboche [6]; Andrade Pires [1]; Chaboche et al. [7]; Besson [4]).

These classical coupled damage models have the ability to predict the correct fracture location under a specific range of stress triaxialities (see Xue [28]; Nahshon [17]; Teng [26]) and are extremely accurate for loading conditions close to the calibration point, see Malcher [14]. For example, within range of high levels of stress triaxialities, where the spherical void growth is the predominant mechanism, the models based on Gurson theory, like the Gurson-Tvergaard-Needleman model, have good performance in prediction of fracture location and parameters in fracture as equivalent plastic strain and displacement. However, under shear dominated loads, where failure is mainly driven by the shear localization of plastic strain of the inter-voids ligaments due to void rotation and distortion, the model does not perform well, see Engelen [9] and Chaboche [7].

Due to these two types of ductile failure mechanisms, it is expected that the population of micro defects, that can be nucleated, would be higher in void sheeting than in internal necking. Motivated by these short comings, in this contribution, a new extension to the GTN model is proposed in order to improve the ability to predict the correct fracture location and determinate the internal parameters in the fracture. A new independent damage parameter is suggested to capture elongation of micro-defects and coupled to constitutive model to affect only the deviatoric stress part. A nucleation of general micro defects is introduced to trigger the shear mechanism and gives more accuracy to the model in prediction of ductile failure under mixed loading condition.
2 CONTITUTIVE FORMULATION

One of the most popular versions of Gurson’s model is the Tvergaard–Needleman modification (Tvergaard and Needleman [27]). The model assumes isotropic hardening and isotropic damage, represented by the effective porosity $f^*$. The constitutive formulation for GTN’s model can be better expressed as:

$$\Phi(\sigma, k, f) = J_2(S) - \frac{1}{3} \left\{ 1 + q_2, f^{*2} - 2, q_1, f^{*}, \cosh \left( \frac{q_2, 3, P}{2, q_y} \right) \right\}, q_y^2$$  \hspace{1cm} (1)

where, the parameters $q_1$, $q_2$, and $q_3$ are introduced to bring the model predictions into closer agreement with full numerical analyses of a periodic array of voids.

The damage evolution, in this formulation, is reproduced by three simultaneous or successive mechanisms that can be described as the nucleation, growth and coalescence of voids as

$$f^* = \left\{ \begin{array}{ll} f & \text{if } f < f_c \\ f_c + \left( \frac{f - f_c}{f_f - f_c} \right) & \text{if } f \geq f_c \end{array} \right.$$  \hspace{1cm} (2)

where, $f^*$ represents the effective damage, $f_c$ denotes the critical volume void fraction and $f_f$ is the volume void fraction at fracture. The effective damage is determined based on both nucleation and growth mechanisms if the volume void fraction is less than the critical value. The coalescence is active only if the volume void fraction is higher than the critical value. The volume void fraction rate, $f'$, is a sum of the nucleation and growth mechanism as

$$f' = f'^n + f'^g$$  \hspace{1cm} (3)

The nucleation mechanism can be driven by either the plastic strain or the hydrostatic pressure. Equation 4 represents the nucleation mechanism based on the equivalent plastic strain:

$$f^n = \frac{f_N}{s_N \sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left( \frac{\bar{\varepsilon}^p - s_N}{s_N} \right)^2 \right\} \bar{\varepsilon}^p$$  \hspace{1cm} (4)

where, $f_N$ represents the volume fraction of all second-phase particles with potential for microvoid nucleation, $s_N$ and $\bar{\varepsilon}_N$ are the mean strain/pressure for void nucleation and its standard deviation. The variable $\bar{\varepsilon}^p$ represents the equivalent plastic strain and $\dot{\bar{\varepsilon}}^p$ is the rate of the accumulated plastic strain. The nucleation mechanism is valid only if the hydrostatic pressure is great to zero, $p > 0$. If $p \leq 0$, the nucleation mechanism rate is equal to zero. The evolution of growth mechanism in GTN’s model is determined as:

$$f' = (1 - f) \dot{\bar{\varepsilon}}^p_v$$  \hspace{1cm} (5)

where, the elastic strain rate contributions is represented by $\dot{\bar{\varepsilon}}^p_v$.

In order to improve the micromechanical models like Gurson and GTN to predict failure when void sheeting mechanism plays the main role, researchers as Xue [28], Nahshon & Hutchinson [17], Butcher et al. [5] have suggested the introduction of another mechanism as
shear, in the evolution law of the Gurson’s damage parameter. Both researchers have initially formulated shear mechanisms based on phenomenological and geometrical aspects resulting in expression dependent on the equivalent plastic strain and its rate and a Lode angle function. Both formulations have shown a very nice performance in pure loading conditions, regarding the prediction of the crack initiation, but in combined load path, the models have failed either in prediction of the fracture location or in level of equivalent strain and displacement at fracture, see Malcher [14] and Reis & Malcher [20]). Xue [28], based on volume conservation of a representative square cell contains a cylindrical void at the center, has proposed a shear mechanism when this cell structure is subjected a pure shear loading condition. The evolution law for the shear mechanism proposed by Xue is represented by Equation 6

\[ D_{\text{shear}} = q_4 f^q s_{eq} \dot{e}_{eq} \]  

(6)

where, \( q_4 \) and \( q_5 \) are geometrical parameters and can be defined according to two or three dimensional problem. For two dimensional problem, \( q_4 = \frac{3}{\sqrt{2}} \) and \( q_5 = (1/2) \) and for three dimensional problem, \( q_4 = \frac{2}{2} \left( \frac{6}{\pi} \right)^{(1/3)} \) and \( q_5 = (1/3) \).

The shear mechanisms can be coupled in GTN’s model and a so called Lode angle function is required to active the mechanism only when the shear strain is detected in a general loading condition. Xue [28] defines the Lode angle function as a linear expression of the normalized Lode angle, as:

\[ g_0 = (1 - |\tilde{\theta}|) \]  

(7)

where, \( g_0 \) represents the so called Lode angle function and \( \tilde{\theta} \) is the normalized Lode angle. Thus, the damage internal variable rate (Equation 3) can be re-written according Equation 8.

\[ f = f^a + f^g + D_{\text{shear}} \]  

(8)

Authors as Reis & Malcher [20], Malcher [14], Xue [28] and Nahshon & Hutchinson [17] have shown that the original GTN’s model has limitations, such as: no ability to predict failure in pure shear loading condition, due to the fact that the growth rate of the volume void fraction, which plays the damage parameter role, has no evolution; the coupled damage models have got good performance only for loading conditions close to calibration point; the nucleation of micro-voids mechanism does not have a physical meaning in low stress triaxiality, since the nucleation of micro-defects, in general, can be better appointed; and, in the plastic flow rule, the deviatoric stress tensor contribution is not affected by the damage parameter and the volume void fraction affects only the hydrostatic stress term. However, in order to try to solve the above problems, in this paper, a new formulation for GTN original model is suggested, giving ability to predict the correct location to crack initiation and the determination of the values of the internal variables at fracture.

The proposition starts from the way that the shear damage parameter is coupled in the GTN yield function. In the GTN original model (see Tvergaard and Needleman [27]) or in the GTN improved model (see Xue [28]; Nahshon & Hutchinson [17]), the damage parameters, such as only porosity or porosity and shear damage, affect mainly the hydrostatic pressure.
contribution (see Equation 1). Hence, in this case, the plastic flow rule is expressed by an unbalanced equation, which the deviatoric contribution is free of the damage parameters. In this contribution, the volume void fraction and the shear damage will be coupled disconnectedly in the yield surface. The volume void fraction will affect exclusively the hydrostatic pressure and the shear damage will be coupled affecting the deviatoric stress contribution. Thus, Equation 1 can be re-written as follow:

\[ \Phi(\sigma, k, f) = \frac{l_2(S)}{(1 - D_{\text{shear}})} - \frac{1}{3} \left( 1 + q_2 \cdot f^a - 2 \cdot q_1 \cdot f \cdot \cosh \left( \frac{q_2 \cdot 3 \cdot D}{2 \cdot \sigma_y} \right) \right) \cdot \sigma_y. \]  

The new yield function would still be a function of the set of parameters \([\sigma, k, f]\), since than the shear mechanism would still be a function of the volume void fraction.

In this paper, it is suggested an uncoupling between both shear damage and volume void fraction as well as the creation of a new nucleation of micro defects mechanism, responsible to trigger the shear damage parameter. Thus, the new constitutive formulation will get two independent damage parameters and the yield function established by Equation 9 would be a function of the set of parameters \([\sigma, k, f, D]\). The volume void fraction, as defined by Tvergaard & Needleman [27] would be the first damage parameter and shear damage with a new nucleation of micro defect mechanism, the second one. Hence, the evolution of the new damage parameter can be expressed as:

\[ \dot{D} = \dot{D}^n + q_6 \cdot \dot{D}_{\text{shear}} \]  

where \(\dot{D}\) represents the rate of the new damage parameter, \(\dot{D}^n\) represents the rate of the nucleation of micro defects mechanism, \(\dot{D}_{\text{shear}}\) denotes the rate of the shear contribution and the parameter \(q_6\) can be introduced to calibrate the rate of the shear contribution, bringing more flexibility to suit the critical shear damage with the experimental critical displacement.

The nucleation of micro defects mechanisms, by the authors, will be considered a normal distribution of all second-phase particles with potential for micro defect nucleation and can be expressed as:

\[ \dot{D}^n = \frac{D_N}{\varepsilon_N' \cdot \sqrt{2\pi}} \cdot \exp \left[ -\frac{1}{2} \left( \frac{\varepsilon_P - \varepsilon_N'}{\varepsilon_N'} \right)^2 \right] \varepsilon_P \]  

where, \(D_N\) represents the fraction of all second-phase particles with potential for micro defect nucleation, \(\varepsilon_N\) and \(\varepsilon_N'\) are the mean strain for defect nucleation and its standard deviation. The set of parameters \([D_N, \varepsilon_N, \varepsilon_N']\), required to the nucleation of micro defect, need to be calibrated for a point in pure shear loading condition. This contribution added a new calibration point further the already required, which can come a very nice accuracy for the formulation within the all range of stress triaxiality.

Regarding the same simplification adopted by Gurson [11], in order to vanish the elastic contribution in the definition of the volume void fraction rate for a rigid plastic matrix (see Equation 5), the authors can suggest that in the rate of the shear mechanisms (Equation 6)
contribution, both equivalent strain and equivalent strain rate would be changed by the equivalent plastic strain and equivalent plastic strain rate. This simplification is reasonable in the majority of problems involving ductile damage since the elastic strains can be considered negligible. Thus, the expressions can be re-written, as:

\[ D^{\text{shear}} = q_4 D^{\text{\& \\text{shear}}} \dot{e}^{\text{\& \\text{shear}}} \]  \hspace{1cm} (12)

By the authors and through the experimental evidence, the stress triaxiality effect can be introduced by an exponent in the previous Lode angle functions suggested by Xue.

\[ g'_0(\xi, \eta) = [g_0(\xi)]^{1/\eta_{\xi}+k} \]  \hspace{1cm} (13)

where, \( g'_0 \) is the new function that now will be called by balance function, \( \eta \) represents the stress triaxiality and \( k \) is a constant that need to be calibrated. Figure 1 represents the behavior of the balance function on the space of the set of parameters \([g_0, \xi, \eta]\). The influence of the stress triaxiality can be observed mainly in the range of stress triaxiality between \([-1/3; 1/3]\).

![Figure 1: Three dimensional representation of the balance function suggested by the authors.](image)

Regarding this new model, two independents nucleation mechanisms are introduced, first one to trigger the growth rate of the volume void fraction and the second one to trigger the growth rate of the shear mechanism. In order to active or not each one contribution when pure shear or pure tensile loading condition is applied or to balance the value of it when both shear/tensile or shear/compression loading condition is present, the authors suggest the introduction of the Lode angle function, \( g_0 \), in the nucleation mechanisms.

How was previously discussed, based on the modified formulation, two calibration points are required. First one for high stress triaxiality, which the smooth bar specimen can be used to determine the hardening law, \( \sigma_y \), for undamaged model, the void nucleation parameters as \( f_N, \varepsilon_N \), and \( S_N \) and the critical volume void fraction \( f_c \). A specimen in pure shear loading condition is also required to calibrate the general micro defects nucleation parameters as \( D_N, \varepsilon'_N \), and \( S'_N \), the accelerator damage parameter, \( q_{\& \\text{\& \\text{\& \\text{a}}} } \), and the critical shear damage parameter, \( D_{\& \\text{\& \\text{\& \\text{c}}} } \). In Box 1, the basic constitutive equations and evolution law for internal variable and damage parameters are summarized:
Box 1. GTN’s modified model including nucleation and elongation of micro shear defects.

(i) Elasto-plastic split of the strain tensor:
\[ \varepsilon = \varepsilon^e + \varepsilon^p \]

(ii) Elastic law
\[ \sigma = D^e : \varepsilon^e \]

(iii) Yield function
\[ \Phi(\sigma, r, f, D) = \frac{J_2}{1-D} - \frac{1}{3} \left[ 1 + q_3, f^2 - 2. q_1, f \cdot \cosh \left( \frac{3, q_2, r}{2, \sigma_y} \right) \right] \cdot \sigma_y \]

(iv) Plastic flow and evolution equations for \( R, f \) and \( D \)
\[ \dot{\varepsilon}^p = \dot{\gamma} \cdot N \]
\[ \dot{R} = -\dot{\gamma} \cdot \frac{\partial \Phi}{\partial \dot{\varepsilon}} \]
\[ f = (1 - g_0) \cdot \frac{f_N}{S_N \sqrt{2. \pi}} . \exp \left( -\frac{1}{2} \left( \frac{\varepsilon^p - \varepsilon_{N}}{S_N} \right)^2 \right) . \dot{\varepsilon}^p + (1 - f) . \dot{\varepsilon}^p \]
\[ \dot{D} = g_0 \cdot \frac{D_N}{S_N \sqrt{2. \pi}} . \exp \left( -\frac{1}{2} \left( \frac{\varepsilon^p - \varepsilon_{N}}{S_N} \right)^2 \right) . \dot{\varepsilon}^p + q_6 \cdot \dot{D}^{\text{shear}} \cdot [g_0(\xi)]^{1/\|\gamma\|+\mu} \]
where,
\[ \dot{D}^{\text{shear}} = q_3 D q_4 \varepsilon^p \cdot \dot{\varepsilon}^p \]
\[ g_0 = 1 - |\hat{\beta}| \]
and,
\[ \dot{\varepsilon}^p = \sqrt{\frac{2}{3} (\dot{\varepsilon}^p : \dot{\varepsilon}^p)} \quad \dot{s}_p = \text{tr}(\dot{\varepsilon}^p) \]

(v) Loading/unloading criterion
\[ \dot{\gamma} \geq 0, \quad \Phi \leq 0, \quad \dot{\gamma} \Phi = 0 \]

3 NUMERICAL INTEGRATION ALGORITHM

Algorithms based on operator split methodology are especially suitable for the numerical integration of the evolution problem and have been widely used in computational plasticity (see Simo & Hughes [25]; De Souza Neto et al. [8]). This method, which is used for our development, consists of splitting the problem in two parts: an elastic predictor, where the problem is assumed to be elastic and, a plastic corrector, in which the system of residual equations comprising the elasticity law, plastic consistency and the rate equations is solved, taking the results of the elastic predictor stage as initial conditions. In the case of the yield condition has been violated, the plastic corrector stage is initiated and the Newton- Raphson
procedure is used to solve the discretised equations. The Newton-Raphson procedure was chosen motivated by the quadratic rates of convergence achieved which results in return mapping procedures computationally efficient, see Simo & Hughes [25] and De Souza Neto et al. [8]. The implicit algorithms were proposed initially based on the infinitesimal strain theory and here, both numerical models are extended to the finite strain through the framework based on a logarithmic strain measure, rather than the elastic deformation gradient, see Peric’ et al. [18] and Eterovic et al. [10]). The overall algorithm for numerical integration is summarized in Box 2.

**Box 2.** Fully implicit Elastic predictor/Return mapping algorithm.

(i) Evaluate elastic trial state: Given the incremental strain $\Delta \varepsilon$ and the state variables at $t_n$:

$$
\varepsilon_{n+1}^{\text{trial}} = \varepsilon_n + \Delta \varepsilon ; \quad \varepsilon_{n+1}^p = \varepsilon_n ; \quad R_{n+1}^{\text{trial}} = R_n ;
$$

$$
f_{n+1}^{\text{trial}} = f_n ; \quad D_{n+1}^{\text{trial}} = D_n ; \quad S_{n+1}^{\text{trial}} = 2G \varepsilon_{n+1}^{\text{trial}} ;
$$

$$
p_{n+1}^{\text{trial}} = K \varepsilon_{n+1}^{\text{trial}} ; \quad \sigma_{n+1}^{\text{trial}} = \sigma_{n}(R_{n+1})
$$

(ii) Check plastic admissibility:

IF $\Phi^{\text{trial}} = \frac{f_{n+1}^{\text{trial}}}{1 - \beta_{n+1}} - \frac{1}{3} \left[ 1 + q_3 f_{n+1}^{\text{trial}} \right] - 2. q_1 f_{n+1}^{\text{trial}} \cos \left( \frac{3 q_2 p_{n+1}}{2 \sigma_y} \right) \left( \sigma_{n+1}^{\text{trial}} \right)^2 \leq 0$

THEN set $(\cdot)_{n+1} = (\cdot)_{n+1}^{\text{trial}} \ (\text{elastic step})$ and go to (v)

ELSE go to (iii)

(iii) Return mapping (plastic step): Solve the system of equations below for $\Delta y, p_{n+1}, f_{n+1}, R_{n+1}$ and $D_{n+1}$, using Newton-Raphson method:

$$
\begin{bmatrix}
\frac{f_{n+1}^{\text{trial}}}{1 + (2G \Delta \varepsilon / (1 - D_{n+1}))} - \frac{1}{3} \left[ 1 + q_3 f_{n+1}^{\text{trial}} \right] - 2. q_1 f_{n+1}^{\text{trial}} \cos \left( \frac{3 q_2 p_{n+1}}{2 \sigma_y} \right) \left( \sigma_{n+1}^{\text{trial}} \right)^2 \leq 0

p_{n+1} - p_{n+1}^{\text{trial}} + \Delta y, K, \gamma, q_1 q_2 f_{n+1}^{\text{trial}} \sinh \left( \frac{3 q_2 p_{n+1}}{2 \sigma_y} \right)

f_{n+1} - f_{n+1}^{\text{trial}} - \Delta f^z - \Delta f^\sigma

R_{n+1} - R_{n+1}^{\text{trial}} - \Delta R

D_{n+1} - D_{n+1}^{\text{trial}} - \Delta D - q_8 \Delta \delta_{\text{shear}}
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
$$

where,

$$
\Delta f^z = (1 - g_{0n+1}) \frac{f_n}{S_n^{\gamma / 2}} \exp \left[ -\frac{1}{2} \left( \frac{\varepsilon_{n+1}^p - \varepsilon_n^p}{S_n} \right)^2 \right] \Delta \varepsilon^F
$$

$$
\Delta f^\sigma = (1 - f_{n+1}) \Delta y, \gamma, q_1, q_2 f_{n+1}^{\text{trial}} \sinh \left( \frac{3 q_2 p_{n+1}}{2 \sigma_y} \right)
$$
4 CALIBRATION PROCEDURE

In order to determine the materials parameters for the proposed constitutive model, two calibration points are required. The first point is taken from a specimen at high level of stress triaxiality, where a smooth bar specimen can be used. In this step, the hardening law, $\sigma_y(R)$, for the undamaged model is determined as well as the set of parameters for nucleation of micro void mechanism $[f_{K}, S_N, \varepsilon_N]$. The second calibration point can be taken from a specimen in pure shear loading condition, where the accelerator parameter, $q_s$, is determined as well as the set of parameters for the nucleation of micro defects mechanism $[D_N, S_N', \varepsilon_N']$. Here, a butterfly specimen can be used under pure shear loading condition.

4.1 Geometry and mesh definition

Regarding the material properties for the first calibration point, a classical smooth bar specimen is used and the following dimensions were employed (see Figure 2a). In order to trigger necking, a dimensional reduction of 5% in the central diameter of the specimen is used. For a steel 1045, a gauge section 20.6 mm is used. The standard eight-nodded axisymmetric quadrilateral element, with four Gauss integration points, is adopted. The initial mesh discretisation is illustrated in Figure 2b, where only one symmetric quarter of the problem, with the appropriate symmetric boundary conditions imposed to the relevant edges, is modeled. A total number of 1800 elements have been used in the discretisation of both the smooth specimens, amounting to a total of 5581 nodes.
4. CALIBRATION PROCEDURE

In order to determine the materials parameters for the proposed constitutive model, two calibration points are required. The first point is taken from a specimen at high level of stress triaxiality, where a smooth bar specimen can be used. In this step, the hardening law, , for the undamaged model is determined as well as the set of parameters for nucleation of micro void mechanism. The second calibration point can be taken from a specimen in pure shear loading condition, where the accelerator parameter, , is determined as well as the set of parameters for the nucleation of micro defects mechanism. Here, a butterfly specimen can be used under pure shear loading condition.

4.1 Geometry and mesh definition

Regarding the material properties for the first calibration point, a classical smooth bar specimen is used and the following dimensions were employed (see Figure 2a). In order to trigger necking, a dimensional reduction of 5% in the central diameter of the specimen is used. For a steel 1045, a gauge section 20.6 mm is used. The standard eight-noded axisymmetric quadrilateral element, with four Gauss integration points, is adopted. The initial mesh discretisation is illustrated in Figure 2b, where only one symmetric quarter of the problem, with the appropriate symmetric boundary conditions imposed to the relevant edges, is modeled. A total number of 1800 elements have been used in the discretisation of both the smooth specimens, amounting to a total of 5581 nodes.

For the second calibration point and the numerical tests that will be presented, a butterfly specimen is used. The specimen was initially designed by Bai [2] and the geometry and general dimensions can be verified by Figure 3. In this case, a three dimensional finite element mesh of 3392 twenty-noded elements, with nine Gauss integration points, is used amounting to 17465 nodes.

4.2 Material parameters

In the present section, the stress-strain curve, the parameters required for modeling micro void nucleation mechanism from the GTN model are calibrated by tensile tests in cylindrical smooth bars. Through experimental data (see Bai [2]), the reaction versus displacement curve is determined as well as the stress-strain curve for an elasto-plastic model of von Mises type. The inverse method is adopted in order to calibrate the material parameters for coupled damage model by forcing the numerical solution to be, as close as possible to the experimental results. Figure 4a shows reaction curve for the model determined after the application of inverse method. A good agreement between the experimental and numerical results can be observed. Furthermore, the critical volume void fraction is also determined in the point where the model attains the displacement to fracture, experimentally observed (see Figure 4b). The critical values obtained is \( f_v = 0.076 \), for aluminum a steel 1045.
Figure 4. (a) Reaction versus displacement curve for GTN model and experimental results for steel 1045. (b) Critical volume void fraction parameter calibrated for the material.

The results of the calibration procedure, in terms of stress-strain curve, can also be observed in Figure 5, where for uncoupled and coupled damage models, were determined.

Figure 5. Stress-strain curve determined for an uncoupled and coupled models.

Regarding the second calibration point, the parameters related with the micro defects nucleation mechanism are determined as well as the critical value for the shear damage. The butterfly specimen is here used under pure shear loading condition and the displacement at fracture was suggested by Bai [2]. An inverse method is also adopted, regarding the calibration of the parameters by forcing the numerical results to be as close as possible to the experimental data. Table 2 contents the best materials parameters suggested after some inverse numerical tests. The parameters will be used during all numerical simulations.

Table 1: Materials parameters for steel 1045.

<table>
<thead>
<tr>
<th></th>
<th>( f_N )</th>
<th>( S_N )</th>
<th>( \varepsilon_N )</th>
<th>( q_1 )</th>
<th>( q_2 )</th>
<th>( q_3 )</th>
<th>( f_c )</th>
<th>( E ) (MPa)</th>
<th>( v )</th>
</tr>
</thead>
<tbody>
<tr>
<td>High stress triaxiality</td>
<td>0.05</td>
<td>0.2</td>
<td>0.1</td>
<td>1.5</td>
<td>2.25</td>
<td>0.076</td>
<td>220.000</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Low stress triaxiality</td>
<td>0.10</td>
<td>0.15</td>
<td>0.10</td>
<td>1.00</td>
<td>0.10</td>
<td>0.16</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5 NUMERICAL RESULTS

Regarding a consistent analysis for the new constitutive formulation at low level of stress triaxiality, some numerical tests are performed using the butterfly specimen and the implicit algorithm developed in above sections. Three different loading conditions are taken as: pure shear (0°), shear/tensile (10°) and shear/compression (-5°), taken hand the materials properties for a steel 1045. The performance of some internal variable and the ability to predict the correct fracture location are evaluated. At the end, the numerical results determined by the new formulation can be compared with the results obtained by other shear mechanisms as Xue [28] and Nahshon & Hutchinson [17].

Table 2: Numerical results for butterfly specimen, regarding different loading conditions.

<table>
<thead>
<tr>
<th>Angle</th>
<th>Experimental data</th>
<th>Numerical results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( u_f )</td>
<td>( \varepsilon^p )</td>
</tr>
<tr>
<td>0°</td>
<td>1.03</td>
<td>0.50</td>
</tr>
<tr>
<td>10°</td>
<td>0.42</td>
<td>0.36</td>
</tr>
<tr>
<td>-5°</td>
<td>1.71</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Figure 6 represents a comparative illustration for the ability to predict the fracture location in combined shear/tensile (10°) loading condition using 1045 steel, regarding different shear mechanisms. Figure 6a illustrate the contour of damage parameter for Nahshon & Hutchinson shear mechanism, Figure 6b for Xue shear mechanism and Figure 6c for the new proposition. We can observer that only the new proposition predicts fracture onset in agreement with experimental evidence. The prediction by Xue is in complete disagreement with experimental evidence and by Nahshon & Hutchison, the contour is somewhat spread around the critical section, which may suggest a certain vagueness to the model.

\[ u_f = 0.59 \text{ mm} \]

\[ u_f = 0.37 \text{ mm} \]

\[ u_f = 0.44 \text{ mm} \]

Figure 6. Damage parameter contour, (a) Nahshon & Hutchinson shear mechanism, (b) Xue shear mechanism and (c) new proposition. Section CC in the critical zone.
6 CONCLUSIONS

In this contribution, it was proposed a new formulation for improve the original GTN model, regarding the ability to predict ductile fracture in low level of stress triaxialities. The new formulation has two damage parameters, first one affecting only the hydrostatic stress part and another affecting the deviatoric part.

Numerical tests were provided, based on implicit integration algorithm, in order to evaluate the formulation in prediction the crack formation. A butterfly specimen was required, besides to a steel 1045. The model behaves well, whether in the determination of the correct level of equivalent plastic strain and displacement at fracture, or in prediction of the location to crack formation.

The proposition of create two damage parameters affecting separated stress contribution brings a balance in the evolution of internal variables so the more precise values at time of crack formation. Furthermore, the creation of a new micro-defects nucleation mechanism allowed a better calibration model and thus a good performance within wide range of stress triaxialities.
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Abstract. A structure for a composite of fibre-metal laminate (FML) has been proposed, which is composed of reinforcing fibre bundles, thermoplastic resin as the matrix and metal plates. The reinforcing fibre bundles are discontinuous, and are intentionally overlapped in the longitudinal direction. The resin including fibre bundles was sandwiched between the metal plates. The application concept for the industry is composed of three stages. At the 1st stage, FML is fabricated by lamination of reinforcing fibre bundles, thermoplastic resin and metal plates. At the 2nd stage, FML is formed into the final shape of the product by secondary forming processes, such as stretching or bending under a heated condition which melts the thermo resin. At the 3rd stage, the formed product is expected to have high strength. In the present paper, the effect of heating temperature on the deformation of FML at the 2nd stage was clarified. Firstly, the numerical examination was shown on the effect of overlap length on the fracture mode and the reinforcing mechanism in the proposed FML. Based on the result, the minimum bare length for the overlapped part for the discontinuous fibre bundles was determined so that the tensile strength might be as high as that with FMLs with continuous fibre bundles at the 3rd stage. Finally actual FML was experimentally fabricated, and subjected to all though the 1st to 3rd stages to verify the efficiency of the FML. In particular, the effect of heating temperature was focused upon to realize the forming process at the 2nd stage.

1 INTRODUCTION

It would be meaningful to develop materials, including composites, which have both high formability in plastic deformation and high strength after forming. It would be important particularly when the material is employed as structural components for vehicles or
architecture. The material should have higher formability and lower flow resistance during forming. On the other hand, the material should have high strength once it is formed into its final shape and used as structural components.

Many research trials have been conducted to develop such kinds of materials which have contradictory properties: high formability and high strength. Ultra-fine-grained metal is one of the most popular materials recently. Several new technologies have been proposed and have successfully formed ultra-fine-grained metals [1]. However, formability and tensile strength still have a contradictory tendency, and that is to say that fine-grained metals with higher strength tend to have lower elongation. Bake hardening is an effective method to satisfy the contradictory requirements [2]. Before bake hardening, the metal plate is relatively soft and easily deformed by cold working processes. After the metal plate is formed into its final shape, bake hardening is conducted to strengthen the metal.

Composites are very efficient materials which realise high strength while suppressing total weight [3]. The efficiency has been evaluated in terms of both mechanical properties and formability in the forming processes [4, 5]. However, it is generally difficult to subject the formed composite to secondary forming processes which require plastic deformation.

Discontinuous reinforcing fibres are inevitably used for composites to secure secondary deformation. Some composites with short fibres are proposed using an aluminium matrix, and their manufacturing methods are presented [6, 7]. However, short fibres would lead to lower strength than long fibres. "Stampable sheets" which are composed of a net of fibres and a thermoplastic matrix, have been proposed with emphasis on the formability at secondary deformation [8, 9]. "Stampable sheets" would enhance the flexibility in forming under the condition that the deformation is bending and the length is kept constant during the deformation. However, "stampable sheets" would not be applicable for forming processes where the composites are elongated because the fibres are woven into the shape of a net.

Fibre–metal laminates (FMLs) have been developed as hybrid structures, which have the durability of metals with the impressive fatigue and fracture properties of fibre-reinforced composite materials. The mechanical properties of FMLs have been investigated [10, 11]. There are also some research studies focusing upon the blast response of FMLs [12, 13]. Even though the fatigue and fracture properties of FMLs are excellent, the formability of FMLs is not secured.

In the present research, a structure of FML has been proposed for the purpose of maintaining substantial elongation at the secondary forming process as well as providing high strength [14]. The structure is composed of reinforcing fibre bundles, thermoplastic resin as the matrix and metal plates. The reinforcing fibre bundles are discontinuous, and are intentionally overlapped in the longitudinal direction. The resin including fibre bundles was sandwiched between the metal plates. Finite element analyses were carried out for the examination of the structure in terms of stress distribution and composite strength. Based on the analytical results, experiments were carried out to verify the formability in secondary forming under a heated condition as well as the strength after being cooled to room temperature. In particular, the effect of heating temperature was focused upon to realize the forming process at the 2nd stage.
2 INTRODUCTION OF A STRUCTURE FOR FIBRE–METAL LAMINATE (FML)

FML has been proposed by the authors, which is able to be greatly elongated at secondary forming and which provides a high level of strength in one direction after the secondary forming [14]. Figure 1 shows the application image of the FML and the verification procedure by laboratory experiment. At the 1st stage of the application, FML is formed by lamination of reinforcing fibre bundles, thermoplastic resin and metal plates. At the 2nd stage, FML is formed into the final shape of the product by secondary forming processes, such as stretching or bending under a heated condition which melts the thermo resin. At the 3rd stage, the formed product is expected to have high strength. In the laboratory experiments for verification, FML is firstly formed by lamination into the shape for a tension test. The FML is elongated under a heated condition. After being cooled, the FML is subjected to a tension test for the measurement of mechanical properties.

In the proposed structure, the reinforcing fibre bundles are discontinuous, and are intentionally overlapped in the longitudinal direction. When the overlap length is satisfactorily long, the FML would have enough strength at the 1st stage. If the FML is heated at an appropriately warm temperature to melt the thermoplastic resin, the FML would be elongated with reduction of overlap length at the 2nd stage. If the overlap length is still long, the FML would maintain strength at the 3rd stage.

<table>
<thead>
<tr>
<th></th>
<th>Concept for application</th>
<th>Verification by experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1st stage]</td>
<td>Lamination</td>
<td></td>
</tr>
<tr>
<td>Fibre bundle</td>
<td>Sheet metal</td>
<td>Matrix</td>
</tr>
<tr>
<td>[2nd stage]</td>
<td>Forming under heated</td>
<td></td>
</tr>
<tr>
<td>Heated Punch</td>
<td>Heater</td>
<td>Stretching</td>
</tr>
<tr>
<td>Warm stretching etc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3rd stage]</td>
<td>Product</td>
<td></td>
</tr>
<tr>
<td>Tensile test</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Concept and experimental procedure for FML

3 FINITE ELEMENT ANALYSIS OF FML

3.1 FEA model for FML

The unique point of the proposed FML is the existence of overlapped fibre bundles.
Thermoplastic resin around the overlapped fibre bundles is required to withstand certain stress for maintaining the high strength of FML. In order to clarify the role of the overlapped part, a series of analyses was carried out.

Two types of models were adopted for the analyses as shown in Fig. 2. The fibre-bundle diameter was fixed at 0.43 mm, which was the same as the actual one used in the experiment. The thickness of the matrix of thermoplastic resin was 0.56 mm, which was determined from the measured value of tentatively formed FML. In the analyses, FMLs are elongated in the parallel direction to the fibre bundles by applying displacement at one of the FML ends.

Fibre bundles and thermoplastic resin are sandwiched by two metal plates of 5 mm thickness in Case (1). While one of the fibre-bundles ends is connected to one end of the FML, the other end is embedded into the resin. As the metal plates are much thicker than the fibre-bundle diameter, the FML is supposed to deform almost homogeneously without being affected by the existence of the fibre bundle. Therefore, Case (1) would simulate the behaviour of fibre bundles and resin in homogeneous deformation, i.e. in idealistic deformation of the composite. Fibre bundles, supplied from two directions, are sandwiched by two metal plates of 0.49 mm thickness in Case (2).

Numerical models in finite element analysis (FEA) are shown in Fig. 3 taking Case (2) as an example. Elastic-plastic analysis was carried out using the commercial code ELFEN, which was developed by Rockfield Software Limited, Swansea. Implicit scheme was used. Metal plates and thermoplastic resin were treated as elasto-plastic material and fibre bundles were assumed to be elastic material. A von Mises' yield criterion was adopted for elasto-plastic materials, and the normality principle was applied to the flow rule. Constraints were dealt with by the penalty function method. The F-bar method was applied to the hexahedra element for overcoming volumetric locking with simple brick-type elements [15].
As the nodes between different materials belong to both materials, no slippage occurs, i.e. the materials are assumed to stick together completely. A half model was adopted in the thickness direction considering the symmetry. Only two fibres are modelled considering the periodicity in width direction. As the centre axis of fibre would be straight if a number of fibres exist periodically, surface ABB'A' is fixed in x direction as shown in Fig. 3. Although the other surface CDD'C' is not fixed in x direction, the movement of nodes on the surface are coupled so that the displacement of the surface CDD'C' should be the same. While surface A'B'C'D' is fixed in z direction, displacement is given to surface ABCD during tension test.

3.2 Stress distribution during numerical tensile test

A series of analyses was carried out for clarifying the reinforcing mechanism of the proposed FML by comparing stress distribution between different structures. The geometry of FML is shown in Table 1. If stress concentrates at some area, the tensile strength would decrease due to localized deformation. As stress concentration would occur at either the fibre bundle or boundaries between the fibre bundle and matrix, axial stress $\sigma_F$ along the axis of the fibre bundle and shear stress $\tau_M$ on the boundary were evaluated. The evaluation lines for $\sigma_F$ and $\tau_M$ are A-A" and E-E", respectively, in Fig. 3.

<table>
<thead>
<tr>
<th>Table 1: geometry of FML</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total length ($L$), mm</strong></td>
</tr>
<tr>
<td><strong>Fibre bundle</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Matrix</strong></td>
</tr>
<tr>
<td><strong>Plate</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Figure 4 shows the result for Case (1) which would simulate the behaviour of fibre bundles and matrix in homogeneous deformation. With increase of nominal strain $\varepsilon$ of the laminate, axial stress $\sigma_F$ of the fibre increases while the length $L_S$ of the area, where shear stress $\tau_M$ is equal to yield shear stress of matrix $\tau_{My}$, expands. At the same time, the length of part $L_A$, where axial stress $\sigma_F$ changes at a constant rate at the end of the fibre bundle, also expands. Once nominal strain $\varepsilon$ of FML reaches 0.0256, axial stress $\sigma_F$ reaches rupture level. This phenomenon of stress slope would be explained by the following equation (1).

$$d \left( \frac{\pi}{4} D_F^2 \sigma_F \right) = \pi D_F \tau_M dz$$

where, $D_F$ = Diameter of fibre bundle [mm].

The left-hand side is increase of tension given by axial stress $\sigma_F$ of the fibre bundle, while the right-hand side is the total force given by shear stress $\tau_M$ on the boundary. At the beginning of elongation of the laminate, shear stress $\tau_M$ reaches yield shear stress $\tau_{My}$ on the
boundary at the tip of the fibre bundle. With increase of elongation, the length $L_S$ of $\tau_{My}$ expands, and axial stress $\sigma_F$ has a slope following equation (1) at the end of the fibre bundle embedded in resin. Axial stress $\sigma_F$ reaches $\sigma_{FP}$ at the end of the slope and $\sigma_F$ is constant at $\sigma_{FP}$ at the plateau area, which is denoted by $P_1$ for $\varepsilon=0.012$ in Fig. 4. When nominal strain $\varepsilon$ is larger than 0.0256, $\sigma_{FP}$ reaches rupture level. When $\sigma_{FP}$ reaches rupture level $\sigma_{BF}$, the length of axial-stress slope $L_C$ is calculated following equation (2) derived from equation (1).

$$L_C = \frac{D_A \sigma_{w}}{4\tau_{My}}$$

(2)

In the remaining section, let $L_C$ be called critical length.

Figure 5(a) shows the result for Case (2) where fibre bundles, supplied from two directions, are sandwiched by two metal plates, and the overlap length $L_D$ is longer than critical length $L_C$. The shear-stress field is confined within the overlapped part $L_D$. Axial stress $\sigma_F$ of the fibre bundle has two plateaus, $P_1$ and $P_2$, and two slopes following equation (1). As the plates also play a role of supporting tensile load, the stress proportion is not simple and the axial stress at the overlapped part $P_2$ is larger than half of the axial stress at $P_1$. As a result, shear stress $\tau_M$ is larger around $z=40$ mm than around $z=20$ mm.

Figure 5(b) shows the result for Case (2) when the overlap length $L_D$ is shorter than critical length $L_C$. It is noteworthy that the shear-stress field expands beyond the overlapped part $L_D$. Even in the single-way-bundle part, axial stress continues to increase in the left-side direction in the area denoted by $\alpha$. It is thought that the supporting plates have a role to convey stress to the single-way-bundle part. The existence of surplus length $\alpha$ is the reason why FML can reduce the minimum bare overlap length $L_{DN}$ for maintaining tensile strength less than $L_C$ calculated by equation (2).

Based on the numerical study above, the role of the overlap part was clarified. Shear stress $\tau_M$ on the boundary changes corresponding to axial stress $\sigma_F$ of the fibre bundle which should
be 0 at the tip of the bundle and should be a certain constant value in single-way-bundle part \( P_1 \). Due to this stress distribution, the whole laminate can withstand the applied load, even if the fibre bundles are not continuous. The relationship between shear stress and axial stress should comply with equation (1). When the plate does not exist, the overlapped part \( L_D \) should be longer than critical length \( L_C \), which is calculated by equation (2) in order to maintain strength of the laminate as high as the value predicted by the law of mixture [16]. However, the supporting plate would reduce the needed length for the maintenance of strength by surplus length \( \alpha \) in Fig. 5(b). Surplus length \( \alpha \) would change depending on the mechanical properties and thickness of the plates.

Figure 5: Stress distribution for Case (2)
4 EXPERIMENTAL RESULTS

4.1 Effect of temperature in 2nd stage of deformation

According to equation (1), when yield shear stress $\tau_{My}$, which is the maximum value of $\tau_y$, is enough low, axial stress $\sigma_F$ would not be increased as the deformation will not conveyed between fibre bundles. This situation is easily realized by heating FML because the matrix is a thermoplastic resin, which melts completely over 100 degrees Celsius [17]. The effect of temperature on the formability of FML of case (2) is tested using device in Fig. 6. 4 rod heaters were used for heating FML. After the temperature at the surface of FML reached a saturated value, the temperature was recorded as heating temperature $T$. The experimental result is shown in Fig. 7 in the form of stress-strain diagram with overlap length $L_D$ of 30 mm. Overlap $L_D$ of 30 mm is much longer than critical value $L_C$ calculated equation (1) for room temperature.

![Figure 6: Schematic illustration of heating device and geometry of FML for tension test](image)

![Figure 7: Effect of temperature on Stress-strain diagram for Case (2) with overlap length of 30 mm at 2nd stage of heating temperature](image)

![Figure 8: Effect of heating temperature on fracture mode of FML at 2nd stage](image)
When the heating temperature $T$ is at room temperature, the thermoplastic resin conveyed shear stress completely, the fibre bundles are tightly elongated so that tensile strength reached over 100 MPa and suddenly dropped due to rupture at the fibre bundles. With increase of heating temperature $T$, tensile strength decreased and total elongation increases. When the heating temperature is over 80 degrees, as the thermoplastic soften satisfactory, FML elongated more than 0.2 at nominal strain.

Figure 8 shows effect of heating temperature on fracture mode of FML at the 2nd stage of deformation. When the heating temperature $T$ is lower than 60 degrees Celsius, the thermoplastic resin conveyed shear stress to fibre bundles, rupture occurred at the fibre bundles. On the other hand. The temperature $T$ is over 60 degrees Celsius, the thermoplastic resin could not convey shear stress to the fibre bundles, and the bundles were pulled out from the resin.

4.2 Effect of overlap length on strength at 3rd stage

In order to verify the function of the proposed FML, Case (2), experiments were carried out by a strategy as explained in Fig. 1, which is composed of three stages, i.e. (1st stage) lamination, (2nd stage) forming under a heated condition and (3rd stage) tension test at room temperature. The geometry of test piece was the same as that shown in Fig. 6. Overlap length $L_D$ was fixed at 20 mm.

At the 1st stage, FML was laminated at a temperature of 120°C, which melts the thermoplastic resin. At the 2nd stage, FML was elongated at a constant temperature of 120°C, after being re-heated by a heater which was mounted to the tension test machine as shown in Fig. 6. At the 3rd stage, FML was elongated again at room temperature and the stress-strain relationship was measured. Pre-elongation $\Delta L_p$ at the 2nd stage ranges from 0 to 18 mm against overlap length $L_D$ of 20 mm.

![Figure 9: Effect of pre-elongation on mechanical properties of FML at 3rd stage of room temperature](image-url)
According to the FEA result, which is not shown in the authors' previous paper [14], as the minimum bare length $L_{DN}$ of the overlapped length should be around 8 mm, pre-elongation $\Delta L_p$ could be up to 12 mm ($=20 - 8$) while maintaining tensile strength. Figure 9(a) shows the effect of pre-elongation at the 2nd stage for a stress-strain diagram at the 3rd stage. Regardless of pre-elongation, stress increases with increase of strain and abruptly drops at some strain value. Figure 9(b) shows the effect of pre-elongation $\Delta L_p$ on tensile strength $\sigma_{BL}$ of FML. With increase of pre-elongation $\Delta L_p$, tensile strength $\sigma_{BL}$ increases according to the law of mixture [16], up to $\Delta L_p = 13.6$ mm, which is almost equal to, but a little bit longer than predicted by FEA.

Judging from the result of the tension test and observation of rupture, the FML with proposed structure has a function of being able to be elongated up to 9.1 mm at the 2nd stage while maintaining sound tensile strength and bonding condition at the 3rd stage. This ability of elongation and formability is much higher than other FML structures.

5 CONCLUSIONS

- A structure for FML was introduced, which is composed of reinforcing fibre bundles, thermoplastic resin as the matrix and metal plates.
- The reinforcing fibre bundles are discontinuous, and are intentionally overlapped in the longitudinal direction. The resin including fibre bundles was sandwiched between the metal plates.
- FEA results show that when overlap length is appropriately long, the axial stress of the fibre bundle has a distribution with two slopes. This would provide tensile strength of FML as high as a composite of continuous fibre bundles which comply with the law of mixture.
- The rupture would occur at the single-way-bundle part.
- On the other hand, when overlap length is short, the shear strength reaches the yield value on the boundary through the whole overlapping area. Rupture would occur on the boundary.
- Experimental results showed when FML is heated at appropriate temperatures at the second stage of deformation, it would be elongated much longer than conventional composites.
- Experimental results also showed FML has as high tensile strength with sound bonding condition as expected even after pre-elongation up to 9.1 mm against the parallel part of 60 mm, which is much longer than other structures of FML.
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Abstract. Elastic and elastic-plastic responses were examined of cantilevers made from a cold rolled steel sheet and made from the same sheet plated with a thin hard layer. Tension test of these sheets showed a non-linear behaviour even in the area of small strain and conventional linear theory of cantilever had to be modified. By extending this theory to a sheet plated with a thin hard layer Young’s modulus of plated layer was estimated. The range of estimated Young’s modulus was similar to those in previous works but material non-linearity, especially on the compression side, must be measured more precisely.

1 INTRODUCTION

Metallic materials such as steels are deemed to be a linear elastic body at the beginning stage of its deformation and to deform plastically as soon as the stress reaches the intrinsic yield limit of the material [1]. However, precise observation showed that microscopic plastic deformation influences the macroscopic elastic response even after annealing and the elastic stress-strain curve becomes slightly non-linear [2]. Numerical investigation was carried out on this phenomenon by using homogenization method [3]. It is known for a metallic material that the Young’s modulus decreases after plastic deformation [4] and for inverse loading this phenomenon is known as the Bauschinger’s effect [5]. The response after plastic deformation is seemingly linear elastic but precise observation shows that the response is non-linear [6,7]. In the present work influence of this intrinsic non-linearity of material is evaluated on the response of bulk material with and without a thin hard coated layer taking an example on a bending experiment of a cantilever. Finally the Young’s modulus of a thin hard coated layer is estimated on an assumption that the response of base material is non-linear.
2 BASIC EXPERIMENT

2.1 Theory

It is assumed in tension test that specimen of uniform cross sectional area in the axial direction elongates uniformly under the tensile force $F$. When the loading is on the linear elastic stage Young’s modulus $E$ is the coefficient that links stress $\sigma$, which is the force $F$ divided by cross sectional area, and strain $\varepsilon$, which is the elongation per unit length in the axial direction. Schematic illustration is given in Figure 1. The stress-strain relationship is written by equation (1).

$$\sigma = E \cdot \varepsilon$$ (1)

If the specimen has a thin plated layer of a different material on the surface the force undertaken by two materials are $F_b$ and $F_p$ as it is illustrated in Figure 1. The distributions of stress for these two cases are illustrated in Figure 2. If the materials of plated layer and the base are the same the distribution of stress is uniform in the cross section but if the Young’s modulus of the hard layer is higher the stress is higher in the hard layer than in the base.

![Figure 1](image1.png)

**Figure 1:** Schematic illustration of responses of specimens with and without thin hard plated layer

![Figure 2](image2.png)

**Figure 2:** Schematic comparison of distribution of stress in specimens with and without thin plated layer
The average Young’s modulus $E_a$ of the whole material with a plated layer can be calculated by equation (2)

$$E_a = \frac{E_b + E_p \left( \frac{t_p}{t_b} \right)}{1 + \left( \frac{t_p}{t_b} \right)}$$  

(2)

where $E_b$, $E_p$, $t_b$, $t_p$ are the Young’s module and the thicknesses of the base and the hard plated layer respectively. It is easy to understand that $E_a$ is nearly equal to $E_b$ if $t_p$ is much smaller than $t_b$, and the value $E_a$ obtained by tension test may give a considerably precise value of $E_b$ regardless of the Young’s modulus $E_p$ of the hard plated layer.

2.2 Tension test

Tension tests were carried out on small specimens with and without a thin hard plated layer in a manner shown in Figure 3. A couple of strain gauges of which gauge length was 0.3mm were placed at the centre of specimen. The major concern was the elastic response or a nearly elastic response and the tension test was stopped when the stress was estimated to reach the yield limit. The thickness of base sheet was a cold-rolled steel sheet with 0.8mm in thickness and the thickness of plated CrN layer was 2 $\mu$m, and the value of $t_p / t_b$ is 0.0025, which is small enough to grant that $E_a$ is nearly equal to $E_b$ in equation (2). The results of base sheet and plated sheet are shown in Figure 4.

![Figure 3: Specimen geometry and view of tension test](image)

![Figure 4: Stress-strain curves of specimens with and without thin hard plated layer](image)
The stress-strain curve of the base sheet in Figure 4 can be deemed linear but detailed observation shows that it is non-linear. Piecewise measurement of the tangent of this curve showed that the tangent gradually decreases according to the increase in strain. The result is indicated in Table 1. After annealing treatment the Young’s modulus of steel may lie usually between 200 and 210 MPa and the tangent for the lowest strain range in Table 1 may be an appropriate value. It is known that the Young’s modulus decreases according to the increase in plastic strain [4,5] and the tendency of the change in the tangent value in Table 1 suggests that similar phenomenon can be observed depending upon the range of strain adopted for calculating the Young’s modulus.

Table 1: Piecewise tangent values of stress-strain curve of base sheet

<table>
<thead>
<tr>
<th>Range of strain</th>
<th>0.0000-0.0002</th>
<th>0.0002-0.0004</th>
<th>0.0004-0.0006</th>
<th>0.0006-0.0008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tangent (MPa)</td>
<td>207</td>
<td>189</td>
<td>180</td>
<td>144</td>
</tr>
</tbody>
</table>

The response of the base sheet is not that of linear elastic material but it is non-linear when a wide range of strain is taken. It is only a phenomenological approach but it is curious to note that the stress-strain relationship is well expressed by equation (3)

\[ \sigma = a (\varepsilon)^2 + b \varepsilon \]  (3)

where \( \sigma \) and \( \varepsilon \) are stress and strain, and \( a \) and \( b \) are coefficients [7]. Examples of the values of \( a \) and \( b \) are shown by equations (4) and (5) for a case such that the range of strain is 0.0 and 0.0008. The maximum difference between the measured stress and the calculated stress by equation (3) was 1 MPa and the approximation may be fairly good.

\[ a = -4.48 \times 10^7 \]  (4)
\[ b = 2.16 \times 10^5 \]  (5)

The base sheet can be granted a non-linear elastic material, but it can be granted an elastic-plastic material as it was suggested by using the homogenization method [8]. The base sheet can be granted this kind of material, i.e. linear elastic material under the strain of 0.0002 and plastically deforms after that with an extremely high work-hardening ratio until the value of strain reaches 0.0012. Linear elastic approach may be useful when one simulates the behaviour of base sheet under loading, but elastic-plastic approach may be useful depending upon the problem that one simulates.

Compared to the stress-strain curve for base sheet the curve for a plated sheet seems to be straight in Figure 4. The piecewise tangent values of this curve is indicated in Table 2. The plated sheet shows harder response than the base sheet. It is assumed that the plating operation might have given heat to the base sheet and the heat affected the recovery of Young’s modulus [4]. It depends upon the accuracy required on the predicted result but it can be possible to grant the plated sheet a linear elastic body.

Table 2: Piecewise tangent values of stress-strain curve of plated sheet

<table>
<thead>
<tr>
<th>Range of strain</th>
<th>0.0000-0.0002</th>
<th>0.0002-0.0004</th>
<th>0.0004-0.0006</th>
<th>0.0006-0.0008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tangent (MPa)</td>
<td>209</td>
<td>199</td>
<td>199</td>
<td>196</td>
</tr>
</tbody>
</table>
3 THEORY OF BENDING

3.1 Linear elastic body

In the conventional theory of elastic bending of a cantilever strain is defined by equation (6) [9], where \( y, \eta \) and \( \rho \) are coordinate value in the thickness direction, the coordinate value of neutral plane and the radius of curvature of the neutral plane respectively. If the cantilever is a linear elastic body the axial stress \( \sigma \) is related to strain \( \varepsilon \) as given by equation (7) via the Young’s modulus \( E \).

\[
\varepsilon = \frac{(y - \eta)}{\rho} \quad (6)
\]

\[
\sigma = E \cdot \varepsilon \quad (7)
\]

By solving two equations (8) and (9) for the equilibriums of axial force and moment in a cross section the values of \( \eta \) and \( \rho \) are determined, where \( h, A \) and \( w \) are half thickness, cross sectional area and width of cantilever, and \( M \) is the moment by the external force exerting at the top of cantilever. The deflection of cantilever the can be calculated by using the values of \( E, \eta \) and \( \rho \).

\[
\int_{-h}^{h} \sigma \, dA = \int_{-h}^{h} \left( E \cdot \frac{(y - \eta)}{\rho} \right) w \, dy = 0 \quad (8)
\]

\[
\int_{-h}^{h} \sigma \cdot (y - \eta) \, dA = \int_{-h}^{h} \left( E \cdot \frac{(y - \eta)^2}{\rho} \right) w \, dy = M \quad (9)
\]

The moment is calculated by equation (10) where \( F, L \) and \( x \) are the external force exerting on the free end of cantilever, the length of cantilever and the axial position of cross section after taking the origin at the fixed end of cantilever respectively.

\[
M = F \cdot (L - x) \quad (10)
\]

For a plated sheet equations (8) and (9) are modified as shown in (11) and (12), where \( k, Eb \) and \( Ep \) are the y-coordinate value of the boundary of the base and the plated layer and the elastic module of the base and the plated layer. In a manner similar to that for a linear elastic material the deflection is calculated.

\[
\int_{-h}^{h} k \cdot \frac{(Eb \cdot (y - \eta))}{\rho} \cdot w \, dy + \int_{-h}^{h} k \cdot \frac{(Ep \cdot (y - \eta)^2)}{\rho} \cdot w \, dy = 0 \quad (11)
\]

\[
\int_{-h}^{h} k \cdot \frac{(Eb \cdot (y - \eta)^3)}{\rho} \cdot w \, dy + \int_{-h}^{h} k \cdot \frac{(Ep \cdot (y - \eta)^2)}{\rho} \cdot w \, dy = M \quad (12)
\]

When the Young’s modulus \( Ep \) of the plated layer is unknown and that of the base sheet \( Eb \) is known, it is possible to determine the value by carrying out a bending experiment to measure the deflection of cantilever.

3.2 Non-linear body

If the base material reveals a non-linear behaviour described by equation (3), the equilibrium equations of axial force and moment corresponding to equations (8) and (9) are given by equations (13) and (14). What is important here is that it is not specified whether the material is an elastic body or not. Similarly to the elastic material \( \eta \) and \( \rho \) are determined by solving these two equations, and the deflection of cantilever is calculated.

\[
\int_{-h}^{h} \left( a \cdot \frac{(y - \eta)^2}{\rho} + b \cdot \frac{(y - \eta)}{\rho} \right) w \, dy = 0 \quad (13)
\]

\[
\int_{-h}^{h} \left( a \cdot \frac{(y - \eta)^3}{\rho^2} + b \cdot \frac{(y - \eta)^2}{\rho} \right) w \, dy = M \quad (14)
\]
4 BENDING TEST

Bending tests of a cantilever was carried out by using the base sheet of which thickness was 0.8mm and the sheet with a plated layer of CrN of which thickness was 2 μm. The size of specimen was 5mm in width and 150mm in length. Two pieces of cantilever of the same dimensions were sectioned from the parent sheet to check the repeatability. End portion of 20mm in length was sandwiched in between heavy steel blocks and weight was loaded on the other end in an incremental manner. The view of experiment is shown in Figure 5.

![Figure 5: View of bending experiment of cantilever](image)

5 RESULTS

The deflection of cantilever is plotted against the weight in Figure 6. Good repeatability is observed between the two cantilevers and between the cases when the front side of the sheet was used upward and when the back side was used upward. If the basic equations (12) and (13) of linear elasticity are used and the Young’s modulus is 209 GPa in Table 2 the maximum deflection of the top end must be 6.2 mm which is much less than the measured value in Figure 6.

![Figure 6: Responses of parent sheet](image)
It is shown in the references [4, 5, 6] the Young’s modulus of a plastically deformed material on the reverse loading side is smaller. If smaller value of Young’s modulus is adopted on the compression side the discrepancy between the predicted and the measured deflections becomes smaller. The value of Young’s modulus on the compression side may be slightly below 160GPa, but it is recommended to measure it by experiment.

For the sheet with a thin hard layer of CrN bending experiment was carried out in the same manner. The measured Young’s modulus was 209 GPa as it was shown in Table 2 and the predicted deflection of the top end of cantilever never meets the measured deflection when the maximum weight of 37.3g was applied. If a value about 160 GPa is given to the Young’s modulus on the compression side of the base steel of the plated sheet the estimated Young’s modulus may lie within a range of 300 and 650 GPa. In order to determine the precise value of the Young’s modulus of thin layer of CrN it is necessary to carry out a compression test of plated sheet to know the Young’s modulus of the plated sheet.

6 DISCUSSIONS

If the material shows a non-linear behaviour use of equations (3), (4), (5), (13) and (14) may be recommended, but in the present work elastic-plastic FEA was carried out on the bending of a cantilever of base sheet assuming that the material behaves elastically when the strain is under 0.0002 and plastically deforms after that as it was indicated in Table 1. The results are shown in Figure 7. The software used for the analyses was ELFEN [10] developed at University of Wales. Basically the stress-strain curves on tension and compression sides are regarded as point symmetry and the Young’s modulus has the same values both on the tension and compression sides. The difference in the deflection at the top was 14% smaller for linear elastic body than elastic-plastic body, but the difference was still large. Measurement of compressive S-S curve is necessary.

![Figure 7: Comparison of axial stress levels in response of bending of base sheet](image-url)
7 CONCLUSIONS

The stress-strain curve of a cold-rolled steel sheet was measured by a tension test and the response of cantilever made of the sheet was predicted assuming the sheet as linear elastic and elastic-plastic bodies. Assumption of linear elastic body gave smaller deflection at the top of the cantilever than that of the experimental result. Even when the deflection is predicted on the assumption such that the sheet is an elastic-plastic body with extremely high work-hardening ratio the difference was still large. It was assumed that the key to the precision of prediction was the measurement of the Young’s modulus or the stress-strain curve on the compression side. When a smaller value of Young’s modulus is given on the compression side than the tension side the predicted value came closer to the measured value. By using this technique for predicting the deflection the Young’s modulus of a thin plated layer of CrN on the steel sheet was estimated to give a moderate value.
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ESTIMATION OF SPRINGBACK OF STAINLESS STEEL SHEET PART TAKING INFLUENCE OF ANISOTROPIC PROPERTY OF PLASTIC-DEFORMATION-DEPENDENT YOUNG'S MODULUS INTO ACCOUNT
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Abstract. A kinematic hardening model proposed by Yoshida and Uemori (Y-U model) was applied to the prediction of springback of stainless steel sheet part. From the experiments for the determination of the material constants, an anisotropic property of change in Young’s modulus was observed; namely, the anisotropy was different at 0°, 45° and 90° from the rolling direction. The Y-U model for the stainless steel sheet was used to a calculation of a forming process of a part to examine the accuracy of the prediction of the springback by comparing the calculated result with the actual part formed. In order to consider the anisotropic property of change in Young’s modulus, the calculated result to the actual part formed. In order to consider the anisotropic property of change in Young’s modulus, the calculations were performed using the different material constants at 0°, 45° and 90° from the rolling direction. With the material constants at 90° from the rolling direction, which was the direction of springback of the part, the prediction accuracy can be improved. Therefore, the consideration of the anisotropic property of the change in Young’s modulus was found to be effective for more accurate prediction of the springback of the stainless steel part.

1 INTRODUCTION

Stainless steel sheets have been commonly used for automobile exhaust parts due to the excellent feature of corrosion resistance, heat resistance and design. The sheet metal part has become complicated in geometry and forming process due to the current demand of the strength and the lightness as an automobile part. Therefore, finite element analysis has widely used effectively nowadays for designing a sheet metal forming process. However, the precise prediction of springback has still been open problem. Many researches have been reported on the improvement of the accuracy. It is well known nowadays that the plastic constitutive
model developed by Yoshida and Uemori (Y-U model) can furnish more accurate prediction of springback in the case of sheet metal forming of high-strength steel than conventional isotropic or kinematic hardening models in FE analysis [1-4].

In the present paper, the Y-U model was applied to the part by stainless steel sheet for more precise prediction of the springback. First, the experiments of the materials were performed to determine the material constants used in the Y-U model. From the experiments, the anisotropic behavior of plastic-deformation-dependent Young’s modulus in which the apparent Young’s modulus decreases after preloading was confirmed in stainless steel sheet. Therefore, a method of calculation considering of the anisotropic property of the change in Young’s modulus in Y-U model was examined by comparing the calculated results of springback with actual sheet metal part.

2 EXPERIMENTAL METHOD FOR TENSILE-COMPRESSION BEHAVIOR OF SHEET METAL

Several experiments have been reported for the tensile-compressive behavior of sheet metal without buckling under compressive loading [1, 5]. In the present paper, an electro-hydraulic controlled fatigue testing machine SHIMADZU Servopulsar EHF-EV 100KN/TV 1KN/m-A20 was used for tensile-compressive tests of the materials. Figure 1 shows the geometry of specimen used for tensile-compressive tests. Figure 2 show Schematics of setup for tensile-compressive tests of stainless steel sheet. The specimen was clamped between clamp A, B and clamp C, D in order to prevent buckling. The extensometer SHI-MADZU SG10-100 was used with a jig shown in Figure 2 to measure the elongation of the specimen from the thickness direction without touching the clamps. The material used was SUS304 and SUS430. The angles of loading direction of the specimen were at 0°, 45° and 90° from the rolling direction (RD).

![Figure 1: Geometry of specimen (unit: mm)](image)

![Figure 2: Schematics of setups of experiment for tensile-compressive tests of stainless steel sheet.](image)

Figures 3 and 4 show experimental results of tensile tests of SUS304 and SUS430. Figure 5 shows a result of tensile-compressive loading test of SUS304, in which strain was subjected to 2.5%→-2.5%→5%→-5%. Figure 6 shows a result of loading-unloading tests of SUS304 for the evaluation of plastic-deformation-dependent Young’s modulus.
3 ANISOTROPIC PROPERTY OF PLASTIC-DEFORMATION-DEPENDENT YOUNG’S MODULUS

Anisotropic property of plastic-deformation-dependent Young’s modulus is a phenomenon in which apparent Young’s modulus after plastic deformation decreases with the increase of equivalent plastic strain.

Figures 7 and 8 show the change in Young’s modulus $E_{av}$ as a function of equivalent plastic strain of SUS304 and SUS430. Moreover, for the sake of comparison, the change in $E_{av}$ of high tensile strength steel sheet JSC980YN is shown in Figure 9. The stress range of stress used for the calculation of $E_{av}$ was $0 \leq \sigma \leq 0.95\sigma_0$, where $\sigma_0$ is the stress from which the unloading began.

In case of JSC980YN, it seems that plastic-deformation-dependent Young’s modulus is almost isotropic. In case of SUS304 and SUS430, however, the anisotropic behaviors in change in the $E_{av}$ were observed obviously. For SUS430, the dependence tendency at 45° is the same as the tendency at 90°, only the tendency at 0° is different from the others. On the other hand, for SUS304, the different tendency was observed in the range of $0 \leq \epsilon^p \leq 0.04$ in each specimen. As the strain become larger, only the tendency of at 45° is different from at 0° and 90°.

In the Y-U model, the $E_{av}$ can be given in the following expression using initial Young’s
modulus $E_0$ and its asymptotic value $E_a$:

$$E_{av} = E_0 - (E_0 - E_a) \left[1 - \exp\left(-\xi \bar{e}^p\right)\right]$$  \hspace{1cm} (1)

where, $\xi$ is a material constant. Material constants for equation (1) at 0°, 45° and 90° from the RD were obtained as shown in Table 1.

**Table 1:** Material constants for change in Young’s modulus

<table>
<thead>
<tr>
<th>Material</th>
<th>Loading direction</th>
<th>$E_0$ (GPa)</th>
<th>$E_a$ (GPa)</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUS304</td>
<td>0°</td>
<td>203</td>
<td>154</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>45°</td>
<td>200</td>
<td>143</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>90°</td>
<td>206</td>
<td>148</td>
<td>20</td>
</tr>
<tr>
<td>SUS430</td>
<td>0°</td>
<td>208</td>
<td>175</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>45°</td>
<td>209</td>
<td>183</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>90°</td>
<td>212</td>
<td>183</td>
<td>18</td>
</tr>
</tbody>
</table>

**Figure 7:** Change in plastic-deformation-dependent Young’s modulus of SUS304

**Figure 8:** Change in plastic-deformation-dependent Young’s modulus of SUS430.

**Figure 9:** Change in plastic-deformation-dependent Young’s modulus of JSC980YN.

**4 MATERIAL CONSTANTS OF HARDENING MODEL OF Y-U MODEL**

In the present study, the calculation was performed using the Y-U model that can represent the work hardening stagnation, plastic-deformation-dependent cyclic hardening and plastic-deformation-dependent Young’s modulus. In Y-U model, the yield surface $f$ and the bounding surface $F$ are expressed by the following equation:

$$f = \phi(\sigma, \alpha) - Y = 0$$ \hspace{1cm} (2)

$$F = \phi(\alpha, \beta) - (B + R) = 0$$ \hspace{1cm} (3)

where $\phi$ is the function expressing equivalent stress, $Y$ is the radius of $f$, $\alpha$ is the center of $f$, $\beta$ is the center of $F$, $B$ is the initial radius of $F$, and $R$ is the amount of isotropic hardening of $F$. 

---

For the type of $f$, the anisotropic yield function by Hill in 1948 (Hill ‘48-type) was assumed.

The backstress $\alpha^*$ expressing the relative kinematic motion of the center of $f$ against the center of $F$ is given by

$$\alpha^* = \alpha - \beta \quad (4)$$

The evolution equation of $\alpha^*$, $\beta$ and $R$ is given by

$$d\alpha^* = C \left[ \left( \frac{a}{Y} \right) (\sigma - \alpha) - \alpha^* \right] d\varepsilon^p \quad (5)$$

$$\alpha^* = \sqrt{3/2} \alpha^*: \alpha^* \quad (6)$$

$$a = B + R - Y = (B - Y) + R = X_{sat} + R \quad (7)$$

$$d\beta = m \left[ \left( \frac{b}{Y} \right) (\sigma - \alpha) - \beta \right] d\varepsilon^p \quad (8)$$

$$dR = m (R_{sat} - R) d\varepsilon^p \quad (9)$$

where $d\varepsilon^p$ is the equivalent plastic strain increment, $C$, $b$, $R_{sat}$ and $m$ are material constants. $C$ has two values $C_1$ and $C_2$. The $C_1$ is used only the visitnity of the initial yielding, then it switches to $C = C_2$ in the subsequent deformation [2]. The material constants are determined so that calculation can express the experimental results of tensile-compressive test as shown in Table 2.

The Lankford value for SUS304 and SUS430 was also obtained as shown in Table 3 in order to represent the anisotropic property of the materials.

### Table 2: Material constants of hardening model of Y-U model

<table>
<thead>
<tr>
<th>Material</th>
<th>$Y$ (MPa)</th>
<th>$X_{sat}$ (MPa)</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$b$ (MPa)</th>
<th>$R_{sat}$ (MPa)</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUS304</td>
<td>284</td>
<td>26</td>
<td>260</td>
<td>135</td>
<td>150</td>
<td>540</td>
<td>4</td>
</tr>
<tr>
<td>SUS430</td>
<td>300</td>
<td>50</td>
<td>260</td>
<td>280</td>
<td>60</td>
<td>230</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 3: Lankford values

<table>
<thead>
<tr>
<th>Material</th>
<th>$0^\circ$</th>
<th>$45^\circ$</th>
<th>$90^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUS304</td>
<td>0.989</td>
<td>1.089</td>
<td>0.932</td>
</tr>
<tr>
<td>SUS430</td>
<td>1.202</td>
<td>0.951</td>
<td>1.632</td>
</tr>
</tbody>
</table>

---

**Figure 10.** Comparison between experiment and analysis of SUS304 under tensile-compressive loading.

**Figure 11.** Comparison between experiment and analysis of SUS430 under tensile-compressive loading.
Figures 10 and 11 show the comparison between experimental and calculated results of tensile-compressive loading using Y-U model with the material constants in Tables 2 and 3 of SUS304 and SUS430. The calculated results show good agreement with the experiments in both SUS304 and SUS430.

5 COMPARISON OF SPRINGBACK OF ACTUAL SHEET METAL PART WITH CALCULATION

Forming-springback analyses were performed by the part a using a finite element software ESI PAM-STAMP2G with the shell element. Forming process analysis was performed by stamping a blank sheet with a punch and a die by moving the die to the punch. The thickness of sheet metal is 1.5mm, Blank holder force (BHF) is 100kN, and Coulomb friction coefficient \( \mu \) was set as 0.08.

Although the anisotropic characteristics on the change in Young’s modulus was observed in stainless steel sheet from the experiments, equation (1) cannot express such anisotropy in single calculation. Therefore, in the present paper, three calculations were performed using material constants on the change in Young’s modulus at 0°, 45° and 90°as shown in Table 1. The direction that springback of the part occur was at almost 90° from the RD, as the longitudinal direction of the part was along to RD. In the present case, therefore, the accuracy can be expected to be highest at the calculation by the material constants at 90°.

Prediction accuracy evaluation was performed by comparing the radius of curvature \( \rho_A \) and \( \rho_B \) of the calculated and the actual part formed at each section along the longitudinal direction in every 5 mm as shown in Figure 12. The 3-dimensional digital laser measurement system Konica-Minolta VIVID-9i was used for the measurement of the geometry of the actually formed part.

![Figure 12. Shape of Part and Radius of curvature measured.](image)

Figures 13 to 16 show the comparison of the values between calculated and actual part in SUS304 and SUS430. The calculated result using the material constants of 90 from RD show the higher accuracy than the others. In the present case, the direction in which the springback occur is almost 90° from RD as expected. For SUS430 in Figures 15 and 16, the large difference can be observed. This is because the difference of the Young’s modulus at 0 and 90° was significant as shown in Figure 8. From the results, the consideration of the anisotropic property of the change in Young’s modulus was found out effective for more accurate prediction of the springback of the stainless steel sheet.
6 CONCLUSIONS
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The Y-U model was applied to stainless steel sheet SUS304 and SUS430 for more precise prediction of springback. From the tensile-compressive loading test for determination of the material constants of the Y-U model, the anisotropic property of plastic-deformation-dependent Young’s modulus and the tendency was shown. Moreover, influence of consideration of the anisotropic property of the change in Young’s modulus was investigated by comparing calculated result with the actual part formed. The following results were obtained:

1. The anisotropic characteristics on Plastic-deformation-dependent Young’s modulus were shown in SUS304 and SUS430. In SUS430, the dependence tendency at 45° is the same as the tendency at 90°, only the tendency at 0° is different. In SUS304 each tendency shows different tendency.

2. The consideration of the anisotropic property of the change in Young’s modulus in the Y-U model was found out to be effective for more accurate prediction of the springback of the stainless steel sheet.

![Figure 13: Difference of radius of curvature between experiment and analysis (SUS304, ρₐ)](image1)

![Figure 14: Difference of radius of curvature between experiment and analysis (SUS304, ρₐ)](image2)

![Figure 15: Difference of radius of curvature between experiment and analysis (SUS430, ρₐ)](image3)

![Figure 16: Difference of radius of curvature between experiment and analysis (SUS430, ρₐ)](image4)
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Abstract. Elastic-plastic FEA was carried out on the rolling process of twin skew rolling for a blooming mill to evaluate the influences of roll diameter, skew angle, and coefficient of friction on the suppression effect of porosities in the vicinity of centre axis of the material. Rolling by using a proto-type mill and modelling clay was then carried out to verify the validity of numerical analysis. Both results showed that the larger the roll diameter, and also the larger the skew angle, the higher the suppression effect of porosities.

1 INTRODUCTION

Technology development for suppressing the porosities in blooming mill has a long history and many trials have been tried out mainly on the groove geometry of a pair of rolls [1], but there has been something more to do for the complete suppression. Recently a trial was proposed from a different point of view in which adoption of a pair of cone-type rolls showed a considerable effect in suppressing the porosities [2,3]. It is concluded in this proposal that use of a pair of cone rolls has a high advantage and the higher the skew angle the larger the effect. However, one important viewpoint has been missing from this result. According to the increase in the skew angle the working roll diameter increases and direct comparison of the results must be carefully done. In the present work rolling by a pair of simple cylindrical rolls was carried out both numerically and experimentally and influence of skew angle was evaluated on two sets of rolls; a pair of cylindrical rolls and a pair of skew rolls of which working diameter at the roll centre is the same as that of the cylindrical roll. In the experiment modelling clay was used for a parent billet and the parent billets were rolled through a proto-type rolling stand manufactured for this experiment.
2 MILL CONCEPT

The features of twin skew rolling method are illustrated in Figure 1. The major component of the mill is a pair of conical rolls of which half cone angle is $\theta$ and the difference in roll peripheral speed in the roll axis allows the three dimensional distribution of shearing force exerting on the billet surface and makes it possible to ease the generation of plastic deformation. This mechanism enhances the infiltration of compressive deformation to the billet centre that leads to the suppression of porosities [2,3]. Three features other than the roll geometry with half skew angle $\theta$ are that the roll axes are parallel each other, the angular velocities of two rolls are the same, and two rolls have the same geometry.

![Figure 1: Schematic illustrations of roll configuration for twin skew rolling method](image)

In the previous work attention was focused on the effect of cone angle on the infiltration of deformation to the billet centre and a wide range of rolls with different cone angles were used to investigate the effect in the laboratory. However, roll diameter changes in the roll axis when cone angle is given and the larger the cone angle, the larger the working diameter of roll is. In a strict sense, therefore, influence of roll diameter and that of cone angle must be evaluated separately.

In the present work four pairs of rolls with a simple cylindrical geometry (flat roll) were manufactured corresponding to the skew rolls with different skew angles. The roll diameter of each cylindrical roll was the same as that of a skew roll measured at the centre in the axial direction.

![Figure 2: Schematic illustration of flat roll and conical roll](image)
3 NUMERICAL ANALYSES

Elastic-plastic FEA was carried out on the hot rolling by the twin skew rolling. The software used for the analyses was ELFEN [4] developed at University of Swansea, U.K.. A pair of rolls was assumed rigid and the parent billet was regarded an elastic-plastic material. Figure 3 shows a schematic illustration of rolling. The billet centre coincides with the roll centre in the axial direction. At the initial stage of analysis the tail end of billet was pushed by a rigid plane to urge the bite and as soon as the rolling starts the constraint by rigid plane was released. The material was hot medium carbon steel and the flow stress was calculated by the Misaka’s equation [5] that is given by equation (1) that is often used in the analyses of hot steel rolling, where $C$, $T$, $\varepsilon$, $\dot{\varepsilon}$ are carbon content, temperature, strain and strain rate.

$$
\sigma = 9.8 \cdot \exp \left[ \frac{0.126 - 1.75C + 0.594C^2 + \frac{2851 + 2968C - 1120C^2}{T}}{} \right] \cdot \varepsilon^{0.21} \cdot \dot{\varepsilon}^{0.13}
$$

Coulomb friction rule was assumed on the contact surface and 0.3 and 0.4 were the values of the coefficient of friction. The skew angle was 15 degrees that was found optimum in the previous work [2,3]. The list of condition of numerical rolling is shown in Table 1.

Table 1: Conditions of numerical analyses

| Material | S45C |
| Rolling temperature, $T$ | 1273K |
| Friction coefficient, $\mu$ | 0.3, 0.4 |
| Mesh division | 16×16×64 |
| Specimen size | 35mm×35mm×70mm |
| Draft | 10% |
| Skew angle, $\theta$ | 0°, 15° |
| Centre diameter of roll | φ70mm, φ140mm |
| Strain late, $\dot{\varepsilon}$ | 30s⁻¹ |
4 RESULTS OF NUMERICAL ANALYSES

4.1 Influence of roll diameter

Distributions of equivalent plastic strain in a cross section where the state of rolling is steady are compared in Figure 4. When a pair of skew roll is adopted clear shear deformation is observed but the intensity of equivalent plastic strain increases in the vicinity of centre axis. Axial distributions of equivalent plastic strain are compared in Figure 5. It is clearly observed that infiltration of compressive deformation is higher for the rolling by twin skew rolling.

![Figure 4: Distribution of equivalent plastic strain in cross-section after rolling](image)

![Figure 5: Distribution of effective plastic strain on centre axis of billet](image)
4.2 Influence of friction

Influences of friction on deformation in a cross section and on the rolling axis are illustrated in Figure 6 and Figure 7 respectively. The tendencies of both rolling methods are very close and equivalent plastic strain increases according to the increase in friction, but the intensity of this tendency is higher for twin skew rolling. Distribution of roll peripheral speed due to the existence of skew angle realizes stronger three dimensional deformation that leads to higher infiltration of compressive deformation near to the billet axis.

![Figure 6: Comparison of influence of friction on distribution of equivalent plastic strain](image)

![Figure 7: Distributions of equivalent plastic strain on rolling axis in steady state rolling](image)
5 EXPERIMENT

5.1 Evaluating influence of roll diameter

A proto-type mill used for laboratory experiment is shown in Figure 8, and a set of four skew rolls and corresponding flat rolls are shown in Figure 9. The roll diameters of flat rolls were equal to the roll diameters of corresponding skew rolls at the centre in the axial direction. In Figure 10 an example of parent billet is shown that has a square cross section with a hole around the centre axis. The parent billet was made of a modelling clay, of which relationship between the flow stress and plastic strain resembles to that of hot steel, and the size of billet was $35\text{mm} \times 35\text{mm} \times 120\text{mm}$ and the diameter of centre hole was $5\text{mm}$.

![Figure 8: Twin skew rolling mill](image)

![Figure 9: Comparison of geometry of skew and flat rolls used for laboratory experiment](image)

![Figure 10: Modelling clay specimen](image)
Similarly to the previous work [2,3] intensity of infiltration of compressive deformation was evaluated by measuring the ovality, i.e. aspect ratio, of the centre hole $b/a$ as it is shown in Figure 11. The smaller the ovality is, the higher the influence is.

**Figure 11**: Schematic illustrations of initial round hole in cross-section and oval hole after rolling

The basic lubricant adopted was CaCO$_3$ that is often used for a laboratory experiment using modelling clay for simulating the rolling phenomenon of hot steel. Conditions of the rolling experiments are given in Table 2.

**Table 2**: Conditions of rolling experiment in laboratory

<table>
<thead>
<tr>
<th>Material</th>
<th>Modelling clay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rolling temperature</td>
<td>293K</td>
</tr>
<tr>
<td>Specimen size</td>
<td>$35\text{mm} \times 35\text{mm} \times 120\text{mm}$</td>
</tr>
<tr>
<td>Round hole size</td>
<td>$\phi 5\text{mm}$</td>
</tr>
<tr>
<td>Draft</td>
<td>10%, 20%</td>
</tr>
<tr>
<td>Skew angle</td>
<td>0$^\circ$, 15$^\circ$</td>
</tr>
<tr>
<td>Centre diameter of roll</td>
<td>$\phi 70\text{mm}$, $\phi 103\text{mm}$, $\phi 120\text{mm}$, $\phi 140\text{mm}$</td>
</tr>
<tr>
<td>Lubricant</td>
<td>CaCO$_3$</td>
</tr>
</tbody>
</table>

### 5.2 Evaluating influence of friction

Similarly to the previous work [2,3] influence of friction was evaluated by changing the lubrication condition. As it is shown in Table 3 three types of lubrication condition were adopted on the rolling using modelling clay billet; no lubricant, CaCO$_3$ and solution of soap.

**Table 3**: Condition of rolling experiment by changing friction

<table>
<thead>
<tr>
<th>Material</th>
<th>Modelling clay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rolling temperature</td>
<td>293K</td>
</tr>
<tr>
<td>Specimen size</td>
<td>$35\text{mm} \times 35\text{mm} \times 120\text{mm}$</td>
</tr>
<tr>
<td>Round hole size</td>
<td>$\phi 5\text{mm}$</td>
</tr>
<tr>
<td>Draft</td>
<td>20%</td>
</tr>
<tr>
<td>Skew angle</td>
<td>0$^\circ$, 15$^\circ$</td>
</tr>
<tr>
<td>Centre diameter of roll</td>
<td>$\phi 103\text{mm}$</td>
</tr>
<tr>
<td>Lubricant</td>
<td>No lubricant, CaCO$_3$, Solution of soap</td>
</tr>
</tbody>
</table>
6 RESULTS OF EXPERIMENT

6.1 Influence of roll diameter

Examples of cross section at the steady state rolling are compared in Figure 12. The ovality of centre hole by twin skew rolling is larger when the working diameter of roll is the same, and the ovality becomes larger according to the increase in roll diameter regardless of the type of rolling. These results are summarized and shown in Figure 13.

<table>
<thead>
<tr>
<th>Centre diameter (mm)</th>
<th>Conventional rolling</th>
<th>Skew rolling (Skew angle 15°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>φ 70mm</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>φ 103mm</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>φ 120mm</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>φ 140mm</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
</tbody>
</table>

(a): Rolling reduction 10%

(b): Rolling reduction 20%

*Figure 12: Deformation pattern of round hole in centre of specimen*

![Graph](graph1.png)

(a) Rolling reduction 10%

![Graph](graph2.png)

(b) Rolling reduction 20%

*Figure 13: Relationship between centre diameter and aspect ratio*
6.2 Influence of friction condition

Influence of friction condition on infiltration of compressive deformation near to the centre axis is shown in Figure 14. As it was shown in Table 3 three conditions of lubrication were tried but lubrication by solution of soap failed only for twin skew rolling and only two other conditions by no lubricant and CaCO3 were successful. The reason of the failure was assumed as follows. Use of soap solution lead to too much decrease in friction coefficient on the contact surface and transmission of distributed shearing force on the roll surface was difficult, i.e. the distribution of shearing force was mainly used for the generation of lateral metal flow of billet surface and the biting force in the rolling direction becomes poorer. This result suggests that slightly high coefficient of friction may be necessary for the twin skew rolling compared to the conventional rolling by a pair of flat rolls. Regarding the effect of high infiltration of compressive deformation near to the billet centre the results clearly shows the superiority of twin skew rolling similarly to the results by FEA.

![Figure 14: Influence of lubricity on infiltration of compressive deformation near to centre axis](image)

7 CONCLUSIONS

In the present work influences of roll diameter of twin skew rolling and friction on the deformation near the centre axis of billet were evaluated numerically and experimentally. It was clarified that higher intensity of deformation is obtainable by the twin skew rolling method when the roll diameter of skew roll at the roll centre is the same as that of flat roll. Numerical results showed that concentration of strain in the vicinity of contact surface fades out according to the increase in roll diameter and the intensity of the concentration of equivalent plastic strain in the vicinity of billet centre increases. The results of experiment proved the validity of the numerical results. Friction on the contact surface is an important factor that generates the three dimensional shear deformation that is typical for the twin skew rolling method. Influence of friction on the infiltration of deformation to the billet centre was evaluated by changing the coefficient of friction in the numerical analysis and by changing the lubricant in the laboratory experiment. The results showed that the higher the friction is, the larger the infiltration of deformation to the centre is. Friction is more influential on the twin skew rolling than on the ordinary flat rolling. One important point to emphasize is that too low friction leads to failure in biting and rolling does not start in the twin skew rolling method.
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Abstract. This paper deals with the influence of the specimen geometry on the precision of measured stress-strain curve on the compression side. Cylindrical specimen is adopted after ASTM-E9 89a and laboratory experiment and elastic-plastic FEA are carried out to evaluate the influence of the degree of parallelism of end surfaces. Present tolerance value of 0.5/1000 for the inclination of end surface can be relieved up to 6/1000.

1 INTRODUCTION

Stress-strain curve is an essential characteristic when one analyzes the plastic deformation of a material. Usually only a tension test is carried out to know the stress-strain curve on an assumption such that the stress-strain curve is point symmetric around the origin. This assumption is approximately correct, but in an exact sense two curves are slightly different [1]. If the difference is not negligibly small the assumption of point symmetry may lead to a discrepancy between the experimental and analytical results and prediction by the analysis of the forming process fails. For the prevention of this failure one ought to carry out a compression test as well as the tension test prior to the analysis [2]. Compression test specified by ASTM-E9 89a [3] is a commonly used compression test. For this test a cylindrical specimen is prepared in a manner such that the degree of parallelism of end surfaces must lie within the tolerance value of 0.5/1000, although the background of this tolerance value is not clear. If it is possible to loosen the tolerance value it will help specimen preparation. In the following part of this paper experiments and numerical analyses are carried out to evaluate the influence of specimen geometry on the precision of measured stress and strain and expansion of tolerance value is discussed. The code for numerical analysis is ELFEN [4] developed at University of Swansea, U.K.
2 PREPARATIONS

2.1 Specimen preparations

Figure 1 shows the manufacturing process for specimen. Parent bar was subjected to turning after thermal treatment at 680°C and the end surface was finished by a sandpaper.

Figure 1: Flow of processing for preparing specimen for compression test

2.2 Theory

Inclination of end surface was measured by using the following theory. It was assumed that both end surfaces were flat planes and one end surface that was exactly perpendicular to the axis was placed on a flat table that was spanned by X and Y axes as is illustrated in Figure 2. The plane showing the top flat surface may cross the X-Y-plane, and the inclination angle \( \alpha \) and parallelism (\( \delta /d \)) of the top flat surface is calculated by determining the line AB.

Figure 2: Illustrated image for measuring geometry of inclined upper surface

The equation of top flat surface is given by equation (1). Using the least square method the constants \( a, b \) and \( c \) are calculated, i.e. minimization process of the error \( S \) given by equation (2) leads to a set of equations (3), (4) and (5). Precise measurement of \( N \) sets of coordinate values \((X_i, Y_i, Z_i)\) determines the plane ABC, where \( N \) must be larger than 2.

\[
Z = aX + bY + c
\]  

\[
S = \sum_{i=1}^{N} (Z_i - aX_i - bY_i - c)^2
\]

\[
\frac{\partial S}{\partial a} = 0
\]  

\[
\frac{\partial S}{\partial b} = 0
\]  

\[
\frac{\partial S}{\partial c} = 0
\]
Once a, b and c are determined the coordinate values of \((Xh, Yh)\) of point H are calculated by solving a set of equations (6) and (7). The inclination angle \(\alpha\) of the top flat surface is then calculated by using equation (8) and the parallelism \((\delta/d)\) is also calculated.

\[
aX + bY + c = 0
\]
\[(6)\]
\[
bX - aY = 0
\]
\[(7)\]
\[
\alpha = \tan^{-1}\left(\frac{OC}{OH}\right)
\]
\[(8)\]

2.3 Measurement

Figure 3 shows the outline of the measuring system. Coordinate values of \((Xi, Yi)\) of each data points were calculated according to the angle \(\beta_i\) and the fixed length L and the value \(Zi\) was the height of the spot of a laser pointer mounted on the top flat surface of the specimen.

![Figure 3: Illustration and view of measuring height of laser spot Zi](image)

2.4 Result

Table 1 shows the measured values of parallelism of specimens. The range of parallelism lies between naught and 50/1000, and plural number of specimens were prepared for each geometrical conditions in Table 1.

<table>
<thead>
<tr>
<th>Specimen number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallelism of end surface ((\delta/d))</td>
<td>1/1000</td>
<td>2/1000</td>
<td>6/1000</td>
<td>7/1000</td>
<td>15/1000</td>
<td>23/1000</td>
<td>40/1000</td>
<td>48/1000</td>
</tr>
</tbody>
</table>

2.5 Tooling

A protector and a set of toolings for compression test were manufactured as shown in Figure 4. Compression test may endanger the operator because the specimen can suddenly become a bullet, and the protector prevents this danger from occurring. On the side of the protector there is a hole that is smaller than the specimen size and the cables from strain gauges placed on the specimen are drawn through this hole. The material of toolings was 0.45 mass % carbon steel and was prepared according to the thermal treatment illustrated in Figure 5 [5].
3 EXPERIMENT

Compression test was carried out using a universal testing machine shown in Figure 6. The aspect ratio of specimens was 2.5 following the previous work on the uniformity of measured stress and strain in compression test [6,7]. Test was conducted until 5% strain was reached. Strain was measured by using four strain gauges placed at the specimen centre in a pitch of 90 degrees. Stress was a nominal stress. Cross head speed was 1mm/min.

Lubricant was prepared according to the previous work [8,9]. Soap mixed with powdered mild detergent for washing was placed on the specimen surface prior to the test.
4 RESULT

4.1 Stability of experiment

No specimen flew as a bullet and the compression test was stable, but buckling occurred in accordance with the increase the index of parallelism ($\delta /d$). Examples of normal and buckled specimens are shown in Fig. 8. All the specimens were observed under the back light after the test and the specimen was esteemed buckled when an opening was observed.

Figure 8: Comparison of non-buckled and buckled specimens

Figure 9 shows the influence of the index of parallelism ($\delta /d$) on buckling. Ordinate is the buckling index. The buckling index is 1 when buckling occurs on all the specimens and 0.5 when buckling occurs on 50% specimens and 0 when no buckling occurs. The critical value of the index of parallelism ($\delta /d$) may be 7/1000 above which buckling occurs.

Figure 9: Influence of inclination of end surface upon on buckling

4.2 Stress-strain curves

Figure 10 shows the positions of four strain gauges placed in the circumferential direction at the specimen centre. No-1 gauge was placed on the longest portion of specimen and No-3 gauge on the shortest portion. Examples of four stress-strain curves are drawn in Figure 11. They were drawn by using the signals of four gauges, and three curves in Figure 11b are drawn by using the average strains. Three stress-strain curves in Figure 11b are almost the same and it can be recommended to take an average value of measured strains.

Figure 10: Illustrated image of placement of strain gauges
The tangents of elastic region of stress-strain curves in Figure 11a lie in a wide range and it is unrealistic. However the tangents in Figure 11b measured within the stress range of -200 and -300MPa was a reasonable value of 206GPa.

Figure 12 is a comparison of stress-strain curves among specimens with different value of the index of parallelism ($\delta/d$). It may be concluded that difference in the index of parallelism does not seriously influence the measured stress-strain curve as long as the value of index lies within the range of under (6/1000).

Figure 13 shows an example of 3D initial mesh for the analysis. The centre portion was divided into 6 times 6 small squares. The outside layer was divided into 5 thin layers and the division in the circumferential direction was 24. The mesh division in a cross section was 156. The mesh division in the longitudinal direction was 24, and the total number of elements was 3744. Displacement constraint was given in the axial direction on all the nodes on the lower end surface and upper surface was compressed by a rigid ram as shown in Figure 14.
5.2 Distribution of stress

Figure 15 shows examples of distribution of axial stress on the elastic and plastic stages for a specimen with the index ($\delta/d$) of 6/1000 on the centre plane of specimen. On the elastic stage, there is a clear distribution of stress according to the inclination of end surface, but it gradually fades out on the plastic stage. The average value of stress is equal to the compressive force divided by the cross sectional area of the centre plane.

5.3 Distribution of strain

Figure 16 shows examples of distribution of axial strain on the centre plane of the specimen on the elastic and plastic stages. Figure 18-(a) and (b) show the distributions on the elastic and plastic stages respectively. Similarly to the distribution of axial stress distribution of axial strain on the elastic stage is slightly large but it gradually fades out on the plastic stage. There is also a distribution of other strain components but the intensity of those components is much smaller than that of the axial strain.
5.4 Stress-strain curve

Figure 17 shows four stress-strain curves drawn for each calculated stress and strain on the four points placed in the same pitch of 90 degrees around the specimen corresponding to the measuring points of strain in the compression test in a laboratory. As was expected four stress-strain curves on the elastic stage are totally different, but those are nearly the same on the plastic stage. Three average stress-strain curves drawn by using the average value of two strains all the four strains show an excellent matching one another. The Young’s modulus of the average stress-strain curves sampled within the stress range of -200 and -300 GPa was 201GPa.

Figure 18 is a comparison between the analytical and measured stress-strain curves on the compression side. The material is a medium carbon steel with 0.45 mass % carbon content. Good agreement has been achieved and it may be concluded that by taking the average value of at least two strains around the circumferential direction of specimen. Especially excellent matching is obtainable when the stress state is plastic.
6 CONCLUSIONS

In the present work influence of parallelism of end surfaces on specimen for compression test on the precision of stress-strain curve on the compression side was evaluated numerically and experimentally. None of the specimens of which parallelism ranged from 1/1000 to 48/1000 suddenly flew as a bullet throughout the test, but buckling was observed when the parallelism exceeded 7/1000. If average strain is adopted on the centre plane of the cylindrical specimen the stress-strain curve obtained is almost the same as the true stress-strain curve of the material. The number of signals of strain should be at least two that face each other in the circumferential direction in a pitch of 180 degrees. If the number is four by placing the strain gauge in a pitch of 90 degrees, stress-strain curve drawn by using this average strain is exactly the same as the true stress-strain curve. It is specified in ASTM E9-89a that the parallelism of end surfaces must lie within a range of 0.5/1000, but this specified value can be until 6/1000 as long as the strain is measured in the circumferential direction on the centre plane in the same pitch of 90 or 180 degrees. In the present work influence of parallelism of end surfaces on specimen for compression test on the precision of stress-strain curve on the compression side was evaluated numerically.
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Abstract. Plate bending is a common plastic working. High-precision bending would require the accurate prediction of spring-back, which is affected by Bauschinger effect. In the present study, an analysis of spring-back prediction was conducted by a combination of the finite element method (FEM) and bent-beam theory. The characteristic of this analysis is that the FEM is used to analyze bending behavior and the bent-beam theory is used to predict spring-back. This combination would reduce calculation time and skip the identification procedure of parameters which is needed in conventional phenomenological approach. The proposed method predicted spring-back more accurately than conventional analysis without kinematic hardening. Furthermore, the proposed numerical method was able to conduct analysis as accurate as that by the conventional FEM, which is implemented with numerical description of kinematic hardening, within much shorter calculation time.

1 INTRODUCTION

Plate bending is a concise, basic and common metal forming process used in industry. Plate bending is used to manufacture chassis and boxes for vehicles, electronic devices and so on. Recently, bent metals are often used for medical instruments, and they are required to be bent with severely high precision. When metal is formed by forging within many constraints in dies, it would be easy to deform metal precisely by considering volumetric constancy. However, as larger free surfaces exist in the case of plate bending, precise deformation would be very difficult due to spring-back caused by elastic recovery and the existence of tensile and compressive stresses on the two surfaces of the plate. Bauschinger effect complicates the
spring-back behaviour significantly.

In order to solve the problem, numerical models describing Bauschinger effect have been proposed by Armstrong and Frederic [1], Chaboche [2], and so on. These theories have been implemented into the finite element analysis and some improvement has been reported on the prediction of spring-back in plate bending. However, when the finite element method is applied for bending problems, it takes much time, in particular for the analysis of spring-back where the metal slides and rustles against tools. Imai et al. proposed a more practical method for the prediction of spring-back [3]. In the method, plate is pre-released just before the final release of the plate. During pre-release, spring-back behaviour is observed, and the final working conditions are determined based on the spring-back behaviour during the pre-release. However, this method is not general or versatile.

Therefore, the present study, a prediction method is proposed for the prediction of spring-back by a combination of the finite element analysis and bent-beam theory. The finite element method is used to calculate the bending shape and longitudinal stress distribution in the bent plate just before spring-back. The bent-beam theory is used to calculate spring-back based on the simulated results by the finite element method considering Bauschinger effect, which is described by a table of data. The table does not need the time-consuming identification trial of coefficients which are required for the ordinary numerical models of Bauschinger effect. This concise analysis method would be conducted for reduction of calculation time or operational convenience.

2 EXPERIMENTAL PROCEDURE

2.1 Plate bending

V-bending which is one of the most popular and common bending processes for plate is selected in this research. V-bending is classified into three methods, which includes air bending, bottoming, and coining. With increase of stroke of punch, contact area tends to increase, and bending state changes from air bending to bottoming and coining. In air bending as stoke is not so large, there are three line contacts. Bend angle and spring-back increase with increase of stroke. In bottoming, there are more than 5 line contacts, and area contact might start to appear depending conditions. As bending directions are opposite at different positions, spring-back becomes small. In coining, area contact governs the bending phenomena and the plate is high-pressured between die and punch at the end of bending leading to levelling of stress inside of the plate. This, air bending which is the most common and has high general versatility is used. Among the three methods, air bending is selected for investigation, as it is the most popular and concise method.

A common air bending is shown in Figure 1. Bending is conducted by pushing down a punch to the plate on a die. At this time, tensile stress appears on extrados of bending arc and compressive stress on intrados of bending arc. Plate is released after bent to a certain prescribed angle $\theta$. After the release, the moment of external force is zero, and spring-back is occurred so that the moment of internal stress should be also zero. This spring-back is affected from Bauschinger effect because the strain of this spring-back is small. Experiment condition is shown in Table 1.
Table 1: Parameter of bending experiment

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>SPCC</td>
</tr>
<tr>
<td>Angle of punch &amp; die / $\alpha_0$</td>
<td>88 [deg]</td>
</tr>
<tr>
<td>Length of punch / $L_p$</td>
<td>11.3 [mm]</td>
</tr>
<tr>
<td>Radius of die / $R_d$</td>
<td>1.5 [mm]</td>
</tr>
<tr>
<td>Width of die / $D_w$</td>
<td>18 [mm]</td>
</tr>
<tr>
<td>Thickness of sheet / $t$</td>
<td>1.17 [mm]</td>
</tr>
</tbody>
</table>

2.2 Measurement of stress-strain relationship

Tensile-compressive experiment was conducted to evaluate Bauschinger effect quantitatively. The shape of test piece which is used in tensile-compressive experiment is shown in Figure 2. The characteristic of this test piece is shorter parallel part than traditional test piece of industrial standard. However Stress-Strain diagram gained by using this test piece are similar to diagram gained by using traditional test piece.

3 ANALYSIS METHOD

A new numerical analysis was conducted by carrying out the finite element analysis followed by calculation based on bent-beam theory. The finite element method was applied for the first stage of bending, where the plate was pushed down by the punch up to a prescribed value. Based on stress distribution and the bent shape of the plate, analysis was conducted by bent-beam theory, whereby the curvature change is iteratively calculated so that the moment becomes zero through the whole plate in the longitudinal direction.

A flowchart of the analysis is shown in Figure 3, which would be explained as follows:
(1) Bending conditions are input, including characteristics of Bauschinger effect, which is given in the form of a table of data.
(2) The finite element analysis is carried out to calculate stress distribution and the shape of the plate.
(3) At the beginning of bent-beam analysis, the distribution of curvature change during spring-back is assumed.
(4) Based on the curvature change, the distribution of longitudinal strain change is calculated.
(5) Longitudinal stress is calculated from the strain change, using the table, which describes the relationship between strain and stress during unloading.
(6) By integrating the stress, moment distribution is estimated.
(7) If the moment is not zero through the plate, the assumed curvature distribution is modified. Steps from (4) - (7) are iterated until the moment is zero through the plate.

![Flowchart](image)

**Figure 3:** Method of building Bauschinger effect into analysis

### 3.1 FEM analysis

The commercial code ELFEN [5], which was developed by Rockfield Software Limited, Swansea, was used for the analysis of plate bending. Plane-strain elastic-plastic analysis was carried out using an implicit method. Von Mises yield criterion was adopted, and the normality principle was applied to the flow rule. Constraints were dealt with by the penalty function method. A quadrilateral element was used because of the simplicity of the material deformation. The F-bar method was applied to the element for overcoming volumetric locking with simple 4-node quadrilateral elements [6].
3.2 Bent-beam theory

Moment and spring-back were calculated by bent-beam theory. Firstly, curvature change $\Delta \epsilon$ is assumed in the longitudinal position of the plate. Change of longitudinal strain $\Delta \epsilon$ will be calculated from curvature change $\Delta \epsilon$ as

$$\Delta \epsilon = y \Delta \epsilon,$$

where, $y = $ distance from neutral plane.

If the relationship between strain change $\Delta \epsilon$ and stress change $\Delta \sigma$ as in Figure 4 during unloading is know as:

$$\Delta \sigma = f(\Delta \epsilon),$$

the moment $M$ will be calculated as

$$M = \int (\sigma_c - \Delta \sigma) y w dy,$$

where, $\sigma_c = $ longitudinal stress at the end of bending and before spring-back, and $w = $ plate width. Moment $M$ should be zero after spring-back at any point in longitudinal position.

In bent-beam theory, spring-back angle $\Delta \theta$ is calculated from curvature change as shown in equation (4) [7]

$$\Delta \theta = \int_{S_0}^{S_1} \Delta \epsilon dS,$$

where, $S = $ longitudinal position along the plate, $S_0 = $ centre of the plate, $S_1 = $ right end of the plate in FEM mesh in Figure 5.

![Figure 4: Definition of $\Delta \epsilon$ and $\Delta \sigma$](image)

![Figure 5: Calculation of curvature through plate](image)

3.3 Experimental data on Bauschinger effect

The relationship between stress and strain during unloading, which is expressed by function $f(\epsilon)$, was determined by tensile-compressive test. The results are shown in Figure 6. Conventional phenomenological description by Fredric and Armstrong is shown in Figure 7 for comparison with the proposed method. Armstrong and Frederic model is numerical expression being able to express Stress-Strain diagram including Bauschinger effect by combining nine parameters as shown in Table 2.
Bauschinger effect was certainly observed, i.e. absolute value of flow stress in compressive side is less than that in tensile side in experiment. Furthermore, Bauschinger effect increases with increase of deformation or strain $\varepsilon$, which cannot be expressed by the conventional phenomenological descriptions by Fredric and Armstrong.

As the experimentally obtained data was discrete as in Figure 8, $f(\varepsilon)$ should be determined. Approximation by some equation, such as quadratic curve, might be effective as in the literature [8]. Young’s modulus $E$ during unloading is equal to that during loading. Longitudinal plastic strain change $\Delta \varepsilon_p$ was calculated by subtracting elastic strain as

$$\Delta \varepsilon_p = \Delta \varepsilon - \frac{\Delta \sigma}{E}$$

$(5)$

$\Delta \sigma$ is non-dimensionalized by the maximum stress $\sigma_{\text{max}}$. The relationship between $\Delta \varepsilon_p$ and $\Delta \sigma / \sigma_{\text{max}}$ is shown in Figure 9. In the present research, $f(\varepsilon)$ was interpolated using experimental data as shown in Figure 10 in order to skip the identification procedure. Using data in the figure, intermediate data was interpolated in terms of pre-strain $x$, which is given during loading. Based on the interpolated data, $f(\varepsilon)$ was obtained by reconveting $\Delta \varepsilon_p$ and $\Delta \sigma / \sigma_{\text{max}}$ to $\Delta \varepsilon$ and $\Delta \sigma$.

![Figure 6: Experimental results of tensile-compressive test](image)

![Figure 7: Discrete strain-stress diagram](image)

<table>
<thead>
<tr>
<th>Table 2: Function of each parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>Young’s modulus</td>
</tr>
<tr>
<td>$210,000$</td>
</tr>
<tr>
<td>Initial yield stress</td>
</tr>
<tr>
<td>$40$</td>
</tr>
<tr>
<td>Limit of isotropic hardening</td>
</tr>
<tr>
<td>$275$</td>
</tr>
<tr>
<td>Modulus commanding stress-strain curve of the part of compression</td>
</tr>
<tr>
<td>$700, 100, 10$</td>
</tr>
<tr>
<td>$\chi_1, \chi_2, \chi_3$</td>
</tr>
<tr>
<td>$76, 30, 5$</td>
</tr>
</tbody>
</table>
4 COMPARISION BETWEEN ANALYTICAL AND EXPERIMENTAL RESULTS

Figure 11 shows the results on spring-back obtained by experiment, conventional FEM without kinematic hardening, FEM implemented with Fredric and Armstrong description of kinematic hardening, and proposed method whereby bent-beam theory was used for spring-back analysis following FEM of bending. The proposed method and FEM with kinematic hardening show a good agreement, and the calculation time for proposed method is about half of that for the latter method. There is still a discrepancy between analytical and experimental results. This might be attributed to dynamic effect, such as inertia and strain-rate dependency of material properties, because the bending speed is quite high in the experiment.
5 CONCLUSIONS

- A prediction method is proposed for the prediction of spring-back by a combination of the finite element analysis and bent-beam theory.
- The finite element method is used to calculate the bending shape and longitudinal stress distribution in the bent sheet metal just before spring-back.
- The bent-beam theory is used to calculate spring-back angle, which is described by a table of experimental data.
- The proposed method shows a good agreement with FEM result implemented with numerical description of kinematic hardening.
- The proposed method has an advantage on the calculation time against FEM.
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Abstract. An Energy Frictional Dissipating Algorithm (EFDA) for time integration of Coulomb frictional impact–contact problems is presented. Using the Penalty Method, and in the context of a conserving framework, linear and angular momenta are conserved and energy is consistently dissipated.

Published formulations were stable, forcing the energy dissipation to be monotonic in order to prevent unstable energy growth. The shortcoming of many was that they were not able to reproduce the real kinematics and dissipation of physical processes, provided by analytical formulations and experiments. EFDA formulates a conserving framework based on a physical energy dissipation estimator. This framework uses an enhanced Penalty contact model based on a spring and a dashpot, enforcing physical frictional energy dissipation, controlling gap vibrations and modifying the velocities and contact forces during each time step. The result is that the dissipated energy, kinematics and contact forces are consistent with the expected physical behavior.

1 INTRODUCTION

The numerically accurate analysis of frictional dynamic contact problems has been a challenge for the last 30 years. Complex problems do not have analytical solution and due to their high nonlinearity, non–smooth unilateral restriction and the presence friction, they are hard to model. Therefore, numerical time–stepping schemes are developed to emulate the conservative properties of the corresponding continuous problem.

Previous authors have addressed frictionless contact problems, for instance [7] focused on iterative but no time–stepping formulations, [1] and [3] for implicit. These authors
intended to create robust and stable algorithms for the enforcement of the contact constraints, while recent formulations have focused on frictional formulation and proposed unconditionally positive energy dissipation. Ref. [3] developed a positive energy dissipation algorithm, stable for friction with the Penalty Method and showed an artificial energy transfer between bodies–penalty springs in which the final energy was always lower than the initial for Stick and Slip cases. Therefore the behavior of the simulation was not consistent with the physical contact problem. Ref. [1] minimized that artificial energy transfer between body and penalty spring. For the non-sliding situation the energy after contact was equal to the initial and lower during contact while for the Slip case obtained a rigorous positive energy dissipation. The dissipation in both references was not based on a consistent conserving framework: the dissipation, although decreasing monotonically, was not in accordance to that of the continuous problem. Ref. [5] developed a conservative framework that enforced the impenetrability condition, eliminated the artificial energy transfer between body–penalty spring and took into account the frictional dissipation through an energy estimator. This formulation used a contact velocity that modified a predictor–corrector scheme, then the contact response agreed in velocities but not in forces and positions, not being accurate for persistent contact.

This article presents an Energy Frictional Dissipating Algorithm (EFDA) based on the frictionless algorithm of [2]. For Penalty contact problems, the new formulation conserves momenta, simulates the kinematics, contact forces and dissipates energy consistently, according to the physical problem in each time step. The algorithm key is a conservative framework based on updating contact forces and momenta for every contact. The framework takes into account dissipation by an energy estimator based on frictional Coulomb law, and is able to enforce energy conservation for the Stick contact and the right dissipation for the Slip contact.

2 DEFINITION OF THE PROBLEM AND GOVERNING EQUATIONS

2.1 Hamiltonian description of motion

The Hamiltonian Mechanics permit to obtain the equations of motion for multiple bodies that interact by contact. This subsection briefly describes the Hamiltonian equations for a continuous problem. Consider a manifold $Q$ that describes the configuration of a mechanical system whose phase space is $P = T^*Q$, the tangent space of $Q$. This space is composed for each point of body $i$ by positions $Q^i(x, y, t)$ and linear momenta $P^i(x, y, t)$ as function of time $t$. The Hamiltonian function $H[Q^i(x, y, t), P^i(x, y, t)]$ defines the total energy of the system and is assumed to be separable in kinetic $K(P^i(x, y, t))$ and potential $V(Q^i(x, y, t))$ energies, Eqs. 1.
\[ H[Q^i(x,y,t),P^i(x,y,t)] = \sum_{i=1}^{n_{bd}} [K(P^i(x,y,t)) + V(Q^i(x,y,t))] \]

\[ K(P^i(x,y,t)) = \frac{1}{2} \int_{\Omega^i} \frac{P^i(x,y,t)^2}{\rho} d\Omega \]

where \( n_{bd} \) is the total number of bodies, \( \Omega^i \) the domain of body \( i \) and \( \rho \) the density. The kinetic energy is a real function \( K : P \rightarrow R \) and the potential \( V : Q \rightarrow R \) is an arbitrary function. The motion is governed by the Hamiltonian canonical equations, Eqs. 2.

\[ \dot{Q}^i(x,y,t) = \frac{\partial H(x,y,t)}{\partial P^i} = \int_{\Omega^i} \frac{P^i(x,y,t)}{\rho} d\Omega \]

\[ \dot{P}^i(x,y,t) = -\frac{\partial H(x,y,t)}{\partial Q^i} = -\nabla V(Q^i(x,y,t)) \]

The continuum variables from Eqs. 2 may be discretized, giving Eqs. 3.

\[ Q^i(x,y,t) = \sum_{A=1}^{n_{nod}} N^A(x,y) q^A(t) ; \quad P^i(x,y,t) = \sum_{A=1}^{n_{nod}} N^A(x,y) p^A(t) \]

For the rigid bodies used in the current paper, this discretization is based on first order shape functions \( N^A(x,y) \); for the elastic case they may be extended to higher order. For these first order functions, the discretization is based on only one node, \( n_{nod} = 1 \), usually defined at the center of gravity \( x_i, y_i \) of each particle. The nodal displacements and linear momenta of all bodies \( i \) to \( k \) are grouped in the vectors \( q(t), p(t) \). For each body \( i \), the discretization Eqs. 3 applied to Eqs. 2 produce the system of equations:

\[ \dot{q}^i = M_i^{-1} p^i ; \quad \dot{p}^i = f_i^c + f_{ext}^i \]

where \( M_i \) is a diagonal mass matrix, with entries: \( M_i = \int_{\Omega^i} \rho [N^A(x,y)]^t N^A(x,y) d\Omega \). Although contact forces \( f_i^c \) are applied in the contact points, the discretization considers an equivalent force applied to the nodes. The same thing can be said for the external forces \( f_{ext}^i \).

3 NEW ALGORITHM FORMULATION AND ENERGY–MOMENTUM CONSERVATION

The aim of this section is the discretization in time of Eqs. 4. The new equations will enforce the impenetrability condition and discretely inherit the conservation properties.
through the conserving framework of section 4. The main three characteristic of this algorithm are: i) energy conservation for normal contact, ii) consistent dissipation for tangential Slip and iii) conservation for tangential Stick.

### 3.1 Time–discrete formulation

The frictional development of EFDA is based on the Simo–Tarnow’s algorithm from [6], an energy–momentum conserving time integration scheme. This scheme is a discrete approximation of a Hamiltonian system (Eqs. 5) in time configuration $n+1/2$. Considering the interval $[t_n, t_{n+1}]$, the first set of equations of this algorithm relates displacements $q_i^n$, $q_i^{n+1}$ and linear momenta $p_i^n$, $p_i^{n+1}$; the second, is the discrete approximation of second Newton’s law at $n + 1/2$:

$$
\dot{q}_i = M_i^{-1} p_i \quad \rightarrow \quad \frac{q_i^{n+1} - q_i^n}{\Delta t} = M_i^{-1} p_i^{n + \frac{1}{2}} \\
\dot{p}_i = f_i^c + f_i^{cT} \quad \rightarrow \quad \frac{p_i^{n+1} - p_i^n}{\Delta t} = f_i^{cN} n + \frac{t}{2} + f_i^{cT} n + \frac{t}{2} + \frac{1}{2}
$$

where $\Delta t = t_{n+1} - t_n$, $q_i^n \approx q_i(t_n)$, $p_i^n \approx p_i(t_n)$, $q_i^{n+1} \approx q_i(t_{n+1})$, $p_i^{n+1} \approx p_i(t_{n+1})$ and $p_i^{n+1/2} = (p_i^{n+1} + p_i^n)/2$. The terms $f_i^{cN} n + 1/2$ and $f_i^{cT} n + 1/2$ are the discrete approximations of the resulting normal and tangential contact force vectors.

In order to obtain a conserving and a right kinematic response for contact between two bodies $i, k$, in EFDA additional linear momenta $p_{cN}^{i,k} n + 1/2$, $p_{cT}^{i,k} n + 1/2$ and contact forces $f_{cN}^{i,k} n + 1/2$, $f_{cT}^{i,k} n + 1/2$ (updating variables) are added to Eqs. 5, giving Eqs. 6. For these four variables, in the following the subscript $n + 1/2$ will be omitted for simplicity. The role of these new variables is to enforce bodies’ energy conservation for normal contact and conservation–consistent dissipation for tangential, respectively:

$$
\frac{q_i^{n+1} - q_i^n}{\Delta t} = M_i^{-1} \left( p_i^{n + \frac{1}{2}} + \sum_{k=1}^{n_{bf}} \left( p_{cN}^{i,k} + p_{cT}^{i,k} \right) \right) = M_i^{-1} \left( p_i^{n + \frac{1}{2}} + p_{cN}^{i,k} + p_{cT}^{i,k} \right) \\
\frac{p_i^{n+1} - p_i^n}{\Delta t} = \sum_{k=1}^{n_{bf}} \left( f_{cN}^{i,k} + f_{cT}^{i,k} \right) = f_{cN} + f_{cT} + f_{cT}^{n}
$$

The expressions for the updating variables are now formulated in local contact coordinates and transformed to global by the unit normal and tangential vectors $N_{n+1/2}^{i,k}$, $T_{n+1/2}^{i,k}$, both at the contact point. To obtain from Eqs. 6 a conservative solution for Stick and dissipative for Slip, the updating variables must fulfill the discrete conserving equations defined in section 4. These variables are defined for both contact directions as:
4.1 Discrete linear momentum balance

The discrete variation of the linear momentum of EFDA is defined through the second of Eqs. 6, the discrete counterpart of second Newton’s law. Therefore, for body $i$ the resultant of the normal contact forces $f^i_{cN}$, $f^i_{cN}$ plus the tangential $f^i_{CT}$, $f^i_{CT}$ is equal to the discrete linear momentum balance between $n$ and $n + 1$. Also, the total linear momentum
balance (Eq. 8) is the summation over that of each body and equals the resultant of the contact forces on \( n_{bd} \).

\[
\frac{p_{n+1}^{tot} - p_n^{tot}}{\Delta t} = \sum_{i=1}^{n_{bd}} \left( \sum_{k=1}^{n_{bd}} \left( f_{cN}^{ik} + f_{cN}^k + f_{cT}^{ik} + f_{cT}^k \right) \right)
\]

(8)

Given two bodies \( i, k \) in contact, due to the AR principle:

\[
f_{cN}^{ik} = -f_{cN}^{ki}, \quad f_{cN}^k = -f_{cN}^k,
\]

\[
f_{cT}^{ik} = -f_{cT}^{ki}, \quad f_{cT}^k = -f_{cT}^k
\]

for Stick and \( f_{cT}^{ik} = -f_{cT}^{ki}, \quad f_{cT}^k = f_{cT}^k = 0 \) for Slip. Then, the right term of Eq. 8 is zero in all situations and \( p_{n+1}^{tot} = p_n^{tot} \).

### 4.2 Discrete angular momentum balance

We again redefine the variables \( q_{n+1}^i, q_n^i \) as the positions of the contact point. From the second of Eqs. 6 and multiplying by the cross product \( \times (q_{n+1}^i - q_n^i) \), the discrete angular momentum balance for a body \( i \) is:

\[
\frac{p_{n+1}^i - p_n^i}{\Delta t} \times (q_{n+1}^i - q_n^i) = \sum_{k=1}^{n_{bd}} \left( f_{cN}^{ik} + f_{cN}^k + f_{cT}^{ik} + f_{cT}^k \right) \times (q_{n+1}^i - q_n^i)
\]

(9)

Invoking the AR principle and expressing the position’s increments as function of the normal gap \( (q_{n+1}^i - q_n^i) - (q_{n+1}^k - q_n^k) = g_{Nn+1/2}^{ik} (N^{ki})^t \), the total angular momentum balance for \( n_{bd} \) is:

\[
\frac{J_{n+1}^{tot} - J_n^{tot}}{\Delta t} = \sum_{i=1}^{n_{bd}} \sum_{k=1}^{n_{bd}} \left( f_{cN}^{ik} + f_{cN}^k + f_{cT}^{ik} + f_{cT}^k \right) \times g_{Nn+1/2}^{ik} (N^{ki})^t
\]

(10)

Since vectors \( f_{cN}^{ik} + f_{cN}^k \), and the normal gap are collinear, their cross product is zero. The product between \( f_{cT}^{ik} + f_{cT}^k \) and this gap is also zero since the tangential contact forces depend on the tangential gap: after some algebra we arrive to the triple product \( (T_{n+1/2})^t T_{n+1/2}^{ik} \times g_{Nn+1/2}^{ik} (N^{ki})^t \) that is zero since the first vector is orthogonal to the cross product.

### 4.3 Discrete total bodies’ energy balance

This equation is obtained by premultiplying both Eqs. 6 by \( (p_{n+1}^i - p_n^i)^t \) and \( -(q_{n+1}^i - q_n^i)^t \) respectively, then added for all contacting bodies \( n_{bd} \). After some algebra:
\[ \Delta E_{\text{kin}} = \sum_{i=1}^{\text{nbd}} (p_{i+1} - p_i)^t M_i^{-1} p_{i+1} - \Delta E_{f_{\text{CT}}^i} + \sum_{i=1}^{\text{nbd}} \sum_{k=1}^{\text{nbd}} \left[ -\left( q_{i+1} - q_i)^t f_{\text{CT}}^{ik} \right] \right) \]

where \( \Delta E_{\text{kin}}^i = E_{i+1}^i - E_i^i \) is the kinetic body energy balance between \( n \) and \( n+1 \) when bodies are rigid and external forces are not applied. Then, \( \Delta E_{f_{\text{CT}}^i}, \Delta E_{f_{\text{CT}}^i}^c \) are the contact forces energy balance and \( \Delta E_{p_{\text{CT}}^i}(\psi_{1N}^ik), \Delta E_{p_{\text{CT}}^i}(\psi_{2N}^ik), \Delta E_{p_{\text{CT}}^i}(\psi_{1T}^ik), \Delta E_{p_{\text{CT}}^i}(\psi_{2T}^ik) \), all functions of the proportionality parameters, are the updating variables energy balance.

This equation is the conserving framework that relates the total bodies’ energy balance with that of the updating variables. The role of energy conservation for normal contact is included in the terms \( \Delta E_{f_{\text{CT}}^i}, \Delta E_{f_{\text{CT}}^i} \)\( f_{\text{CT}}^i \)\( \psi_{1N}^ik, \Delta E_{f_{\text{CT}}^i}(\psi_{2N}^ik), \Delta E_{f_{\text{CT}}^i}(\psi_{1T}^ik), \Delta E_{f_{\text{CT}}^i}(\psi_{2T}^ik) \), while dissipation–conservation for Slip and Stick is included in the terms \( \Delta E_{f_{\text{CT}}^i}, \Delta E_{f_{\text{CT}}^i} \)\( f_{\text{CT}}^i \)\( \psi_{1T}^ik, \psi_{2T}^ik \), \( \psi_{1N}^ik, \psi_{2N}^ik \), while dissipation–conservation, \( \psi_{1N}^ik, \psi_{2N}^ik \), may be positive or negative, and \( \Delta E_{f_{\text{CT}}^i}, \Delta E_{f_{\text{CT}}^i} \)\( f_{\text{CT}}^i \) add or subtract energy. The same can be said for \( \psi_{1T}^ik, \psi_{2T}^ik \) for the Stick and Slip cases:

**STICK:** the energy is conserved since the contact force does not create–dissipate tangential work. This condition is enforced by zeroing the right part of Eq. 11:

\[ 0 = \sum_{i=1}^{\text{nbd}} \sum_{k=1}^{\text{nbd}} \left[ \Delta E_{f_{\text{CT}}^i} + \Delta E_{f_{\text{CT}}^i} + \Delta E_{p_{\text{CT}}^i} + \Delta E_{p_{\text{CT}}^i} + \Delta E_{f_{\text{CT}}^i} + \Delta E_{f_{\text{CT}}^i} \right] \]

This equation provides infinite relationships that satisfy the total bodies’ energy conservation for \( \psi_{1N}^ik, \psi_{2N}^ik, \psi_{1T}^ik, \psi_{2T}^ik \). Using the AR principle and the reciprocities \( \psi_{1N}^ik = \psi_{1N}^ik, \psi_{2N}^ik = \psi_{2N}^ik, \psi_{1T}^ik = \psi_{1T}^ik, \psi_{2T}^ik = \psi_{2T}^ik \), Eq. 12 may be decoupled for the normal (Eq. 13) and tangential (Eq. 14) contacts between bodies i, k as:

\[ \frac{(p_{i+1} - p_i)^t M_i^{-1} p_{i+1}}{\Delta E_{p_{\text{CT}}^i}(\psi_{2N}^ik)} + \frac{(p_{i+1} - p_i)^t M_i^{-1} p_{i+1}}{\Delta E_{p_{\text{CT}}^i}(\psi_{1N}^ik)} + \frac{\left[ (q_{i+1} - q_i)^t - (q_{i+1} - q_i)^t \right]}{\Delta E_{f_{\text{CT}}^i}(\psi_{1N}^ik)} \]

\[ + \frac{\left[ (q_{i+1} - q_i)^t - (q_{i+1} - q_i)^t \right]}{\Delta E_{f_{\text{CT}}^i}(\psi_{1N}^ik)} = 0 \]
\[ (p_{n+1}^i - p_n^i)^t M_i^{-1} p_{ik}^c + (p_{n+1}^k - p_n^k)^t M_k^{-1} p_{ki}^c + [(q_{n+1}^i - q_n^i)^t - (q_{n+1}^k - q_n^k)^t] f_c^k = 0. \]

Both imply that the energy transferred to the normal and tangential penalty springs is recovered by the updating variables. The energies \( \Delta E_{p_{ik}^c}^{\psi_{2T}} \), \( \Delta E_{p_{ki}^c}^{\psi_{2T}} \) enforce the total bodies' energy conservation, while \( \Delta E_{f_{ik}^c}^{\psi_{1N}} \), \( \Delta E_{f_{ik}^c}^{\psi_{2N}} \) adjust the contact forces to the conservative solution.

**SLIP:** from physical considerations, the total energy dissipated by friction must be equal to the increment of total energy, \( E_{n+1} - E_n = -\sum_{i=1}^{n_{bd}} \sum_{k \neq i} \Delta E_{f_{ik}^c} \). This equality is enforced by EFDA zeroing the last summation of Eq. 11. Also, \( \Delta E_{p_{ik}^c}^{\psi_{2T}} = \Delta E_{p_{ki}^c}^{\psi_{2T}} = 0 \) and \( \psi_{1T} = \psi_{2T} = 0 \) since there is no penalty spring in the tangential direction, see the Slip condition in Eq. 7. Therefore, the equation that provides the infinite (therefore undetermined) relations between \( \psi_{1N}^k, \psi_{2N}^k \) is:

\[
\sum_{i=1}^{n_{bd}} \sum_{k \neq i} \frac{(p_{n+1}^i - p_n^i)^t M_i^{-1} p_{ik}^c + (q_{n+1}^i - q_n^i)^t f_c^k + (q_{n+1}^i - q_n^i)^t f_c^k}{\Delta E_{p_{ik}^c}^{\psi_{2N}} + \Delta E_{f_{ik}^c}^{\psi_{1N}}} = 0 \tag{15}
\]

that represents a normal contact energy balance for all bodies. As in the previous case, this balance is enforced for every contact; using again AR, reciprocities \( \psi_{ik}^k = \psi_{ki}^k \), \( \psi_{1N} = \psi_{2N} \), and decoupling Eq. 15 for every contact, one arrives to relationships between \( \psi_{1N}, \psi_{2N} \):

\[
\sum_{k \neq i} \frac{(p_{n+1}^i - p_n^i)^t M_i^{-1} p_{ik}^c + (p_{n+1}^k - p_n^k)^t M_k^{-1} p_{ki}^c + [(q_{n+1}^i - q_n^i)^t - (q_{n+1}^k - q_n^k)^t] f_c^k}{\Delta E_{p_{ik}^c}^{\psi_{2N}} + \Delta E_{p_{ki}^c}^{\psi_{2N}}} = 0 \tag{16}
\]

The condition at the beginning of the SLIP item and the last equation, enforce both the energy conservation of the normal contact and the dissipation for tangential contact.

5 DYNAMIC CONTACT, ENHANCED PENALTY METHOD

For every contact, Eqs. 13, 14, 16 provide a non–unique relation between \( \psi_{1N}, \psi_{2N} \) and \( \psi_{1T}, \psi_{2T} \) respectively that automatically conserve or dissipate consistently the total
energy for the tangential Stick and Slip cases. Using modal analysis decomposition, [2], it is possible to obtain the second order dynamic equation associated with the descriptive algorithm of Eqs. 6, defining an enhanced penalty contact model. The model described by Eqs. 17 consists of a spring and dashpot that control the gap and the penetration velocity, respectively.

\[
0 = \ddot{q}_{Nn+1/2} + \frac{2}{2} \xi_N \omega_N \Delta t \left( \psi_{1N} + \psi_{2N} \right) + \omega_N^2 q_{Nn+1/2}
\]

\[
0 = \ddot{q}_{Tn+1/2} + \frac{2}{2} \xi_T \omega_T \Delta t \left( \psi_{1T} + \psi_{2T} \right) + \omega_T^2 q_{Tn+1/2}
\]

where \(\Omega_N^k = \omega_N^k \Delta t\), \(\Omega_T^k = \omega_T^k \Delta t\), \(\omega_N^k = \sqrt{K_N/m}\), \(\omega_T^k = \sqrt{K_T/m}\), and \(m\) is the largest of the two contacting masses. The combination of Eqs. 13, 14, 16 with Eq. 18 provide the unique explicit expressions for \(\psi_{iN}^k\) and \(\psi_{iT}^k\). The insertion of these expressions in Eqs. 6 enforces a conservative response for Stick and consistent dissipative for Slip.

6 NUMERICAL SIMULATIONS

6.1 Elliptical particle Carom problem

In this subsection, the trajectory of the successive impacts of a rigid ellipse inside a one-meter square is simulated. The ellipse, of axes 15/6 cm is initially positioned at \((0.45,0.1)\) m, inclination \(\alpha = 50^\circ\) as seen in Fig. 1 top, and it is subjected to initial velocity \(V_x = 1, V_y = -0.4\) m/s in direction \(\theta = -22^\circ\), without spin. The friction angle is \(\phi = 15^\circ\) and the rest of the numerical parameters are the same as those in the previous simulation. To visualize the rotation of the ellipse, the orientation is defined by the largest semiaxis.

Figs. 1 depict the evolution of trajectory (top), linear velocities (left), rotational velocity and energy (right) from EFDA and from the analytical solution reproduced in the
Appendix. First, the ellipse impacts against the bottom side of the box and consequently rotates since the line of action of the resultant contact force does not intersect the center of gravity, Figs. 1 top and bottom right. The initial $V_x$ is larger than $V_y$, therefore, the contact point slips along the horizontal side dissipating energy. Successive impacts decrease the tangential (with respect to any side) velocity, Fig. 1 bottom left. It is important to note that impacts may be conservative for one contact and dissipative for others: the velocity relation changes in every impact. This can be appreciated in Fig. 1 bottom right, where for impacts at $t \approx 1.8$, $t \approx 3.2$ s the energy is conserved, and at others dissipated, such as those before $t \approx 0.4$ and at $t \approx 3.5$, $t \approx 3.7$ s. Numerical and analytical results coincide perfectly since both EFDA and the analytical formulation are developed enforcing the energy conservation for normal contact and conservation–consistent dissipation for tangential.

6.2 The concave pendulum problem

The motion decay of two symmetrical positioned rigid disks resting on a semicircular rough surface under the action of gravity is analyzed, Fig. 2. In this problem, there are two sources of energy dissipation: friction between disk and surface, and frictional impact between disks. After every impact both disks periodically return to a lower height, until the motion stops. The disk and surface radii are 0.1, 0.5 m respectively, the friction angle is $\phi = 15^\circ$, the initial position is defined by the angle $\gamma_{t0} = 45^\circ$ and the initial velocity is zero.

In Figs. 3 left and right, results at the center of gravity are shown for only one of the disks, since the problem is symmetric. The left graphic depicts the polar position $\gamma$ and velocity $\dot{\gamma}$, while the right one, the total energy $E$ and the rotational velocity $\omega$.

With the prescribed initial conditions, both disks slide from the beginning (dissipating energy) and eventually impact right at the bottom at $t \approx 0.3$ s. Before this first impact,
\[ \gamma_t^0, \gamma_t^1 \text{ and } \gamma_t^2. \]

\[ \dot{\gamma} \]

\[ \omega \]

\[ \dot{\gamma} \]

\[ E \]

\[ \omega \text{ and } \dot{\gamma} \text{ increase (in modulus), while } E \text{ decreases. At the moment of the first impact, } \dot{\gamma} \text{ and } \omega \text{ suddenly increase and reverse their values (abrupt change in the distributions) and the total energy } E \text{ decreases also suddenly. As expected, the angular velocity } \omega \text{ reaches a maximum when the velocity of the contact point is zero } V_C = 0 \text{ at } t_{\text{roll}} \approx 0.44 \text{ s, then the disks start rolling and stop dissipating energy by friction. During rolling } \omega, \dot{\gamma} \text{ decrease to zero at } t \approx 0.54 \text{ s the disks achieves its maximum height for the oscillation and therefore } \gamma \text{ is maximum. Immediately, the disks continue rolling although downwards, increasing } \dot{\gamma} \text{ and } \omega \text{ until } t \approx 0.82 \text{ s, when a new impact occurs. This sequence repeats continuously with a motion decay after every impact; the simulation stops when the energy loss is smaller than a fixed tolerance.} \]
7 CONCLUSIONS

- The development of an energy frictional dissipating algorithm for contact problems (EFDA), that conserves momenta and dissipates energy according to the frictional Coulomb law, is presented. The key of EFDA is that conservation–dissipation is consistently enforced in a conserving framework through the modification of the contact kinematics with an additional linear momentum and a contact force.

- The energy of the normal contact is also conserved, therefore EFDA accurately obtains the real normal contact force and therefore, the real tangential contact force for the Slip case. This consistent energy conservation–dissipation ensure stability of the algorithm.

- For the more complex situation of the pendulum problem (two disks on a curved rough surface), EFDA also shows good stability simulating the impacts, transitions from sliding to rolling and motion decay until rest.
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Abstract. A general theory for the Curve-To-Curve contact is applied to develop a special contact algorithm between curves and rigid surfaces. In this case contact kinematics are formulated in the local coordinate system attached to the curve, however, contact is defined at integration points of the curve line (Mortar type contact). The corresponding Closest Point Projection (CPP) procedure is used to define then a shortest distance between the integration point on a curve and the rigid surface. For some simple approximations of the rigid surface closed form solutions are possible. Within the finite element implementation the isogeometric approach is used to model curvilinear cables and the rigid surfaces can be defined in general via NURB surface splines. Verification of the finite element algorithm is given using the well-known analytical solution of the Euler-Eytelwein problem – a rope on a cylindrical surface. The original 2D formula is generalized into the 3D case considering an additional parameter $H$-pitch for the helix. Finally, applications to knot mechanics are shown.

1 INTRODUCTION

In many engineering devices such capstan and belt drives frictional interaction between structure and ropes, cables or belts can be modeled as the interaction between rigid surfaces and deformable curvilinear beams or ropes without loss of tolerance. Several
developments are required for this problem: a robust cable finite element and a contact algorithm for the Curve-To-Rigid Surface contact interaction. The isogeometric approach, see [1], is employed together with a special finite beam element formulation allowing both finite rotations, see in [2] in order to obtain cable finite elements. The theory for Curve-To-Curve contact interaction developed in [3] is applied to obtain a contact algorithm describing the contact between a deformable curve (representing either the center-line of the beam or an edge of a solid body) and a rigid surface.

The classical Euler-Eytelwein solution of the belt friction problem, see e.g. in [4], is first employed to verify the developed algorithm. The solution of this problem was reported by Euler in his Remarks on the effect of friction on equilibrium and has been first published by the Berlin Academy of science [5] in 1769. Since the first time publishing the Euler solution by Eytelwein [6] in his Handbuch der Statik fester Körper in 1808 the problem is spread through the practical applications and became known as Euler-Eytelwein problem in many books of technical mechanics. Here we are proposing a generalization of the classical 2D solution into the 3D case under the assumption that the rope is forming a spiral line on a rigid cylinder. This solution in due course is used for verification.

Finally, combination of both Curve-To-Curve and Curve-To-Rigid Surface contact algorithms allows to step into modeling of more complex see-man knots (beginning of study see in [7]) such as the clove-hitch knot. Numerical examples are illustrating the tying-up-processes.

2 CURVE-TO-RIGID ANALYTICAL SURFACE CONTACT ALGORITHM

The theory for Curve-To-Curve contact developed in [3] is employed to obtain a contact algorithm between a deformable curve and a rigid surface as follows. A rigid surface is assumed to have arbitrary analytical description, e.g. via NURBS surfaces. All contact parameters for the Curve-To-Rigid Surface algorithm are defined similar to the Curve-To-Curve contact algorithm in the Serret-Frenet frame, see [3], obtained by the tangent vector $\tau$, the normal vector $\nu$ and the bi-normal $\beta$ of the curve line, see Fig. 1. A vector $e$ is defining the shortest distance.

In order to describe contact between deformable curves and rigid surfaces a Segment-To-Analytical-Surface (STAS) algorithm, discussed in [9], is modified using the projection of the integration points which is set up on the “slave” curve onto the rigid “master” surface. The combination of this strategy with the Curve-To-Rigid (analytical) Surface contact algorithm leads to the following definition of the coordinate system on the master surface:

$$\rho_s(\xi) = r(\alpha_1, \alpha_2) + p n(\alpha_1, \alpha_2),$$

where $\rho_s(\xi)$ is defining an integration point positioned on the mid-line of the curvilinear beam element, $r(\alpha_1, \alpha_2)$ is parameterization of the rigid “master” surface. The integration point $\rho_s(\xi)$ is found in the direction of the normal $n(\alpha_1, \alpha_2)$ to the rigid “master” surface. The shortest distance between integration points and the surface denoted as $p$ plays
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Figure 1: Curve-To-Curve contact algorithm is defined in the Serret-Frenet frame for both curves.

the role of a penetration. The Closest Point Projection (CPP) procedure, which is the standard contact local searching algorithm now turns into the determination of the surface convective coordinates \( \alpha_1, \alpha_2 \) defined by equation (1). In general, Newtons method is exploited to solve eqn. (1) defining then a point on the rigid surface and the penetration \( p \) between this surface and the selected integration point \( S \). An analytical solution is possible for some surfaces – one of the important examples for further verification is the contact of a curve with a rigid cylindrical surface. Here, the rigid cylindrical surface with the radius \( R \) is given as \( r = R_C + z e_z + Re_\varphi(\varphi) \) with the normal vector \( n = e_\varphi(\varphi) \), see Fig. 2.

The distance \( p \) and thereby penetration into the cylinder is defined as

\[
p = \begin{cases} 
\| R_C - \rho_s - ( ( R_C - \rho_s ) \cdot e_z ) e_z \| - R & \text{for an outward normal} \\
R - \| R_C - \rho_s - ( ( R_C - \rho_s ) \cdot e_z ) e_z \| & \text{for an inward normal}
\end{cases}
\]  

It should be noticed that for the contact between the cylinder and a cable with a circular cross-section with radius \( R_{cable} \), the penetration is, of course, computed as \( \text{penetration} = p - R_{cable} \).

A coordinate \( z \) is used as a measure of tangential interactions for the definition of frictional interaction.
Figure 2: Contact with a rigid cylinder given by an analytical equation.

The contact integral is representing then the virtual work of contact traction along the curve $L$ and is computed numerically using the integration formula of Lobatto or Gauss type depending on modeling purposes. Thus, e.g. the part responsible only for the normal contact is represented by

$$\delta W = \int_L N \delta p ds. \quad (3)$$

For the derivation of tangent matrices results from the Curve-To-Curve contact approach, see in [3], are employed directly. Thus, the tangent matrix derived from the linearized part of eqn. (3) is given as

$$K^N = \int_L \varepsilon_r A^T [e \otimes e] A ds$$

$$+ \int_L N A^T \left\{ \frac{k \cos \varphi_1}{(1 - r k \cos \varphi)} \tau \otimes \tau - \frac{1}{r} g \otimes g \right\} A ds. \quad (4b)$$

Here, $N$ is a normal contact force, $\varepsilon_r$ is a normal penalty parameter, $e$ is a vector defining the shortest distance, $g = \tau \times e$ is an orthogonal vector, $r$ is the shortest distance between the integration point and the rigid surface, $k$ is the curvature of the curve, $\varphi$ is the angle between the normal curve vector $\nu$ and the unit vector of the shortest distance $e$ ($e = e_1$ in Fig. 1 and $e = -e_\varphi$ in Fig. 2). For all geometrical parameters see Fig. 1. $A$ is an approximation operator for the curve line. The frictional tangential force $T$ is computed
via the return-mapping algorithm. For the derivation of the tangential force $T$ and other parameters including the tangent matrices and more details see [3].

3 GENERALIZATION OF THE EULER-EYTELWEIN FORMULA INTO THE 3D CASE CONSIDERING PITCH $H$

![Diagram](image)

The equilibrium equation of the elementary part of the rope with length $ds$, see Fig. 3, is given in the following vector form

$$\frac{dR}{ds} = q$$  \hspace{1cm} (5)

The force vector $R$ can be expanded in the natural Serret-Frenet coordinate system used in the differential geometry of curves, see e.g. in [8], built by the unit tangent $\tau$, the unit normal $\nu$ and the unit bi-normal $\beta$ vectors

$$R = T\tau + N\nu + B\beta,$$  \hspace{1cm} (6)

with $T$ – a tangential force, $N$ – a normal force, and $B$ – a bi-normal force. The full derivative of the force vector includes also a part due to changing the basis vectors $\tau$, $\nu$, $\beta$ and is obtained via the Serret-Frenet formula, see e.g. in [8] and the application for this problem in [11]. Taking this formula into account, the projection of eqn. (5) onto the axes $\tau$, $\nu$, $\beta$ results then in the system of ordinary differential equations:

$$\begin{align*}
\frac{dT}{ds} + kN &= q_\tau \quad \text{equilibrium in } \tau \text{ direction} \\
\frac{dN}{ds} - kT + \kappa B &= q_\nu \quad \text{equilibrium in } \nu \text{ direction} \\
\frac{dB}{ds} - \kappa N &= q_\beta \quad \text{equilibrium in } \beta \text{ direction}
\end{align*}$$  \hspace{1cm} (7)

where $k$ is the curvature and $\kappa$ is the torsion of the curve, which are in general functions of the arc-length parameter $s$. 
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3.1 Solution of the equilibrium equation for a spiral line (helix)

Now we consider a special case with the following conditions:

(i) the rope is positioned on the rigid surface.

(ii) the rope is loaded only by tangential forces $T_0 \tau_0$ and $T_1 \tau_1$ at both ends.

(iii) the rope is beginning to slide preserving its geometrical shape, i.e. only a motion along $\tau$ is possible. Thus the form of the helix is conserved.

(iv) sliding is subjected to the Coulomb friction law such that $T(s) = \mu N(s)$, where $\mu$ is a coefficient of friction.

Thus, due to condition (iii), the first equilibrium equation in (7) is transferred into the equation of motion according to D’Alemberts principle with

$$q_\tau = -\rho \frac{\partial^2 u}{\partial t^2},$$

where $u$ is a tangential component of the displacement and $\rho$ is the linear mass density. However, equilibrium along $\nu$ and $\beta$ axis is fulfilled and we consider the absence of the distributed forces $q_\nu = 0$, $q_\beta = 0$. The problem is then described by the system of ordinary differential equations:

$$\begin{cases}
\frac{dN}{ds} - kT + \kappa B = 0 \\
\frac{dB}{ds} - \kappa N = 0
\end{cases}$$

with the following initial conditions at $s = 0$ resulting from condition (ii):

$$T(0) = T_0, \quad N(0) = N_0, \quad B(0) = 0.$$

Now, we consider a case with a constant curvature $k$ and a constant torsion $\kappa$ of the curve. This is a case of the spiral line – a helix – on the cylinder. The system of equations (9) is transformed into a single differential equation of second order by taking the derivative of the first equation in (9):

$$\frac{d^2 N}{ds^2} - k \frac{dT}{ds} + \kappa \frac{dB}{ds} = 0$$

and then using the second equation in (9) we obtain

$$\frac{d^2 N}{ds^2} - k \frac{dT}{ds} + \kappa^2 N = 0.$$
Now taking into account the sliding condition (iv) we obtain a second order differential equation:

\[ \frac{d^2 N}{ds^2} - \mu k \frac{dN}{ds} + \kappa^2 N = 0 \]  

(13)

with the initial conditions:

\[ N(0) = N_0, \quad \frac{dN}{ds}(0) = kT_0. \]  

(14)

The solution of the ordinary differential equation (13) is obtained by using the characteristic equation

\[ \lambda^2 - \mu k \lambda + \kappa^2 = 0 \]  

(15)

\[ \lambda_{1,2} = \frac{\mu k \pm \sqrt{\mu^2 k^2 - 4 \kappa^2}}{2} \]  

(16)

Depending on the determinant \( D = \mu^2 k^2 - 4 \kappa^2 \) three solutions are possible. We consider these values for the spiral line (helix). The geometrical characteristics for this line are defined as follows, see Fig. 3.
Parametrization of the spiral line (helix):

\[ r = \begin{cases} 
  R \cos \varphi \\
  R \sin \varphi \\
  \frac{H}{2\pi} \varphi + \text{const}
\end{cases}. \tag{17} \]

Within \(0 \leq \varphi \leq 2\pi\) the line is making a full turn around the \(OZ\)-axis raising by the pitch \(z = H\) with the following geometrical items: arc-length of the spiral line (helix) \(s = \sqrt{R^2 + \left(\frac{H}{2\pi}\right)^2 \varphi}, \quad \varphi \in [0, \ldots]\); curvature of the helix \(k = \frac{R}{R^2 + \left(\frac{H}{2\pi}\right)^2}\); torsion of the spiral line (helix) \(\zeta = \frac{H/2\pi}{R^2 + \left(\frac{H}{2\pi}\right)^2}\). Then positivity of the determinant can be expressed via the geometrical parameters of the helix as

\[ D \geq 0 \implies \mu k \geq 2 \zeta \implies \mu \geq \frac{H}{\pi R}. \tag{18} \]

Omitting details of transformations we discuss the expressions for the force ratio \(\frac{T}{T_0}\) for all three possible cases.

### 3.1.1 Case 1. Positive determinant \(D > 0, \mu > \frac{H}{\pi R}\)

Since with \(H = 0\) the determinant is positive \(D > 0\), then this case is representing a spiral line with a very small pitch \(H\) in comparison with the radius \(R\). The solution is given by the exponential functions as:

\[ \frac{T}{T_0} = \left(\frac{\mu k}{2\omega} \sinh \omega s + \cosh \omega s\right) \left(\frac{\mu k}{2}\right) e^{\frac{\omega}{2} s}, \tag{19} \]

with \(\omega\)

\[ \omega = \frac{\sqrt{\mu^2 k^2 - 4\pi^2 \xi^2}}{2}. \tag{20} \]

If we consider the 2D case with \(H = 0\) in eqn. (19) the classical Euler-Eytelwein for the rope on the cylinder is recovered

\[ \frac{T}{T_0} = \left[ \sinh \left(\frac{\mu \varphi}{2}\right) + \cosh \left(\frac{\mu \varphi}{2}\right)\right] e^{\frac{\mu \varphi}{2}} = e^{\mu \varphi}. \tag{21} \]
3.1.2 Case 2. Negative determinant $D < 0, \mu < \frac{H}{\pi R}$

The case is representing either a case with a spiral line with large pitch $H$, or with a small coefficient of friction. The solution is given by the trigonometrical and exponential functions:

$$\frac{T}{T_0} = \left[\frac{k \mu}{2 \tilde{\omega}} \sin \tilde{\omega} s + \cos \tilde{\omega} s\right] e^{\frac{\mu k}{2} s},$$

with $\tilde{\omega}$

$$\tilde{\omega} = \sqrt{4 \kappa^2 - \mu^2 k^2}.$$

3.1.3 Limit case 3. Determinant is zero $D = 0, \mu = \frac{H}{\pi R}$

This case can be obtained just by the limit process with $\omega \to 0$ with the solution in eqn. (19) or in eqn. (22) as

$$\lim_{\omega \to 0} \frac{T}{T_0} = \left[\frac{k \mu}{2} s + 1\right] e^{\frac{\mu k}{2} s}.$$

A numerical computation for the cases with $D > 0, D = 0, D < 0$ and the classical Euler formula with $H = 0$ is presented in Fig. 4 for the angle $\varphi \in [0, 2\pi]$. The computation is given with a coefficient of friction $\mu = 0.3$ and radius $R = 1.0$ for the following cases:

- Classical Euler case $H = 0$;
- Positive determinant $D < 0$ with $H = 0.75$
- Zero determinant $D = 0$ with $H = \mu \pi R = 0.9424$
- Negative determinant $D < 0$ with $H = 1.2$

One can see, that if the pitch $H$ is increasing then the ratio of forces $T/T_0$ is decreasing, thus, the standard 2D Euler case is representing the upper limit of the forces ratio $T/T_0$ with regard to the pitch $H$.

The derived formula is used further for the verification of the Curve-To-Rigid Surface contact algorithm.

4 APPLICATION TO KNOTS

Both the Curve-To-Curve (CTC) contact algorithm, see in [3], [7], and the developed Curve-To-Rigid-Surface (CTRS) contact algorithm are used to model the Clove-Hitch knot, see Fig. 5, presented also in [10].
The developed model allows to describe the tying-up mechanics of the Clove Hitch knot: during the tying up both loops of the knot are approaching each other. The upper loop of the knot is enforcing this motion. The knot is tying up and is not slipping because of the large frictional forces appearing between the two approaching loops.

5 CONCLUSIONS

- A special Curve-To-Rigid-Surface (CTRS) contact algorithm is developed in the current contribution based on the application of the Curve-To-Curve contact theory and Segment-To-Analytical Surface (STAS) contact algorithm.

- Rigid surfaces can be approximated with arbitrary NURBS surfaces – in this case an iterative solution of the corresponding Closest Point Projection (CPP) procedure is necessary to define the contact point as well as the penetration.

- An analytical closed form solution for the CPP procedure is possible for some simple cases e.g. for a cylinder.

- The Euler-Eytelwein problem is generalized into the 3D problem as a frictional sliding of a spiral line (helix) on a cylinder. It is shown that consideration of the pitch $H$ leads to the reduction of the force ratio $T/T_0$. The formula is used as a basis for the verification of the Curve-To-Rigid-Surface (CTRS) contact algorithm.
- The developed Curve-To-Rigid (analytical) Surface (CTRS) contact algorithm together with the Curve-To-Curve (CTC) contact algorithm is applied to study the kinematics of the tying up of the Clove Hitch knot.
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Abstract. The main objective of this paper is to evaluate the elastic input energy of unreinforced masonry structures by means of the input energy spectrum. The energy is a novel approach which allows evaluating in a global and easily way the performance of the masonry structures. Structures modeled with non frame elements require of a great number of 2D or 3D elements, thereby making the calculation of the input energy a complicated issue. In this context, a new formulation that calculates the input energy using an input energy spectrum and the balance of energy is proposed. Two examples of application of unreinforced masonry structures were considered to evaluate the input energy and compare it with the proposed formula. The formula proposed shows interesting results that allowed identify the key features of the accelerograms that influence the input energy into structures.

1 INTRODUCTION

There are several methods proposed in the literature to quantify the severity, intensity or earthquake damage potential. Currently, all terms are intended to measure the same property of the ground motion: its effect on the structure. The only observed effect of ground motion on the structure is the permanent damage, so this measure is usually assessed by the degree of correlation with the observed damage. This can lead to a mistake, because the amount of damage depends on the qualities in building on the site. For this reason, macro-seismic scale of Modified Mercalli Intensity is not a reliable measurement of destructiveness potential (Orosco and Alfaro, 2008), though it is very used to describe the distribution of damage to the affected area. A rational correlation between a measure of intensity and observed structural damage could be established only if in the affected site buildings were uniformly designed in accordance with standard building code.

Unreinforced masonry buildings are structures with a particularly complex structural behavior. This complexity is given by the mechanical properties of the masonry, specially, by
the low tensile strength of the material. Taking into account the uncertainties in the masonry, it is not easy to deal with a dynamic analysis by finite element programs, even with the current structural analysis programs. The masonry is one of the most complex materials to be represented numerically on an analytical model, due to the variability of behavior, type of material and workmanship. This characteristic of material, together with the unreinforced masonry structures are usually represented by a large number of elements, causes that a dynamic analysis utilizes high computing resources, taking several days, even weeks to be achieved (Lourenço, 2002).

Generally, most of the simplified analyses establish that the response of the structure can be calculated by considering the fundamental mode. The unreinforced masonry structures do not meet this requirement, because a single mode is not sufficient to determine an approximate response. To interpret the structure’s response, two parameters are reviewed: displacement and base shear. However, the unreinforced masonry structures exhibit the phenomenon of softening, which excludes the base shear as a reliable indicator of the structural response. In the same way, the displacement has the problem that does not reflect the overall behavior of the structure, because every part of the structure may have different values. So, it is necessary to use other parameters. In this paper, the use of the energy as the main parameter to assess the potential damage of an earthquake is proposed.

Energy is a physical quantity that can be represented by a scalar, an appropriate quantity to synthesize the behavior of the structure. The main problem lies in figuring out how the input energy is distributed into the structure. At the end of an earthquake, all the input energy must have been dissipated by the structure through some dissipation mechanism. Some energy is absorbed by the structure through elastic dissipation mechanisms, such as viscous damping, and another part is absorbed by the mechanisms of inelastic energy dissipation, which is responsible of the structural damage. Therefore, the energy of a structure will be dissipated at the end of an earthquake in some kind of energy.

This paper addresses analysis of historic structures by using the concept of energy. Both, input energy and robust models (macroelements) for masonry structures, that are currently available, can be successfully used for the analysis of historic structures. For evaluating churches, it will be necessary evaluate each macroelement that it is composed of. In this paper just macroelement façades is analyzed. Façades of two typical churches from Mexico were selected. Input energy for different earthquakes will be shown and studied.

2 DESTRUCTIVENESS POTENTIAL OF EARTHQUAKES

This section is a review of proposed parameters for evaluating the potential damage of the earthquakes. Structural seismic analysis requires that the seismic action is properly defined for the purposes of obtaining reliable results. It is common to specify such a dynamic load using response spectra or acceleration histories, according to the selected method of analysis. Idealization of the action must reflect the characteristics of motions at the site of construction. Intensity measures discussed here are evaluated considering the peak acceleration, duration of strong motion and frequency content of earthquake ground motion.
2.1 Housner intensity

Housner (1952) proposed as a measure of the intensity the area under the pseudo-velocity spectrum in the range of 0.1 to 2.5s periods, for 5% damping ratio (Eq. 1).

\[ I_H = \int_{0.1}^{2.5} S_a dT \]  

(1)

Its biggest shortcoming is the inability to consider the effect of duration of strong motion. Spectral velocity is insensitive to the duration, while the energy entered to the structure increases monotonically with duration. On the other hand, the influence of the ratio \( v/a \), or the duration of the pulse in case of impulsive excitation, is well represented by the velocity spectrum. The frequency content of the earthquake is implicitly represented by the spectral distribution of the pseudovelocity.

2.2 Arias intensity

Arias (1970) introduced the measure of the intensity of ground motion (Eq. 2) as:

\[ I_A = \frac{\pi}{2g} \int_a^t a^2(t) dt \]  

(2)

Where \( t \) is the duration of the registration of ground acceleration \( a(t) \). Arias intensity \( (I_A) \) is closely connected with the root mean square acceleration and corresponds to the area below the total energy spectrum absorbed by the system of a single degree of freedom (SDF) at the end of the earthquake excitation. The \( I_A \) is not sensitive to frequency content and long acceleration pulses of the excitation. However, the accumulated energy of \( I_A \) brings out the impulsive character of the earthquake.

2.3 Araya destructive potential

Araya and Saragoni (1985) modified the Arias intensity to take into account the frequency content (Eq. 3). Defined the destructiveness potential \((P_D)\) as:

\[ P_D = \frac{I_A}{v_0} \]  

(3)

In this expression, \( v_0 \) is the number of crossings per unit of time.

2.4 Energy dissipation Index

The parameters explained above depend only of earthquake characteristics and have implicit in the definition considerations of energy since they are directly related to the mean square acceleration. However, the structural response depends of the structural characteristics and the site where the structure is based. Therefore, damage potential indexes must considering explicitly the structural response. In view of this, Sucuoglu and Nurtug (1995) proposed an index of the destructiveness of an earthquake based on the energy dissipated by a system of one degree of freedom (Eq. 4), which is expressed as:

\[ E_I = \frac{1}{T_{\text{max}}} \int_{t_0}^{T_{\text{max}}} V_e dT \]  

(4)

\[ V_e = \sqrt{\frac{2E_d}{m}} ; \quad E_d = 2\xi\omega_n \int_0^{\gamma(t)} \dot{y} dy \]
Where $E_I$ can be interpreted as the average energy dissipated by the spectral velocity of the system equivalent to SDF subject to earthquake motions. The energy dissipated by a simple oscillator during the seismic action is sensitive to the parameters that describe dynamic characteristics of the earthquake: effective duration, peak values and frequency content. However, damage potential index is sensitive to the $v/a$, to peak values, spectral content, but does not show a direct relationship to the duration of the earthquake.

### 2.5 Some remarks of these formulae

The input energy of family of linear SDF systems can be taken as a measure of potential earthquake damage. An attempt was make to consider the hysteretic energy dissipation to measure the intensity of the earthquake, but that is only true to quantify structural damage but not the damage potential of earthquake. The damage potential is the ability of the seismic excitation to cause damage, while the damage does depend heavily on structural characteristics. Seismic excitation with a given damage potential may cause different levels of damage on different systems, depending on the structural characteristics of the system. When using the input energy all the energies are included into, so that is the reason for proposes a formula to evaluate input energy. Additionally, the input energy combines the structural and earthquake characteristics.

### 3 NEW FORMULATION TO ASSESS THE EARTHQUAKE DEMAND

A new formulation is proposed to assess the damage seismic potential and to know the demand imposed on the structure. This equation expresses the balance of energy of the structure and allows us to interpret their earthquake demand from the concept of energy. The equation governing a SDF system subject to a horizontal seismic ground motion comes from the dynamic equilibrium equation, as shown in Equation 5.

\[ m \ddot{x}(t) + c \dot{x}(t) + kx(t) = -ma_g(t) \]  

Where $m$ is the mass; $c$ the damping; $k$ the stiffness of the system; $\ddot{x}(t)$, $\dot{x}(t)$, $x(t)$ are the acceleration, velocity and relative displacement, respectively; $a_g(t)$ is the ground acceleration. If equation 5 is multiplied by the differential increment of relative displacement $dx$ (or $\dot{x}dt$) and integrating it throughout the duration of earthquake $(0, t)$, it is obtained a equation, which contains the integrated or cumulative vibration and represents the energy balance (Akiyama, 2003). The energy balance of SDF system for a given time $t$ is,

\[
\int_0^t m \ddot{x} \dot{x} dt + \int_0^t c \dot{x}^2 dt + \int_0^t k \dot{x} \ddot{x} dt = \int_0^t -ma_g \dot{x} dt
\]

\[ W_0(t) + W_d(t) + W_e(t) = E(t) \]

Where $E$ (input energy) is the work imposed by the dynamic forces at time $t$, $W_{ek}$ the kinetic energy, $W_{dd}$ the energy of dissipation by damping and, $W_{es}$ the elastic strain energy.

On the range of periods ranging from 0.2 to 5.0s, the relative input energy values are quite similar to the values of absolute input energy (Uang and Bertero, 1990). Therefore, it is no necessary for any differentiation between both energies. The input energy in the elastic range for a SDF can be calculated by adding the input energy contribution of each mode of vibration, for example for the mode 1, then,
Where $C_{ij}$ can be interpreted as the average energy dissipated by the spectral velocity of the system equivalent to the seismic action. The energy dissipated by a simple oscillator during the seismic action is sensitive to the parameters that describe dynamic characteristics of the earthquake: effective duration, peak values and frequency content. However, damage potential index is sensitive to the spectral content, to peak values, but does not show a direct relationship to the duration of the earthquake.

2.5 Some remarks of these formulae

The input energy of family of linear systems can be taken as a measure of potential earthquake damage. An attempt was made to consider the hysteretic energy dissipation to measure the intensity of the earthquake, but that is only true to quantify structural damage but not the damage potential of earthquake. The damage potential is the ability of the seismic excitation to cause damage, while the damage does depend heavily on structural characteristics. Seismic excitation with a given damage potential may cause different levels of damage on different systems, depending on the structural characteristics. When using the input energy all the energies are included into, so that is the reason for proposes a formula to evaluate input energy. Additionally, the input energy combines the structural and earthquake characteristics.

3 NEW FORMULATION TO ASSESS THE EARTHQUAKE DEMAND

A new formulation is proposed to assess the damage seismic potential and to know the demand imposed on the structure. The equation expresses the balance of energy of the structure and allows us to interpret the earthquake demand from the concept of energy. The equation governing a system subject to a horizontal seismic ground motion comes from the dynamic equilibrium equation, as shown in Equation 5.

\[ \sum_{i=1}^{M} \left( \int_0^t m_i \dddot{x}_i \, dt + \int_0^t 2m_i \dddot{x}_i \, dt + \int_0^t m_i \dddot{x}_i \, dt \right) = \sum_{i=1}^{M} \int_0^t m_i a_g \dddot{x}_i \, dt \]  

(7)

When the structure is composed of several degrees of freedom, by adding the energy of each node, the total energy of the system is obtained (Eq. 8).

\[ \sum_{i=1}^{M} \left( \int_0^t m_i \dddot{x}_i \, dt + \int_0^t 2m_i \dddot{x}_i \, dt + \int_0^t m_i \dddot{x}_i \, dt \right) = \sum_{i=1}^{M} \int_0^t m_i a_g \dddot{x}_i \, dt \]

(8)

Where $E_{ti}$ is the total input of energy multi-degree of freedom system, $\xi$ is the damping ratio or fraction of critical damping, and $\omega$ is the natural circular frequency of vibration. Substituting the modal expansion of the displacement ($T \phi \ddot{q}$), the velocity ($T \phi \dot{q}$) and the acceleration ($T \phi q$) of each mode, we have the following general equation to determine the input energy for a structure that behaves in the elastic range:

\[ E_{ti} = \sum_{i=1}^{M} \sum_{l=1}^{N} \left( \int_0^t m_{il} \dddot{x}_{il} \, dt + \int_0^t 2m_{il} \dddot{x}_{il} \, dt + \int_0^t m_{il} \dddot{x}_{il} \, dt \right) = \sum_{i=1}^{M} \sum_{l=1}^{N} \int_0^t m_{il} a_g \dddot{x}_{il} \, dt \]

(9)

Grouping common terms and using the orthogonality properties of natural modes,

\[ E_{ti} = \sum_{i=1}^{M} \sum_{l=1}^{N} m_{il} \phi_{ii}^2 \Gamma_j^2 \left( \int_0^t \dddot{x}_{il} \, dt + \int_0^t 2 \dddot{x}_{il} \, dt + \int_0^t \dddot{x}_{il} \, dt \right) = \sum_{i=1}^{M} \sum_{l=1}^{N} m_{il} \Gamma_j^2 \int_0^t \dddot{x}_{il} \, dt \]

(10)

Where $E_{ti}/M$ is the total input energy normalized respect to the mass of (MDF) system. $\phi_{ij}$ are the generalized modal coordinates of each node, $\Gamma$ is the participation factor, and $E(T_j)$ is the spectral input energy of a SDF system for each period $T_j$. Equation 10 and 11 determine the elastic energy input from modal dynamic characteristics of the structure.

Should be noted that the equations 10 and 11 are applied along the earthquake acts, this means that, if it is necessary to calculate the input energy to an earthquake applied in the direction "X", modal coordinates and participation factors are used of the direction "X". Likewise, along the direction "Y" and "Z". When apply two accelerograms simultaneously in different directions, it is necessary calculates the input energy for each direction and sum both to obtain the total input energy.
4 NUMERICAL EXAMPLES

The churches built in Mexico during the Colonial Era, between the 16th and 18th centuries, are typical structures of unreinforced masonry. These buildings vary in size and in architectural style; however, it is possible to find a general basic typologies. An important factor which influenced the architectural style was the experience of the ancient builders due to the seismic activity of the country. Generally, in the Pacific's coast and more specifically in the State of Oaxaca, the recurrent destruction of the first constructions caused an evolution of the churches towards edifications of not much height, with big buttresses and little outer ornamentation. By this reason, the churches of Oaxaca are rectangular, with one nave. On the other hand, regions where the seismic activity is smaller, the churches remained higher and slender. It is the reason the churches of the State of Puebla are bigger, with a plant of Latin cross. Both churches have a simple façade that has attached one or two small towers.

The façades are one of the most vulnerable parts of the churches due to the bell towers and their belfries. Hence, this section presents the analysis of two façades. These models do not belong to any particular church but are representative of the global features of churches in both states. Both façades were analyzed applying different earthquakes of significant magnitude that occurred worldwide in different dates. The structural analysis program SAP2000 was used to obtain the input energy of models and compare them with the proposed formula.

4.1 Models for analysis

Two finite element models were performed; which correspond to the typical churches of the states of Oaxaca and Puebla (Fig. 1). Geometrically, the façade of Oaxaca’s church has a lower height than Puebla’s. Other important difference that stands out is the height of the towers of the façade of Puebla. The towers are relatively higher compared to the central part of the façade. The finite element model of Oaxaca's façade has 1002 elements and 2204 degrees of freedom, whereas the Puebla's façade has 1578 elements and 3482 degrees of freedom. The mechanical characteristics of the masonry material are: Elasticity’s modulus = 1962 MPa; mass density = 1600 kg/m3; Poisson’s ratio = 0.20.

![Figure 1: Dimension and finite element models of façades; State of Oaxaca (left), and Puebla (right).](image-url)

Table 1 shows the modal characteristics of both façades. The Oaxaca's façade have a
fundamental period lesser than Puebla's façade, but both have approximately equal participating mass ratios (Mass %). Considering only ten modes, mass percent is 90.73 to Oaxaca and 91.34 to Puebla. It is necessary to indicate that considering only the first mode, the response of facades will be not approximated. This shows that both facades are different in modal characteristics. Analyses of both façades showed the influence of the modal characteristics in the input energy.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Period</th>
<th>MPF</th>
<th>Mass (%)</th>
<th>Period</th>
<th>MPF</th>
<th>Mass (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.12016</td>
<td>16.2058</td>
<td>61.43</td>
<td>0.26563</td>
<td>26.1514</td>
<td>61.95</td>
</tr>
<tr>
<td>2</td>
<td>0.08352</td>
<td>0.0002</td>
<td>0.00</td>
<td>0.17979</td>
<td>0.00012</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.05939</td>
<td>8.8028</td>
<td>18.13</td>
<td>0.13182</td>
<td>15.1881</td>
<td>20.90</td>
</tr>
<tr>
<td>4</td>
<td>0.04417</td>
<td>0.0036</td>
<td>0.00</td>
<td>0.08989</td>
<td>0.00012</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>0.04145</td>
<td>3.9645</td>
<td>3.68</td>
<td>0.08149</td>
<td>7.1166</td>
<td>4.59</td>
</tr>
<tr>
<td>6</td>
<td>0.03480</td>
<td>0.0068</td>
<td>0.00</td>
<td>0.05256</td>
<td>0.0001</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>0.02823</td>
<td>0.0045</td>
<td>0.00</td>
<td>0.04719</td>
<td>4.2646</td>
<td>1.65</td>
</tr>
<tr>
<td>8</td>
<td>0.02462</td>
<td>5.6116</td>
<td>7.37</td>
<td>0.04637</td>
<td>0.0010</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>0.02131</td>
<td>0.7029</td>
<td>0.12</td>
<td>0.03953</td>
<td>4.9854</td>
<td>2.25</td>
</tr>
<tr>
<td>10</td>
<td>0.02029</td>
<td>0.0005</td>
<td>0.00</td>
<td>0.03894</td>
<td>0.0003</td>
<td>0.00</td>
</tr>
</tbody>
</table>

4.2 Earthquakes

The façades were analyzed by applying the earthquakes of different sites of the world. Table 2 summarized the earthquake characteristics. These earthquakes differ in terms of location, magnitude, duration and peak ground acceleration.

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Site registration</th>
<th>Duration (s)</th>
<th>PGA (m/s²)</th>
<th>Magnitude</th>
<th>Event</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oax990615</td>
<td>Oaxaca</td>
<td>70.00</td>
<td>1.07</td>
<td>6.5</td>
<td>Puebla</td>
<td>15-VI-1999</td>
</tr>
<tr>
<td>Oax990930</td>
<td>Oaxaca</td>
<td>50.00</td>
<td>1.86</td>
<td>7.5</td>
<td>Oaxaca</td>
<td>30-IX-1999</td>
</tr>
<tr>
<td>Pue990615</td>
<td>Puebla</td>
<td>47.50</td>
<td>1.95</td>
<td>6.5</td>
<td>Puebla</td>
<td>15-VI-1999</td>
</tr>
<tr>
<td>Pue990930</td>
<td>Puebla</td>
<td>100.00</td>
<td>0.42</td>
<td>7.5</td>
<td>Oaxaca</td>
<td>30-IX-1999</td>
</tr>
<tr>
<td>Gem760915</td>
<td>Gemonia</td>
<td>9.50</td>
<td>6.23</td>
<td>6.5</td>
<td>Friuli</td>
<td>15-IX-1976</td>
</tr>
<tr>
<td>Kob950116</td>
<td>Kobe</td>
<td>20.00</td>
<td>5.87</td>
<td>6.9</td>
<td>Kobe</td>
<td>16-I-1995</td>
</tr>
<tr>
<td>Set850918</td>
<td>SCT. D.F.</td>
<td>90.00</td>
<td>1.75</td>
<td>8.1</td>
<td>Michoacan</td>
<td>18-IX-1985</td>
</tr>
<tr>
<td>Stu760506</td>
<td>Storno</td>
<td>45.00</td>
<td>3.22</td>
<td>6.5</td>
<td>Friuli</td>
<td>6-V-1976</td>
</tr>
<tr>
<td>Tol760506</td>
<td>Tolmezzo</td>
<td>12.00</td>
<td>2.89</td>
<td>6.5</td>
<td>Friuli</td>
<td>6-V-1976</td>
</tr>
<tr>
<td>Bol991211</td>
<td>Bolu</td>
<td>16.00</td>
<td>8.07</td>
<td>7.3</td>
<td>Turkey</td>
<td>11-XII-1999</td>
</tr>
</tbody>
</table>

These accelerograms have different features that allow reviewing their influence on the structures. Some are very similar in time and other in acceleration. The largest peak ground acceleration is from Turkey, but it has shortest duration, compared to the rest of the earthquakes, that mean it is an impulsive earthquake motion. On the other hand, the
Pue990930 earthquake has longest duration, but the peak ground acceleration is lower.

4.3 Analysis and earthquake evaluation

Figure 2 shows the energy spectra for different earthquakes used. It can be seen for long-period structures, the SCT850918 earthquake demand much more energy than other earthquakes. This is consistent with the damage observed in 1985 in Mexico City, where the period of the structures was amplified by the soil type where they are built. Gem760915, Kob950116 and Bol991211 earthquakes are demanding greater energy for low-periods buildings (0.6-1.0s). Coincidentally these earthquakes also have the largest ground acceleration. Bol991211 earthquake motion has a longer duration and higher acceleration than the Gem760915 and Kob950116 earthquakes, but as it can see in Figure 2, it demanded less energy. This indicates that the duration and maximum ground acceleration are not parameters that dominated at all the energy input of structures. Fundamental periods is plotted to locate the energy demand on the façades, according the figure 2 (left) this would not have a high energy demand for any earthquake. The figure 2 (right) display a close up of the spectra that shows the location of both fundamental periods.

![Figure 2: Spectra’s input energy of earthquakes (left), figure amplification (right).](image)

Figure 3 shows, as an example, the energy of the earthquake in Bol991211 obtained with SAP2000 analysis program and the energy obtained with the proposed formula. The energy is not normalized, because the SAP2000 analysis program gave no normalized energies. As can be seen in the figure 3 the energy calculated with the formula 10 is near to the energy obtained with the SAP2000. It should be appreciated that the formula gives the energy at the end of the earthquake. The history of earthquake input energy shows a peak value around the 6s, which is slightly larger than the final input energy, the formula do not reflect those peaks. However, this increase is produced by the strain energy which is recoverable when elastic, but when the behavior is inelastic, peak strain energy is converted into hysteretic energy and reflected at the end of the duration of earthquake. The advantage of the formula is that it is possible to know the input energy at the end of earthquake duration, including all type of energies. Moreover, the formula can exclude the influence of mass; the normalized energy can be converted into equivalent velocity (Sucuoglu and Nurtug, 1995).
Figure 2 shows the energy spectra for different earthquakes used. It can be seen for long-period structures, the SCT850918 earthquake demand much more energy than other earthquakes. This is consistent with the damage observed in 1985 in Mexico City, where the period of the structures was amplified by the soil type where they are built. Gem760915, Kob950116 and Bol991211 earthquakes are demanding greater energy for low-period buildings (0.6-1.0s). Coincidentally these earthquakes also have the largest ground acceleration. Bol991211 earthquake motion has a longer duration and higher acceleration than the Gem760915 and Kob950116 earthquakes, but as can see in Figure 2, it demanded less energy. This indicates that the duration and maximum ground acceleration are not parameters that dominated the energy input of structures. Fundamental periods is plotted to locate the energy demand on the façades, according to the figure 2 (left) this would not have a high energy demand for any earthquake. The figure 2 (right) display a close up of the spectra that shows the location of both fundamental periods.

Figure 3: Comparison between energy obtained with the proposed formula and the SAP2000 software

Figure 4 shows the energy demand for both façades, obtained with the proposed formula. The highest energy demand was caused by the Oax990930 earthquake. On the other hand, the Sct850918 earthquake demands lowest energy. The Oax990930, Pue990615, Gem760915 and Bol991211 earthquakes had higher destructiveness potential on the Oaxaca’s façade. The Oax990615, Pue990930, Kob950116, Sct850918, Stu760506 and Tol760506 earthquakes demand high energy to Puebla’s façade. According to results and the earthquake magnitude (Table 2), there are no relation between input energy and earthquake magnitude. All of them have an approximated magnitude of 7.5, but the input energies are not approximated. Table 3 shows the comparison between both input energies. The error between the SAP2000 program and the formula is in the range 0 to 10%. Energies obtained with the code SAP2000 were always bigger than the formula. Because the formula considers only the 90% of the mass of
the structure at take into account only ten modes. However, the results between both were very approximate and can be considered equal. It is clear that taking more modes in the calculations, the error will tend to zero.

Table 3: Comparison of input energy

<table>
<thead>
<tr>
<th>Case</th>
<th>Formula</th>
<th>Sap2000</th>
<th>Error (%)</th>
<th>Formula</th>
<th>Sap2000</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oax990615</td>
<td>4.01</td>
<td>4.10</td>
<td>2.20</td>
<td>76.17</td>
<td>76.61</td>
<td>0.57</td>
</tr>
<tr>
<td>Oax990930</td>
<td>21.96</td>
<td>22.87</td>
<td>3.98</td>
<td>94.70</td>
<td>96.20</td>
<td>1.56</td>
</tr>
<tr>
<td>Pue990615</td>
<td>3.69</td>
<td>3.78</td>
<td>2.38</td>
<td>84.60</td>
<td>85.04</td>
<td>0.52</td>
</tr>
<tr>
<td>Pue990930</td>
<td>0.14</td>
<td>0.14</td>
<td>0.00</td>
<td>4.90</td>
<td>4.93</td>
<td>0.61</td>
</tr>
<tr>
<td>Gem760915</td>
<td>11.16</td>
<td>11.43</td>
<td>2.36</td>
<td>130.81</td>
<td>131.57</td>
<td>0.58</td>
</tr>
<tr>
<td>Kob950116</td>
<td>5.55</td>
<td>5.99</td>
<td>7.34</td>
<td>163.63</td>
<td>166.48</td>
<td>1.71</td>
</tr>
<tr>
<td>Sct850918</td>
<td>0.07</td>
<td>0.07</td>
<td>0.00</td>
<td>3.25</td>
<td>3.29</td>
<td>1.22</td>
</tr>
<tr>
<td>Stu760506</td>
<td>9.32</td>
<td>9.51</td>
<td>2.00</td>
<td>202.86</td>
<td>204.00</td>
<td>0.56</td>
</tr>
<tr>
<td>Tol760506</td>
<td>2.72</td>
<td>2.77</td>
<td>1.81</td>
<td>89.94</td>
<td>90.40</td>
<td>0.51</td>
</tr>
<tr>
<td>Bol991211</td>
<td>6.67</td>
<td>6.84</td>
<td>2.49</td>
<td>106.27</td>
<td>106.86</td>
<td>0.55</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

A novel formula to assess the destructiveness potential of earthquakes by using the input energy was proposed. It is very easy to calculate the maximum energy input with the proposed formula, because only needed the modes of vibrating of the structure and the energy spectrum.

The results showed that an earthquake not have the same destructiveness potential for two different structures. The duration and maximum acceleration of an earthquake are not parameters that dominate at all the energy input of structures. In general, the proposed formula to calculate the input energy gave a much better approximation than the modal time-history analysis. The proposed formula to calculate the input energy is only valid for the linear elastic range, since the formula does not include damage and elastic energy spectrum is used.
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Abstract. This work is a comparative between stress and strain results obtained from Minor Destructive Tests (MDT) for several load tests on a sandstone masonry wall performed in laboratory, and the numerical results obtained from finite element models, in order to draw conclusions about the challenges and kindness of the experimental technique employed. Laboratory tests correspond to simple flat jack tests performed on a masonry wall. In regard to the model, a macromodel has been used, assuming it consists of a single isotropic material with elastic behavior, pretending to be a first approximation from which the results can be refined. The parameters characterizing the material have been taken from laboratory results obtained from double flat jack tests. It is therefore a two-way analysis, where laboratory results are compared with those obtained from numerical calculation, and these, in turn, are fed with previous results.

By numerical modeling we obtain the stress distribution on the wall, resulting, first, from the load application, and after, induced by the pressure on the flat jack. Thus, we can compare the stress distribution resulting from the application of the load with the values obtained from the simple flat jack tests to validate them, and then study the evolution of stress and strain the wall during the test in order to achieve a better understanding of the process.

1 INTRODUCTION

The purpose of this work is to do a comparison between the experimental results obtained in the laboratory, concerning the state of stress and deformations of a masonry wall, and the theoretical ones, obtained from numerical modeling. The laboratory tests carried out were part of the Doctoral Thesis “Theoretical - Experimental Research about Minor Destructive Tests (MDT) applied to the Mechanical on-site Characterization of Historical Masonry Structures” [1].

For this, the study is focused on a masonry wall modeling the simple flat jack tests [2], [3], [4], [5], [6], [7].

With this aim, a macromodel of the wall has been used, assuming it consists of a single homogeneous material [9], [10], [11]. The parameters characterizing the material have been obtained, in turn, from the laboratory results from the double flat jack test. It is therefore an
analysis, bidirectional, in which laboratory records are compared with those obtained from numerical calculation, and these, in turn, fed with previous results.

2 TEST DESCRIPTION

The simple flat jack test, whose results are intended to be validated in this study, consists of a minor destructive test to obtain an approximate stress distribution in a structural element. To do this, the steps are:

- Mark on the wall two rows of control points. Measure the distance between them.
- Make a groove on the wall in the middle plane between the two rows of the control points.
- Measure the new distance between points (which will be closer after the groove’s execution).
- Introduction of the flat jack in the groove and pressure’s applying.
- Measure the distance between the points of control until it recovers the initial.

According to the test’s methodology, the pressure applied on the flat jack at the moment in which the distance between the control points is recovered can be related with the existing stress on the wall before the test.

For this study, this test has been reproduced in the laboratory by applying a vertical load on a masonry wall. In Figure 1 some photographs of the test developed are shown.

| General view of the masonry wall. | Measure of the initial distance between the control points. |
3 INITIAL DATA

To model the behavior of the wall it has been considered that it consists of a single linear material behavior, elastic and isotropic. This has been defined by the values of the Modulus of Elasticity (E) and Poisson's ratio (ν) obtained in the laboratory from double flat jack tests performed in the sandstone masonry. The values used in the calculation are:

\[ E = 3,11 \times 10^9 \, \text{N/m}^2 \]
\[ \nu = 0.19 \]

The density (ρ) was estimated from a specimen of sandstone, which dominates the wall material under study. The value obtained was:

\[ \rho = 2227 \, \text{kg/m}^3 \]
The loads considered have been the weight of the wall and the load applied on the upper side of the wall. To determine the weight, the value of the density referenced was taken, and to determine the vertical load it was taken into account the load supplied by the hydraulic jacks and the beam’s weight that is used for a better distribution of loads. With the addition of these values the load applied is:

\[ P = 90.430.4 \text{ kp} = 904.304 \text{ N} \]

With this load it results the following pressure applied on the upper side of the wall:

\[ p = 2.917.109.68 \text{ N/m}^2 \]

4  CALCULATION METHODOLOGY

For the numerical modeling of the experiments conducted in the laboratory, the program used has been ANSYS v11 [8].

The first step given was to define a model with the geometry of the masonry wall tested in laboratory whose main dimensions are shown in Figure 2.

![Figure 2. Wall’s geometry (cm).](image)

The next step was to define a space discretization which consists on dividing the solid wall in elements within the different parameters are evaluated (stresses, displacements, etc). The element’s types used were SOLID45, when the discretization is performed with hexahedral elements, and type SOLID92 for tetrahedral elements. In both cases these elements are three dimensional, whose degrees of freedom correspond to the movements in three directions at each of its nodes (UX, UY, UZ).

As boundary conditions, it is considered coerced the displacement in the three directions on the base of the wall.

With these considerations three different approximations have been developed. A first one considering a hexahedral groove covering the entire wall’s wide, a second one considering the real groove and jack’s shape with the jack’s pressure applied on all its surface and a third one considering the jack’s pressure applied only on a fraction of its surface.

In Figure 3 images of the models used are shown. The first model was used in the first calculation (considering a hexahedral groove) and the second one for the other two
(considering the real shape of the groove). The real shape for the groove and for the flat jack was obtained after the laboratory test, removing the upper part of the wall marking the outline of both the groove and the flat jack. In Figure 4 these outlines are represented.

In the three cases the steps given have been the followings:
- Obtaining the stress distribution after the application of the load on the upper face of the wall.
- Implementation of the groove (by removing the corresponding elements).
- Flat jack’s pressure application by steps.
- Stress and strains’ distribution for each pressure step.
- Comparison between the results obtained from the numerical calculations and the ones obtained in laboratory.

Each of these steps will be described in detail in the next sections.

Figure 3. Models used for the calculations.

Figure 4. Groove and flat jack’s outlines.
5 INITIAL STRESS DISTRIBUTION

As explained above, the first step given was to obtain the stress distribution after the load’s application in order to know, before the calculation, the approximate result we should arrive to. The results obtained are shown graphically in Figure 5.

Figure 5. Stress distribution after the load’s application.

From the calculations done we obtain that the approximate stress at the groove’s height is $24.0 \times 10^5$ N/m$^2$. According to the test methodology, this value should be similar to the pressure applied to the flat jack for which the distance between the control points is recovered.

6 IMPLEMENTATION OF THE GROOVE

In the calculations the implementation of the groove consists on the elimination of the elements corresponding to its volume. With this, we obtain a new stress distribution and a vertical displacements distribution in which we can appreciate the decrease in the distance between the control points.

In Figure 6 we represent the stress distributions for the two models used, once the elements of the groove have been removed, and in Figure 7 the distributions for the vertical displacements.
7 PRESSURE’S APPLICATION AND STRESS DISTRIBUTIONS OBTAINED

In the next calculation’s steps given, a pressure is applied on the flat jack’s surfaces. In these steps is when the differences between the three calculations done are more obvious. In the first one the pressure is applied in a hexahedral surface which covers all the wall’s wide, in the second one the pressure is applied only in the surface that corresponds to the real shape of the flat jack, and at last, in the third calculation, the pressure is applied in a portion of this surface which corresponds to an approximation of the contact surface obtained in the laboratory tests. In Figure 8 the area of the pressure’s application is represented for each case.
For the third case, the surface in which the pressure is applied was obtained from the laboratory test, placing a tracing sheet on the flat jack so that the pressure’s surface would be represented on it. In Figure 9 we can see the area used for this calculation.

For these three different hypotheses we have obtained the stress distributions for two flat jack’s pressures: one corresponding to the initial stress obtained at the groove’s height (24,0.105 N/m²), which should be the value for which the distance between the control points should be restored (Step 9); and other corresponding to the real pressure for which this distance coincides with the initial one measured (Step 10).

In Figure 10 the results for the stress distributions in each case are shown.
Analyzing the different figures, we can notice that for Step 9, the stress distribution in the first and second calculations is similar to the initial one, even if the distance between the control points is not completely recovered. It doesn’t occur the same in the third case, in which an area with tensile stresses appear around the groove.

In what concerns to Step 10, results for the first and second calculations are closer although it should be noticed a compression area around the groove, due to the pressure applied with the flat jack, bigger, and therefore less realistic, in first calculation. Again the stress distribution obtained with the third calculation doesn’t reproduce the expected behavior of the wall during the test.
8 COMPARISON BETWEEN EXPERIMENTAL AND NUMERICAL RESULTS

In the test carried out in laboratory, the resulting stress was $34.9 \times 10^5$ N/m$^2$, value higher than the theoretical one expected ($24.1 \times 10^5$ N/m$^2$). Comparing it with the results obtained from the numerical simulation, we can conclude that the first approximation gives us a very similar value ($35.1 \times 10^5$ N/m$^2$) so it could be used to get a sufficiently accurate result.

However, the second calculation carried out gives us a nearest result to the theoretical one ($30.1 \times 10^5$ N/m$^2$).

The third calculation is not useful to simulate the test as it considers an area in which the pressure is applied too small to reproduce the real behavior of the wall during the test.

9 CONCLUSIONS

After all the calculations done, we can conclude that the simple flat jack test gives a reasonable result for the stress level in a masonry wall.

In what concerns to the numerical simulation, the results are also sufficiently. Anyway, it is important to emphasize that the calculation carried out is a first approach, having used a macromodel and considering an isotropic material with linear elastic behavior. It is expected that considering plastic behavior, nonlinearity and anisotropy, would improve the accuracy of the results achieved.

Even if the results obtained are not exactly the existing ones, we should not forget that the objective of this type of test is to obtain an order of magnitude of the stress situation of the wall with the least destructive testing possible, without considering it necessary, in general, to get the exact value of the stress at one point.

It is remarkable that in onsite tests the results would be even more accurate, taking into account that effects due to boundary conditions, as the size of the wall, disappear in a real wall.
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Abstract. In this work we investigate the seismic strength, behavior, and performance of the hybrid masonry structural system. The computational modeling efforts aim to characterize the inelastic behavior of hybrid masonry panels. In particular, we study the influence of the boundary conditions (gap or no gap, reinforced or bearing contact zone), the story shear, overturning moment, and the influence of the panel aspect ratio.

Several computational models with various levels of complexity are used in our study in an effort to identify the simplest model capable of capturing the salient features of these structural systems. A non-linear (plastic) constitutive model for the simulation of masonry is considered; this constitutive model is coupled with a damage mechanics model to simulate both the inelastic deformation of masonry in normal compression and tension and the damage due to cracking and micro-cracking.

In what we call type I hybrid masonry, the masonry does not make direct contact with the beams or columns of the steel frame. The frame and the masonry are connected only through connector plates. The hybrid masonry provides many advantages, such as improving the resistance to seismic loads, impeding the extent of the damage in the masonry and so on. There is no gap between beam and masonry for Type II, so the masonry shares the gravity load with the steel frame and benefits from the vertical compression. Type III is an extension of Type II systems with the addition of connectors along the sides of the panel, which resist vertical shear forces. For Type II and Type III hybrid masonry, because the beam is in contact with the masonry, another very important aspect needs to be considered for the numerical simulation: we require a contact formulation capable of modelling the transfer of normal and tangential forces between steel and masonry.

Preliminary computational results are presented in this paper that will be in the future correlated with laboratory test results from the large-scale tests done at the University of Illinois at Urbana Champaign.
1 INTRODUCTION

Reinforced masonry panels can be designed as stiff, strong and ductile panels, interacting with the surrounding steel frame to resist lateral seismic forces. In the hybrid masonry structural system, the panels are not only used to provide spatial functionality in a building, but they also be enhance the seismic performance. This structural system is designed in such a manner that steel frames are attached to masonry panels and will transfer part of the loading (e.g., gravity forces, story shears and overturning moments) to the masonry. The panel itself can be reinforced with horizontal and vertical bars. In what we call type I hybrid masonry, the masonry does not make direct contact with the beams or columns of the steel frame. The frame and the masonry are connected only through connector plates.

The hybrid masonry system improves the resistance to seismic loads and limits the extent of the damage. Because of the panel reinforcement, the deformation in the masonry is small. Two other systems, designated as Type II and Type III may be considered. There is no gap between beam and masonry for Type II, so the masonry share the gravity load with the steel frame and benefits from the vertical compression. Type III is an extension of Type II systems with the addition of connectors along the sides of the panel, which resist vertical shear forces. For the simulation of Type II and Type III hybrid masonry, due to the transmission of forces between the steel frame (beams) and the masonry panels through direct contact, a formulation capable of modelling the transfer of normal and tangential forces between steel and masonry needs to be considered for the numerical simulation.

For the numerical simulation we use FEAP [1], an open source finite element code, which provides a framework for finite element simulations; specific constitutive models and solution schemes are included via user functions. The formulations used in this study are a mix of FEAP original elements and user routines.

The rest of this paper is organized as follows: In the next section we briefly introduce various computational models that will be utilized in our study. The following section then introduces some preliminary numerical simulations. Through several parametric studies we investigate the influence of nonlinearity, of damage and of panel aspect ratio on the transfer of loads between the frame and the panel. The paper concludes with a summary of the important features of computational models for hybrid masonry, a discussion of the influence of nonlinearities and damage on the distribution of loads between the frame and the panels and a discussion of future work.

2 COMPUTATIONAL FRAMEWORK

An isotropic model is used to describe the linear elastic constitutive behavior of the steel frame. The formulation can account for shear deformation. Extensions to large deformations are also available (with or without shear effects). Through the built-in FEAP elements, we also have access to a more complex model for the frame that includes
plasticity and also accounts for geometric nonlinearities. For this option the inelastic behaviour is accounted for in the bending and axial effects but the element retains elastic response in the transverse shear terms.

The masonry panels are modeled with 2D plane strain or plane stress continuum elements. Constitutive models ranging from linear elasticity to large deformation plasticity are considered. The damage and the plastic deformation effects are included in a homogenized framework. From a numerical implementation point of view, the standard predictor corrector approach is used. In a first step, an elastic predictor is calculated. Then a plastic corrector is used to obtain the stress by an implicit Euler backward integration scheme. The stress can be expressed \[2\] as

\[
\sigma_{n+1} = \sigma_n + D(\Delta \epsilon_{n+1} - \Delta \epsilon^p_{n+1}) = \sigma_{trial}^{n+1} - \Delta \lambda_{n+1} D \frac{\partial g}{\partial \sigma}|_{n+1},
\]

where subscripts indicate the step number, \(\sigma\) and \(\epsilon\) are the stress and strain tensors, \(\Delta \lambda\) is the increment of the plastic multiplier rate, and \(g\) is the plastic potential. Considering the additional equation enforcing the yield condition, we have a system of nonlinear equations having as unknowns the stress and the plastic multiplier rate that can be solved at every integration point using a local Newton-Raphson iteration. Different plastic potentials can be used to model masonry, such as the J2 or Mohr-Coulomb flow rule [2, 3].

Due to the brittle behavior of masonry, the computational framework should also include a damage mechanics model to simulate both the inelastic deformation of masonry in normal compression and tension and the damage due to cracking and micro-cracking. An effective simulation of the progressive deterioration of the mechanics properties of masonry panels under increasing loading can be obtained in the conventional framework of continuum damage mechanics. For this study, a scalar damage model is adopted with a single parameter, the damage coefficient \(d\) used to evaluate the effective stress \(\sigma_d = (1 - d)\sigma\) (where \(\sigma_d\) is the stress in the damaged configuration, and \(\sigma\) is the stress corresponding to...
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an undamaged state). A possible expression for $d$ [4] that models the case of exponential softening is given below and requires the definition of two parameters, $\epsilon_0$, the strain at the peak stress and $\epsilon_f$ a strain parameter controlling the initial slope of the softening branch (Figure 1).

\[
d(\epsilon) = \begin{cases} 
0 & \text{if } \epsilon < \epsilon_0 \\
1 - \frac{\epsilon_0}{\epsilon} \exp\left(-\frac{\epsilon - \epsilon_0}{\epsilon_f - \epsilon_0}\right) & \text{if } \epsilon_0 < \epsilon
\end{cases}
\]

In this context, $d$ has the role of a reduction factor that accounts for the effect of damage in the material: $d = 0$, corresponds to a state where no damage is present in the material, while $d = 1$ represents a completely damaged state. In other words, $d$ can be seen as the ratio of damaged area to the total cross sectional area [5].

Figure 2: Distribution of damage in a simply supported unnotched beam subject to a concentrated load at mid span ( blue: no damage to dark red: complete damage/ crack)

Figure 2 shows the distribution of damage in a simply supported beam under a concentrated load captured with our current implementation of such formulation (using a local damage model). This implementation is used for all numerical results that include damage presented in the next section. Work is currently underway to extend this model to a nonlocal model in order to avoid the mesh size effects that are characteristic for local formulations.

In the case of the type I hybrid masonry, there is no direct contact between the masonry and the steel frame. The transmission of loads can only occur through the masonry-frame (beam) connectors in this case. Type II and III hybrid systems however, reduce or even eliminate the gaps and direct contact becomes possible. Two fundamentally different approaches can be used to model contact in the finite element framework. The traditional formulation uses the so-called node-to-surface approach where the contact constraints are enforced strongly at every node in contact. This approach is computationally efficient but numerically not very robust, in particular, in the presence of large sliding or of significant difference in the stiffness properties of the bodies in contact. An alternate approach relies on the use of a mortar formulation [6, 7]. Both formulations are available as user subroutines in our code.
3 NUMERICAL RESULTS

We present in this section some preliminary numerical results obtained for a reduced scale (1:5) model that will be used by our collaborators at the University of Illinois, Urbana-Champaign to calibrate the experimental setup for the full-scale systems testing planned for the near future. The first study that we performed investigated the effect of material and geometrical nonlinearities on the distribution of loads between the steel frame and the masonry panel. The structure presented in Figure 3 is of type I (no loads are transferred through direct contact). The connectors are in this example considered to transfer loads both vertically and horizontally. A controlled displacement loading sequence is considered. Three cases were simulated that consider different material behavior for steel and masonry: (1) linear elastic, (2) small deformation plasticity, and (3) large deformation plasticity.

Figure 3: Reduced scale model of a type I hybrid masonry wall: Geometry (left) and finite element discretization (right)
Figure 4: Overturning moment for the masonry panel

Figure 5: Ratio of overturning moment frame/masonry
Figures 5 and 4 show the total overturning moment of the masonry panel and the ratio of moments as functions of the lateral displacement at the second story beam. It is clearly seen that, while some loads are transmitted to the masonry panel in this system, there is a limited range of displacements for which the contribution of masonry in the overall behavior is significant. In the large deformation range, a significant percentage of the overturning moment has to be resisted by the steel frame. A more realistic assumption was used next, where it is assumed that the connectors transfer only horizontal loads to the masonry and that the masonry can undergo damage.

Figure 6: Ratio of overturning moment frame/masonry (left) and distribution of damage (right)

Figure 6 indicates that at relatively small lateral displacements, the ability of the masonry panel to provide resistance to the overturning moment is lost and quite rapidly the whole load needs to be supported by the frame. At this stage, we can only use such simulations for qualitative analyses since most material parameters that we used as input are approximate values for simple masonry. When experimental data will become available from the hybrid systems testing, the material parameters will be calibrated and quantitative conclusions will be drawn.

4 CONCLUSIONS

A computational framework for the analysis of hybrid masonry systems was established. The effect of nonlinearity on the structural response of a small scale hybrid masonry wall was investigated in this preliminary study. We studied both material nonlinearities (by using elasticity and plasticity models) and geometrical nonlinearities by also incorporating the effect of large deformations. The influence of damage in the masonry panel on the overall distribution of the overturning moment was investigated. The crack pattern is significantly influenced by the refinement of the mesh. Such mesh size effects associated with the use of local damage formulations require the investigation/implementation of a
nonlocal damage algorithm to alleviate the stress softening problem. Future simulations of type II and type III systems will also require use of contact formulations.
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Abstract. The paper is concerned with the development and verification of the computational algorithm enabling the progressive failure simulation that takes into account plasticity effects in addition to the damage progression to be performed for composite materials and structures.

The numerical approach is based on the combined elastoplastic damage model that accounts for the irreversible strains caused by plasticity effects and material properties degradation due to the damage initiation and development. The strain-driven implicit integration procedure is developed using equations of continuum damage mechanics, plasticity theory and includes the return mapping algorithm. A tangent operator that is consistent with the integration procedure is derived to ensure a computational efficiency of the Newton-Raphson method in the finite element analysis. The algorithm is implemented in ABAQUS as a user-defined subroutine. Prediction of the damage initiation in the laminated composite takes into account various failure mechanisms making use of Hashin’s failure criterion. The plasticity effects in composite material are modelled using the approach developed by C. T. Sun and J. L. Chen.

The efficiency of the modelling approach and computational procedure is verified using the analysis of the progressive failure of composite laminates made of carbon fibre reinforced plastic and subjected to in-plane uniaxial tensile loading. It has been shown that the predicted results agree well with the experimental data.

1 INTRODUCTION

Laminated composite materials are widely used in aerospace, civil engineering, military vehicles, marine and many other industries due to their high strength and stiffness to weight ratios, good fatigue resistance and high energy absorption capacity. In many
applications, the progressive failure analysis of composite laminates is required to predict their mechanical behaviour under various loadings.

The development of an appropriate constitutive model for fibre reinforced composite materials normally involves the consideration of their mechanical response prior to the initiation of damage, the prediction of damage initiation and the modelling of postfailure behaviour. Continuum damage mechanics (CDM) provides a tractable framework for modelling damage initiation and development, as well as stiffness degradation. It is based on mesoscale, where a laminate is regarded as consisting of orthotropic plies. Several material models using continuum damage mechanics have been reported in literature [1–6]. Most of the CDM-based material approaches are based on elastic-damage models which are suitable for modelling the mechanical behaviour of elastic-brittle composites that do not exhibit noticeable nonlinearity or irreversible strains prior to the initiation of damage development. However, they may be insufficient in describing the nonlinear or plastic behaviour that some thermoset or thermoplastic composites might exhibit under transverse and/or shear loading. For example, research undertaken by Xiao [7] shows that material models that do not take into account the plastic features of composites failures might underestimate the energy absorption capacity of composite structures.

In addition to plasticity effects, material properties deterioration under loading is another significant feature of composite laminates. Defects such as fibre rupture, matrix cracks, fibre/matrix debonding developing in a ply do not lead to the collapse of a laminate immediately as they come up. These defects can accumulate gradually within the laminates. As a consequence, the material properties degrade progressively. Thus, the consideration of postfailure behaviour is important for an accurate prediction of failure loads.

Physically, the nonlinearity and/or irreversible deformations of fibre reinforced composites stem from the various mechanisms, such as the nonlinearity of each individual constituents, damage accumulation resulting from fibre or matrix cracking, and fibre/matrix interface debonding. Drucker [8] has proposed that such micromechanical phenomena can be described macroscopically within the framework of the plasticity theory. In combined plasticity and damage theories, the plastic strain represents all the irreversible deformations including those caused by microcracks. This approach is adopted in this study using an equivalent form of Sun and Chen plastic model [9]. The Hashin’s failure criterion [10] is adopted to characterize the damage initiation and development.

Once damage initiates in the material, local stresses are redistributed in the undamaged area. As a result, the effective stresses in the undamaged area are higher than the nominal stresses in the damaged material. Plasticity is assumed to be developed in the undamaged area of the damaged material. So the effective stresses are used in the plastic model. Since the nominal stresses in the postfailure branch of the stress-strain curves decrease with the increase in strain, the use of these stresses in the failure criteria does not provide the prediction for further damage growth. Thus, the effective stresses are also applied in the Hashin’s failure criteria.
2 ELASTOPLASTIC DAMAGE CONSTITUTIVE MODEL

The constitutive model is presented for an elementary orthotropic ply and consists of a plastic part which describes the plastic behaviour of composites under transverse and/or shear loading, failure criteria that are used to predict the thresholds for damage initiation and growth, and damage evolution laws that account for the development of damage.

2.1 Stress-strain relationship

Damage affects the behaviour of fibre-reinforced composite materials considerably. Material properties, such as elastic moduli and Poisson’s ratio, degrade due to damage accumulation and growth. These effects are taken into account by introducing damage variables in the stiffness matrix using the CDM-based approaches. For example, the relation between the nominal stress and effective stress under uniaxial loading is given as

\[ \sigma = (1 - d)\bar{\sigma} \]  

where \( \sigma = P/A_0 \) is the Cauchy nominal stress (\( P \) is the normal internal force applied to the resisting surface, \( A_0 \) is the original area), \( \sigma = P/A_{\text{eff}} \) is the effective stress (\( A_{\text{eff}} \) is the effective resisting area of the damaged surface).

For composite materials exhibiting plasticity response, the total strain tensor \( \varepsilon \) is decomposed into the elastic and plastic strain parts \( \varepsilon^e \) and \( \varepsilon^p \) as

\[ \varepsilon = \varepsilon^e + \varepsilon^p \]  

where the plastic strain \( \varepsilon^p \) represents all the irreversible deformations including those caused by microcracks.

According to the continuum damage mechanics theory, the stress-strain relationships for the damaged and undamaged composite materials are written in the following forms:

\[ \sigma = S(d) : \varepsilon^e; \quad \bar{\sigma} = S_0 : \varepsilon^e \]  

where bold-face symbols are used for variables of tensorial character and symbol (:) denotes inner product of two tensors with double contraction, e.g. \( (S(d) : \varepsilon^e)_{ij} = S(d)_{ijkl}\varepsilon^e_{kl} \), where the summation convention is applied to the subscripts; \( \sigma, \bar{\sigma} \) are the Cauchy nominal stress tensor and effective stress tensor (both are the second order tensors); \( S_0 \) is the fourth-order constitutive tensor for linear-elastic undamaged unidirectional laminated composite; \( S(d) \) is the one for the associated damaged material. The explicit form of \( S_0 \) is determined by elasticity theory for orthotropic materials. The form of the \( S(d) \) adopted in this model is similar to that presented by Matzenmiller et al. [2]

\[ S(d) = \frac{1}{D} \begin{bmatrix} (1 - d_1)E_1^0 & (1 - d_1)(1 - d_2)\nu_{21}^0E_1^0 & 0 \\ (1 - d_1)(1 - d_2)\nu_{21}^0E_2^0 & (1 - d_2)E_2^0 & 0 \\ 0 & 0 & D(1 - d_3)G_{12}^0 \end{bmatrix} \]
where $D = 1 - (1 - d_1)(1 - d_2)\nu_{12}^0\nu_{21}^0$, $d_1$, $d_2$, $d_3$ denote damage developed in the fibre and transverse directions, and under shear (they are scalar damage variables that remain constant throughout the ply thickness); $E_1^0$, $E_2^0$, $G_{12}^0$ and $\nu_{12}^0$, $\nu_{21}^0$ are the elastic moduli and Poisson’s ratios of undamaged unidirectional composite laminae.

In order to track the different failure mechanisms, namely, matrix microcracking and fibre rupture developed in the composite ply under tensile and compressive stresses, the damage variables are given as follows:

$$d_1 = \begin{cases} d_{1t} & \text{if } \sigma_1 \geq 0 \\ d_{1c} & \text{if } \sigma_1 < 0 \end{cases}$$

$$d_2 = \begin{cases} d_{2t} & \text{if } \sigma_2 \geq 0 \\ d_{2c} & \text{if } \sigma_2 < 0 \end{cases}$$

where $d_{1t}$, $d_{1c}$ denote damage developments caused by tension/compression in the fibre direction, and, $d_{2t}$, $d_{2c}$ denote damage developments caused by tension/compression in the transverse direction.

It is assumed that the shear stiffness reduction results from the fibre and matrix cracking. To take this into account, the corresponding damage variable $d_3$ is expressed as:

$$d_3 = 1 - (1 - d_6)(1 - d_{1t})$$

where $d_6$ represents the damage effects on shear stiffness caused by matrix cracking.

As mentioned before, all the irreversible deformations are represented by the plastic strain $\varepsilon^p$. These effects are allowed for by the plastic model which includes the yield criterion, plastic flow rule, hardening variable flow rule, and the hardening law.

### 2.2 Plastic model

In the damaged materials, internal forces are resisted by the effective area. Thus, it is reasonable to assume that plastic deformation occurs in the undamaged area of the damaged composites. According to this, the plastic flow rule and hardening law are expressed in terms of effective stresses $\bar{\sigma}$, equivalent plastic strain $\tilde{\varepsilon}^p$, and equivalent stress $\tilde{\sigma}$, which are based on the effective stress space concept.

The plastic yield function is given by:

$$F(\bar{\sigma}, \tilde{\varepsilon}^p) = F^p(\bar{\sigma}) - \kappa(\tilde{\varepsilon}^p) = 0$$

where $F^p$ is the plastic potential; $\kappa$ is the hardening parameter which depends on the plastic deformations and is expressed in terms of equivalent plastic strain $\tilde{\varepsilon}^p$.

Due to its simplicity and accuracy, an equivalent form of the one-parameter plastic potential for plane stress condition proposed in [9] is adopted in this study to describe the irreversible strains exhibited by composites under transverse and/or shear loading:

$$F(\bar{\sigma}, \tilde{\varepsilon}^p) = \sqrt{\frac{3}{2} (\bar{\sigma}_2^2 + 2a\bar{\sigma}_3^2)} - \tilde{\sigma}(\tilde{\varepsilon}^p) = 0$$

where $a$ is a material parameter which describes the level of plastic deformation developed under shear loading compared to the transverse loading, $\bar{\sigma}_2$ is the effective stress in the
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transverse direction, $\bar{\sigma}_3$ is the effective in-plane shear stress, and $\bar{\sigma}(\bar{\varepsilon}^p)$ is the isotropic hardening law for composites materials. Selecting the plastic criterion in the form of Eq.(8) improves efficiency and accuracy of the computational algorithm.

The equivalent stress is expressed in terms of $\bar{\sigma}_2$ and $\bar{\sigma}_3$ as follows [9]:

$$\tilde{\sigma} = \left[\frac{3}{2}(\bar{\sigma}_2^2 + 2a\bar{\sigma}_3^2)\right]^{\frac{1}{2}}$$  \hspace{1cm} (9)

Assuming the associated plastic flow rule for composite materials, the plastic strain rate $\dot{\varepsilon}^p$ is expressed as:

$$\dot{\varepsilon}^p = \dot{\lambda}^p \partial_{\bar{\sigma}} F$$  \hspace{1cm} (10)

where $\dot{\lambda}^p \geq 0$ is a nonnegative plastic consistency parameter; hereafter $\partial_{x,y} = \partial y/\partial x$.

Substituting Eq.(8) into Eq.(10), the following explicit form of plastic strain rate is derived:

$$\begin{bmatrix} \dot{\varepsilon}^p_1 \\ \dot{\varepsilon}^p_2 \\ \dot{\varepsilon}^p_3 \end{bmatrix} = \dot{\lambda}^p \partial_{\tilde{\varepsilon}^p} F = \begin{bmatrix} \frac{0}{\sqrt{\frac{2}{3} \left(\bar{\sigma}_2^2 + 2a\bar{\sigma}_3^2\right)}} \\ \frac{\bar{\sigma}_2}{\sqrt{\frac{2}{3} \left(\bar{\sigma}_2^2 + 2a\bar{\sigma}_3^2\right)}} \\ \frac{\sqrt{\frac{2}{3} \left(\bar{\sigma}_2^2 + 2a\bar{\sigma}_3^2\right)}}{3a\bar{\sigma}_3} \end{bmatrix}$$  \hspace{1cm} (11)

In a similar fashion, the associated hardening rule is also assumed for the equivalent plastic strain rate and is presented as follows:

$$\dot{\varepsilon}^p = \dot{\lambda}^p h^p = \dot{\lambda}^p \partial_{\varepsilon^p} F$$  \hspace{1cm} (12)

where $h^p$ defines the evolution direction of the equivalent plastic strain.

The equivalent plastic strain rate can be obtained from the equivalence of the rates of the plastic work per unit volume $W^p$

$$\dot{W}^p = \bar{\sigma} : \dot{\varepsilon}^p = \dot{\bar{\sigma}} \dot{\varepsilon}^p$$  \hspace{1cm} (13)

Substituting Eq.(11) and Eq.(9) into Eq.(13), the following relation is derived

$$\dot{\varepsilon}^p = \dot{\lambda}^p$$  \hspace{1cm} (14)

It follows from the comparison of Eq.(12) and Eq.(14) that the value of $h^p$ is unity. Note that this result does not hold if the original quadratic form of the Sun and Chen yield criterion is adopted [9]. As a result, the application of the original yield criterion involves more computational efforts in the integration procedure. The current approach based on the use of Eq.(8) is free from this deficiency.

For the sake of simplicity, an isotropic hardening law expressed in terms of effective plastic strain $\bar{\varepsilon}^p$ is adopted in this study. The following formulation of the isotropic hardening law proposed by Sun and Chen [9] is used to represent the equivalent stress versus equivalent strain hardening curve:
\[ \kappa(\varepsilon^p) = \dot{\sigma}(\varepsilon^p) = \beta(\varepsilon^p)^n \]  

where \( \beta \) and \( n \) are coefficients that fit the experimental hardening curve. These parameters together with the material parameter \( a \) are determined using an approach based on the linear regression analyses of the off-axis tensile tests performed on the unidirectional composite specimens [9, 11].

2.3 Damage model

2.3.1 Damage initiation and propagation criteria

In order to predict the initiation and propagation of each intralaminar failure of the material and evaluate the effective stress state, the loading functions are adopted in the form of Hashin’s failure criteria [10]. The damage initiation and propagation criteria \( f_I \) are presented in the following form:

\[ f_I(\phi_I, r_I) = \phi_I - r_I \leq 0 \quad I = \{1t, 1c, 2t, 2c, 6\} \]  

where \( \phi_I \) is the loading function and \( r_I \) is the damage threshold corresponding to each failure mechanism. The damage threshold \( r_I \) controls the size of the expanding damage surface and depends on the loading history. The damage development in the material initiates when \( \phi_I \) exceeds the initial damage threshold \( r_{I,0} \). Further damage growth occurs when the value of \( \phi_I \) in the current stress state exceeds \( r_I \) in the previous loading history. The damage variable \( d_6 \) represents the damage effect on shear stiffness due to matrix fracture caused by a combined action of transverse and shear stresses. However, the compressive transverse stress has beneficial effects on the matrix cracking. Thus, it is reasonable to assume that the damage effects are governed by the tensile matrix cracking only, i.e. \( f_6 = f_{2t} \).

According to Hashin’s failure criteria, the loading functions for different failure mechanisms are given as:

\[ \phi_{1t} = \left( \frac{\sigma_1}{X_t} \right)^2 \quad (\sigma_1 \geq 0) \quad \text{(tensile fibre damage mode)} \]
\[ \phi_{1c} = \left( \frac{\sigma_1}{X_c} \right)^2 \quad (\sigma_1 < 0) \quad \text{(compressive fibre damage mode)} \]
\[ \phi_{2t} = \left( \frac{\sigma_2}{Y_t} \right)^2 + \left( \frac{\sigma_3}{S_c} \right)^2 \quad (\sigma_2 \geq 0) \quad \text{(tensile matrix damage mode)} \]
\[ \phi_{2c} = \left( \frac{\sigma_2}{Y_c} \right)^2 + \left( \frac{\sigma_3}{S_c} \right)^2 \quad (\sigma_2 < 0) \quad \text{(compressive matrix damage mode)} \]

where \( X_t \) and \( X_c \) are the tensile and compressive strengths in fibre direction; \( Y_t \) and \( Y_c \) are the transverse tensile and compressive strengths; \( S_c \) is the shear strength.

Once the damage initiation is predicted, the evolution of damage variable \( d_I \) is determined by the damage flow rule and the damage evolution law.
2.3.2 Damage evolution

Under damage loading (i.e. when Eq.(16) is converted to equality) the damage consistency condition \( \dot{f}(\phi_I, r_I) = 0 \) is satisfied. Then the following expressions for damage thresholds \( r_I \) can be derived:

\[
r_I = \max \{1, \max \{\phi_I^j\} \} \quad I = \{1t, 1c, 2t, 2c, 6\} \quad \tau \in [0, t]
\]

(18)

Since damage is irreversible, the damage evolution rate should satisfy the following condition: \( \dot{d}_I \geq 0 \). The exponential damage evolution law is adopted for each damage variable and expressed in the following form \[12\]

\[
d_I = 1 - \frac{1}{I} \exp(A_I(1 - r_I)) \quad I = \{1t, 1c, 2t, 2c, 6\}
\]

(19)

where \( A_I \) is parameter that defines the exponential softening law. This parameter is determined by regularizing the softening branch of the stress-strain curve to ensure the computed damage energy within an element is constant and thus avoid mesh dependency. The regularization is based on the Bazant’s crack band theory \[13\]. According to this, the damage energy dissipated per unit volume \( g_I \) for uniaxial loading or shear is related to the critical strain energy release rate \( G_{I,c} \) along with the characteristic length of the finite element \( l^* \) as follows

\[
g_I = \frac{G_{I,c}}{l^*} \quad I = \{1t, 1c, 2t, 2c, 6\}
\]

(20)

The critical strain energy release rates \( G_{2t,c} \) and \( G_{6,c} \) in this work are referred to as the intralaminar mode I and mode II fracture toughness parameters. The parameter \( G_{2c,c} \) is the intralaminar model I fracture toughness under compression. The parameters \( G_{1t,c} \) and \( G_{1c,c} \) correspond to the mode I fracture energies of fibre breakage under tension and compression, respectively. The ways of identification of these parameters including the characteristic length \( l^* \) are described in \[4, 14\].

The damage energy dissipated per unit volume for uniaxial stress conditions is obtained from the integration of the damage energy dissipation during the damage process:

\[
g_I = \int_0^\infty Y_I \dot{d}_I dt; \quad Y_I = -\frac{\partial \psi}{\partial d_I}; \quad \psi = \frac{1}{2} \sigma : \varepsilon \quad I = \{1t, 1c, 2t, 2c, 6\}
\]

(21)

where \( Y_I \) is the damage energy release rate, \( \dot{d}_I \) is the rate of damage development defined as \( \dot{d}_I = dd_I/dt \), and \( \psi \) is the Helmholtz free energy. Equating Eq.(20) and Eq.(21), the parameter \( A_I \) is calculated numerically.

The loading/unloading stress strain curves of the present elastoplastic damage model are shown in Figure 1. Under longitudinal loading, the material is assumed to exhibit linear elastic brittle behaviour and the irreversible strain is not developed. Beyond the damage initiation, the elastic modulus \( E_1 \) is assumed to degrade gradually. It is assumed, that under transverse and shear loading, the irreversible deformations are exhibited prior to the damage initiations, however, there is no stiffness degradation. Beyond the damage initiation points, both irreversible deformations and stiffness degradations are taken into account.
3 NUMERICAL IMPLEMENTATION

The proposed elastoplastic damage material model is embedded in Abaqus/Standard finite element software package using the user-defined subroutine UMAT. The numerical integration algorithms updating the Cauchy nominal stresses and solution-dependent state variables are derived as well as the tangent matrix that is consistent with the numerical integration algorithm ensuring the quadratic convergence rate of the Newton-Raphson method in the finite element procedures.

3.1 Integration algorithm

The solution of the nonlinear inelastic problem under consideration is based on the incremental approach and is regarded as strain driven. The loading history is discretized into a sequence of time steps \([t_n, t_{n+1}], n \in \{0, 1, 2, 3, \ldots\}\) where each step is referred to as the \((n + 1)\)th increment. Driven by the strain increment \(\Delta \varepsilon\), the discrete problem in the context of backward Euler scheme for the elastoplastic damage model can be stated as: for a given variable set \(\{\varepsilon_n, \varepsilon_n^p, \varepsilon_n^p, \bar{\sigma}_n, \sigma_n, r_{I,n}, d_{I,n}\}\) at the beginning of the \((n + 1)\)th increment, find the updated variable set \(\{\varepsilon_{n+1}, \varepsilon_{n+1}^p, \bar{\sigma}_{n+1}, \sigma_{n+1}, r_{I,n+1}, d_{I,n+1}\}\) at the end of the \((n + 1)\)th increment. The updated stresses and solution-dependent state variables are stored at the end of the \((n + 1)\)th increment and are passed on to the user subroutine UMAT at the beginning of the next increment.

The effective stress strain relationship Eq.(3), the yield criterion Eq.(8), the associated plastic flow rule Eq.(10), and the hardening power law Eq.(15) constitute the nonlinear plastic constitutive material model. Using the backward Euler implicit integration procedure, the corresponding integration algorithm is formulated as follows:

\[
\begin{align*}
\varepsilon_{n+1} & = \varepsilon_n + \Delta \varepsilon \\
\varepsilon_{n+1}^p & = \varepsilon_{n+1}^p + \Delta \lambda_{n+1}^p \partial_{\sigma_{n+1}} F_{n+1}^p \\
\ddot{\varepsilon}_{n+1}^p & = \ddot{\varepsilon}_{n+1}^p + \Delta \lambda_{n+1}^p \\
\bar{\sigma}_{n+1} & = S_0 : (\varepsilon_{n+1} - \varepsilon_{n+1}^p) \\
F_{n+1} & = F(\bar{\sigma}_{n+1}, \varepsilon_{n+1}^p) \leq 0
\end{align*}
\]

where \(\Delta \lambda_{n+1}^p = \dot{\lambda}_{n+1}^p \Delta t\) is the increment of the plastic consistency parameter.
The closest point return mapping algorithm is employed to solve this nonlinear coupled system. The solutions \( \{ \varepsilon_{p,n+1}, \tilde{\varepsilon}_{p,n+1}, \sigma_{n+1} \} \) are the converged values at the end of the \((n+1)\)th increment. They ensure that upon yielding, the determined stress state lies on the yield surface and prevent the drift from the yield surface due to the un converged solutions obtained from the forward Euler integration scheme.

The nonlinear system Eq.(22) is linearized and solved iteratively using the Newton-Raphson scheme. The iterations are performed until the final set of state variables \( \{ \tilde{\sigma}_{n+1}, \varepsilon_{p,n+1}, \bar{\sigma}_{n+1} \} \) in the \((k+1)\)th iteration fulfill the yield criterion \( F(\tilde{\sigma}_{n+1}, \varepsilon_{p,n+1}) \leq \text{TOL} \), where TOL is the error tolerance which is set to \( 1 \times 10^{-6} \).

Substituting the effective stresses \( \tilde{\sigma}_{n+1} \) into the damage model, the damage variables are updated. According to Eq.(3), the Cauchy stresses are calculated as \( \sigma_{n+1} = S(d_{n+1}) : \varepsilon_{e,n+1} \).

### 3.2 Consistent tangent stiffness matrix

The consistent tangent matrix for the proposed constitutive model is derived in the following form:

\[
\frac{d\sigma_{n+1}}{d\varepsilon_{n+1}} = [M_{n+1} + S(d_{n+1})] : C_0 : S_{alg}^{n+1}
\]  

in which \( M_{n+1} \) can be presented in the indicial form as follows:

\[
M_{ik} |_{n+1} = \frac{\partial S(d)_{ij} \varepsilon_{e,j}}{\partial \varepsilon_{e,k}} |_{n+1} = \varepsilon_{e,j} \frac{\partial S(d)_{ij}}{\partial d_p} \frac{\partial d_p}{\partial r_t} \frac{\partial \phi_i}{\partial \sigma_q} \frac{\partial \sigma_q}{\partial \sigma_{e,k}} |_{n+1}
\]

where matrix \( M_{ik} \) is asymmetric. This results in the asymmetry of the consistent tangent matrix of the elastoplastic damage model. In Eq.(23), \( C_0 \) is the compliance matrix of the undamaged composite materials and \( S_{alg}^{n+1} \) is the consistent tangent matrix for the discrete plastic problem Eq.(22). The latter is expressed as:

\[
S_{alg}^{n+1} = \frac{d\tilde{\sigma}_{n+1}}{d\varepsilon_{n+1}} = \tilde{S}_{n+1} - (\tilde{S}_{n+1} : \partial_\sigma F_{n+1}^p) \otimes (\tilde{S}_{n+1} : \partial_\sigma F_{n+1}^p)^{-1} - \partial_\epsilon F_{n+1}
\]

where \( \tilde{S}_{n+1} = (C_0 + \Delta \lambda_{n+1} \partial_\sigma F_{n+1}^p)^{-1} \), \( \Delta \lambda_{n+1} \) is the increment of plastic consistent parameter in the \((n+1)\)th increment, \( (\otimes) \) denotes a tensor product.

### 3.3 Viscous regularization

Numerical simulations based on the implicit procedures, such as Abaqus/Standard, and the use of material constitutive models that are considering strain softening and material stiffness degradation often abort prematurely due to convergence problems. In order to alleviate these computational difficulties and improve convergence, a viscous regularization scheme has been implemented in the following form [5]:

\[
\dot{d}_m^p = \frac{1}{\eta} (d_m - d_m^p), \quad m = \{1, 2, 3\}
\]
where \( d_m \) is the damage variable obtained as described previously, \( d^v_m \) is the regularized viscous damage variable, and \( \eta \) is the viscosity coefficient.

The corresponding regularized consistent tangent matrix is derived as:

\[
\frac{d\sigma_{n+1}}{d\varepsilon_{n+1}} = [M^v_{n+1} + S(d^v_{n+1})] : C_0 : S_{n+1} \quad M^v_{n+1} = M(d^v_{n+1}) : \frac{\Delta t}{\eta + \Delta t} \quad (27)
\]

4 NUMERICAL RESULTS AND VERIFICATIONS

Numerical simulations of the progressive failure of 12 sets of T300/1034-C carbon/epoxy composite laminates with different geometries and different layups, containing a central circular hole and subjected to uniform in-plane tensile loading, were performed using the numerical procedure presented in previous sections. Three material layups were considered, namely, \([0/(\pm 45)_{1/2}/90]_s\), \([0/(\pm 45)_{1/2}/90]_s\), \([0/(\pm 45)_{1/2}/90]_s\) with the material properties listed in Table 1 along with other model parameters used in the finite element simulations. The geometry of the laminates is illustrated in Figure 2(a). The hole diameters \( D \) and widths of the laminates \( W \) are listed in Table 2. The predicted failure stresses \( \sigma_u \) (\( \sigma_u = P_u/(WH) \), \( P_u \) is the failure load) were compared with the experimental results reported by Chang et al. [15] along with the numerical results obtained by Chang and Chang [16], Tan [17], and Maimi [4]. As shown in Table 2, the results demonstrates that the predicted failure stresses correlate well with the test data and generally more accurate in comparison with predictions made by Chang [16], and Tan [17]. Figure 2(b) illustrates the comparison of the load versus displacement curves corresponding to the cases labeled * in Table 2.

Figure 2: (a) Geometry of the laminate (\( L = 203.2 \text{ mm}, H = 2.616 \text{ mm} \)); (b) load vs. displacement curves.
Table 1: Material properties of T300/1034-C and plastic model parameters

<table>
<thead>
<tr>
<th>$E_1^0$</th>
<th>$E_2^0$</th>
<th>$G_{12}^0$</th>
<th>$\nu_{12}^0$</th>
<th>$X_t$</th>
<th>$X_c$</th>
<th>$Y_t$</th>
<th>$Y_c$</th>
<th>$S_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>146.8 GPa</td>
<td>11.4 GPa</td>
<td>6.1 GPa</td>
<td>0.3</td>
<td>1730.0 MPa</td>
<td>1379.0 MPa</td>
<td>66.5 MPa</td>
<td>268.2 MPa</td>
<td>58.7 MPa</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$G_{12,c}$</th>
<th>$G_{12,c}$</th>
<th>$G_{22,c}$</th>
<th>$G_{66,c}$</th>
<th>$a$</th>
<th>$\beta$</th>
<th>$n$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>89.83 N/mm</td>
<td>78.27 N/mm</td>
<td>0.23 N/mm</td>
<td>0.46 N/mm</td>
<td>257.9092</td>
<td>0.272405</td>
<td>0.0002</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Comparison of the tensile failure stresses of T300/1034-C carbon/epoxy laminates

<table>
<thead>
<tr>
<th>Lay-up</th>
<th>Label</th>
<th>D (mm)</th>
<th>W (mm)</th>
<th>Present</th>
<th>Chang</th>
<th>Tan</th>
<th>Maim</th>
<th>Test data</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0/(-45)/90/0</td>
<td>a 3.175</td>
<td>19.05</td>
<td>293.07</td>
<td>227.53</td>
<td>275.75</td>
<td>---</td>
<td>277.17</td>
<td>5.74</td>
<td>-17.91</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>b 6.35</td>
<td>38.1</td>
<td>252.22</td>
<td>206.84</td>
<td>275.79</td>
<td>---</td>
<td>256.48</td>
<td>-1.66</td>
<td>-19.35</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>c 3.175</td>
<td>12.7</td>
<td>269.05</td>
<td>206.84</td>
<td>262.00</td>
<td>---</td>
<td>226.15</td>
<td>18.97</td>
<td>-8.54</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>d 6.35</td>
<td>25.4</td>
<td>238.30</td>
<td>199.95</td>
<td>263.1</td>
<td>---</td>
<td>235.80</td>
<td>1.06</td>
<td>-7.48</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>a 3.175</td>
<td>19.05</td>
<td>293.07</td>
<td>227.53</td>
<td>275.75</td>
<td>---</td>
<td>277.17</td>
<td>5.74</td>
<td>-17.91</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>b 6.35</td>
<td>38.1</td>
<td>252.22</td>
<td>206.84</td>
<td>275.79</td>
<td>---</td>
<td>256.48</td>
<td>-1.66</td>
<td>-19.35</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>c 3.175</td>
<td>12.7</td>
<td>269.05</td>
<td>206.84</td>
<td>262.00</td>
<td>---</td>
<td>226.15</td>
<td>18.97</td>
<td>-8.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Layer</th>
<th>Label</th>
<th>D (mm)</th>
<th>W (mm)</th>
<th>Present</th>
<th>Chang</th>
<th>Tan</th>
<th>Maim</th>
<th>Test data</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0/(-45)/90/0</td>
<td>a 3.175</td>
<td>19.05</td>
<td>293.07</td>
<td>227.53</td>
<td>275.75</td>
<td>---</td>
<td>277.17</td>
<td>5.74</td>
<td>-17.91</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>b 6.35</td>
<td>38.1</td>
<td>252.22</td>
<td>206.84</td>
<td>275.79</td>
<td>---</td>
<td>256.48</td>
<td>-1.66</td>
<td>-19.35</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>c 3.175</td>
<td>12.7</td>
<td>269.05</td>
<td>206.84</td>
<td>262.00</td>
<td>---</td>
<td>226.15</td>
<td>18.97</td>
<td>-8.54</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>d 6.35</td>
<td>25.4</td>
<td>238.30</td>
<td>199.95</td>
<td>263.1</td>
<td>---</td>
<td>235.80</td>
<td>1.06</td>
<td>-7.48</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>a 3.175</td>
<td>19.05</td>
<td>293.07</td>
<td>227.53</td>
<td>275.75</td>
<td>---</td>
<td>277.17</td>
<td>5.74</td>
<td>-17.91</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>b 6.35</td>
<td>38.1</td>
<td>252.22</td>
<td>206.84</td>
<td>275.79</td>
<td>---</td>
<td>256.48</td>
<td>-1.66</td>
<td>-19.35</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>c 3.175</td>
<td>12.7</td>
<td>269.05</td>
<td>206.84</td>
<td>262.00</td>
<td>---</td>
<td>226.15</td>
<td>18.97</td>
<td>-8.54</td>
</tr>
<tr>
<td>0/(-45)/90/0</td>
<td>d 6.35</td>
<td>25.4</td>
<td>238.30</td>
<td>199.95</td>
<td>263.1</td>
<td>---</td>
<td>235.80</td>
<td>1.06</td>
<td>-7.48</td>
</tr>
</tbody>
</table>

† Chang and Chang [16] and Tan [17].
*† The load vs. displacement curves of these two sets of simulations are shown in Figure 2(b).

5 CONCLUSIONS

An elastoplastic damage constitutive model capable of simulating progressive failure of composite laminates has been developed. The model takes into account various failure mechanisms and plasticity effects. The corresponding numerical method based on the finite element formulation was developed and applied to the solution of the related nonlinear problems. The approach has been verified using numerical simulations of the progressive failure of the various laminates containing the central through hole. It has been shown that the proposed solution procedure provides sufficiently accurate predictions of the failure loads for the composite laminates made from the carbon fibre reinforced plastic.
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Abstract. The Mori-Tanaka averaging scheme is introduced in the place of demanding finite element analysis to assess the time-dependent macroscopic response of asphalt mixture as a part of the multi-layered road construction. In this computational framework the Mori-Tanaka method [1] is chosen to substitute the macroscopic constitutive model, which is not available in general. Instead we expect that the local constitutive laws of individual phases are known which allows for the derivation of macroscopic stresses and an instantaneous homogenized stiffness matrix of an asphalt layer through homogenization. The choice of the Mori-Tanaka method is supported by micromechanical analysis of a real microstructure of Mastic Asphalt mixture showing reasonable agreement with finite element simulations employing certain statistically equivalent periodic unit cell. This makes the application of the Mori-Tanaka method particularly attractive owing to computationally demanding nonlinear analysis of the layered system with subsoil deformation being governed by one of the available constitutive models for soils. Comparison with application of the macroscopic constitutive model for asphalt mixture, provided by detailed multi-scale homogenization, is also presented.

1 INTRODUCTION

As seen in Fig. 1(a), asphalt mixtures represent in general highly heterogeneous material with complex microstructure consisting at minimum of mastic binder, aggregates and voids. When limiting our attention to Mastic Asphalt mixtures, used typically in traffic
arteries of substantial importance, the fraction of voids becomes negligible. A binary image of such a two-phase material system plotted in Fig. 1(b) is then readily available.

Our contribution integrates various aspects of micromechanical modeling into a relatively simple, yet reliable and efficient computational scheme. The solution strategy relies on uncoupled multiscale homogenization approach and combines advanced simulation based homogenization techniques enabling detailed analysis of a certain representative volume element (RVE), here presented in the form of so called statistically equivalent periodic unit cell (SEPUC), and classical micromechanics based averaging techniques such as the Mori-Tanaka (MT) method in search for a reliable macroscopic constitutive law enabling a computationally efficient analysis of full scale structures.

Rendering the desired macroscopic constitutive model that describes the homogenized response of Mastic Asphalt mixture (MAm) to general loading actions thus endeavors to the formulation of a suitable micromechanical model on individual scales and to associated experimental work being jointly the building blocks of the upscaling procedure. Three particular scales shown in Fig. 2 are considered in the present study. It will be assumed that at each computational level the homogenized response can be described by the nonlinear viscoelastic generalized Leonov (GL) model, see [5, 6] for details. While mastic properties are derived from an extensive experimental program [7], the macroscopic properties of MAm are fitted to virtual numerical experiments performed on the basis of first order homogenization scheme. To enhance feasibility of the solution of the underlying nonlinear problem a two-step homogenization procedure is proposed. The introduced concept of Virtual Testing Tool (VTT) make possible to avoid expensive and often intricate large scale laboratory measurements and takes into account details of the microstructure of the analyzed heterogeneous material. The VTT is currently in the forefront of engineering interest [6].

Figure 1: (a) A real microstructure of an asphalt mixture, (b) Original binary image, (c) Improved binary image
2 VIRTUAL TESTING TOOL

The concept of VTT introduced in [6] assumes the experimental program to be carried out only on the level of the individual constituents - stones and mastic. Although the mastic-phase itself is a composite consisting of a filler and a bituminous binder, it is assumed in the present study to be well represented by a temperature and rate dependent homogeneous isotropic material. Since limiting our attention to moderate and elevated temperatures exceeding 0°C the GL model is exploited to provide for experimentally observed nonlinear viscoelastic behavior of bituminous matrices. The required experimental program to calibrate the model parameters on the one hand and on the other hand to address the homogenized macroscopic response is outlined in [7, 6].

2.1 Response of mortar from virtual experiments

In the framework of VTT approach we introduce a virtual set of experiments to arrive at a homogenized master curve and associated temperature and stress dependent shift factors on the scale of mortar. The concept of first order homogenization of periodic fields outlined in [7] is given the preference to deliver the homogenized creep response of the mortar phase at different temperature and stress levels. The mortar-phase naturally arises through the process of removing aggregates from original microstructure, Fig. 1(b), passing 2.26 mm sieve. Simplified periodic hexagonal array model plotted in Fig. 2 allows us to derive the model parameters on the mortar-scale by running a set of virtual numerical experiments. The selection of this geometrical representation of the mortar composite is purely an assumption building upon the conclusion that at least for the mastic-phase and low-temperature creep the response is independent of the filler shape and mineralogy [4].

First, a uniformly distributed range of temperatures from 0°C to 100°C was considered to provide for a temperature dependent viscoelastic behavior of mortar loaded in shear by the remote stress $\Sigma_{yx} = 1$kPa. Individual curves plotted in Fig. 3(a) were then horizontally shifted to give the homogenized creep compliance master curve seen in Fig. 3(b).

The stiffening, observed for high temperatures, is attributed to a volumetric locking
owing to a very low shear modulus approaching to zero. This in turn yields the Poisson ratio close to 0.5 in a finite zone of the binder phase that is progressed over the entire unit cell as seen in Fig. 3(b).

The second set of creep experiments was conducted at two different temperatures and two different levels of the remote stress $\Sigma_{xy}$. The two representative results, [40°C, 10kPa] and [0°C, 20kPa], are plotted as solid lines in Fig. 3(b). The indicated horizontal shifts identified with the corresponding star-lines then supplement the necessary data for the derivation of stress dependent shift factor $a_\sigma$. Note that prior to shifting the curves the result derived for 0°C was thermally adjusted to be consistent with the 40°C master curve.

2.2 Response of MAm from virtual experiments

Derivation of the macroscopic creep compliance master curve for a Mastic Asphalt mixture follows the general scheme sketched in the previous section. A SEPUC also seen in Fig. 2, is selected to predict the macroscopic response of MAm, where large aggregates are bonded to a mortar-phase being homogeneous and isotropic. The elliptical shape of aggregates has already been successfully used in detailed micromechanical simulations presented in [2]. The issue of constructing SEPUC by comparing the material statistics, e.g. the two point probability function, of the most appropriate representative of the real microstructure and the periodic unit cell is suggested in [9, 7, 6]. The underlying optimization problem was solved with the help of the evolutionary algorithm GRADE [3].

To address this issue, four SEPUCs all having the same statistics but different geometrical details, were subjected to a remote shear strain rate $\dot{E}_{xy} = 10^{-4}$. The resulting homogenized stress-strain curves for temperature $T = 20^\circ C$ are shown in Fig. 4(a). Although no “perfect match” is observed, the difference in estimated load bearing capacities is not exceeding 10%. On the contrary, the distribution of local fields varies considerably

Figure 3: (a) Creep data at different temperatures for reference stress $\Sigma_{xy} = 1$kPa, (b) Master curve for reference temperature $T = 40^\circ C$
Figure 4: (a) Macroscopic response for various SEPUCs $T = 20^\circ C$, $\dot{E}_{xy} = 10^{-4}$, (b) Master curves on individual scales for reference temperature $T = 40^\circ C$

as seen in Fig. 5. While a highly localized distribution of shear strain $\gamma_{xy}^{\text{m}}$ in the mortar phase, identified with the lowest bearing capacity in Fig. 4(a), is evident in Fig. 5(a), the variation of this quantity in Fig. 5(c) shows a rather distributed character consequently resulting in a slightly stiffer response on the macroscale.

Figure 5: Distribution of local shear strain: (a) SEPUC 6, (b) SEPUC 37, (c) SEPUC 43, (d) SEPUC 48

Although certainly more accurate, the detailed finite element simulations are in general computationally very expensive and often call for less demanding alternatives such as the Mori-Tanaka method outlined in [7]. Unfortunately, the corresponding results also plotted in Fig. 4(a) clearly expose essential limitations of the two-point averaging schemes, unable to capture localization phenomena observed in composites with a highly nonlinear response of the binder phase [8]. The presented results in Fig. 4(a) correspond to a classical formulation with the localization and transformation tensors calculated only once being functions of elastic properties of individual constituents (MT-original), and to the formulation where these tensors are updated after each time step taking into account increasing compliance of the mortar phase with time (MT-improved). Note that even the
latter case produces much stiffer response, although at a fraction of time, when compared to the FE results. A certain improvement has been achieved when putting on the same footing the localized character of matrix deformation, recall Fig. 5, and debonding of stone aggregates, both reducing the stress transfer from the matrix phase into the stones. This issue is addressed in Section 2.3.

Regarding the “similarity” of macroscopic response from various SEPUCs, the SEPUC No. 43 was selected to provide data needed in the calibration of the macroscopic GL model. Virtual numerical tests identical to those in the previous section were again performed to give first the homogenized master curve displayed in Fig. 4(b). The response of the homogenized asphalt mixture to the applied remote shear strain labeled as “Leonov macro” appears in Fig. 4(a) suggesting a reasonable agreement at least for this type of loading. Further applications are available in [6].

2.3 Augmented Mori-Tanaka method

Fig. 4(a) revealed essential limitations of the two-point averaging schemes hidden in their inability to properly capture the correct stress transfer between phases when highly localized deformation in the matrix is encountered. Here, we attempt to minimize this impact of the MT method on macroscopic predictions by introducing a damage like parameter $\omega$ into the local constitutive equation of stones thus controlling the amount of stress taken by stones. The stress increment in the stone phase is calculated as

$$\Delta \sigma_s = \omega L_s : \Delta \varepsilon_s,$$

where the damage parameter $\omega$ being equal to one for intact material and zero for fully damaged material assumes the form

$$\omega = \left[ \frac{\tau_{eq}^t}{N\tau_0} \right] \sinh \left( \frac{\tau_{eq}^t}{N\tau_0} \right)^M,$$

where $\tau_{eq}$ is the current equivalent deviatoric stress and $M, N$ are model parameters. In the present study, these were found by comparing the MT predictions with the results provided by the homogenized macroscopic Leonov (MGL) model under strain control condition for the prescribed macroscopic shear strain rate $\dot{E}_{xy}$.

Comparison of the resulting macroscopic predictions including the results from various SEPUCs are available in Fig. 6(a) whereas evolution of damage parameter $\omega$ is plotted for illustration in Fig. 6(b). Considerable improvement of the behavior of MT method is evident particularly when compared to the original predictions presented in Fig. 4(a).

Another strong motivation for mastering the MT method, apart from avoiding the mesoscopic virtual tests, is the possibility to estimate at least the local phase averages. These estimates are compared separately with predictions from individual SEPUCs in Fig. 7. Realizing that parameters of the damage model were fitted against the homogenized response the agreement of local fields is quite satisfactory. A closer match might be
Figure 6: (a) Macroscopic response for various SEPUCs, MGL model and MT method, (b) variation of damage parameter $\omega$: $T = 20^\circ C, \dot{E}_{xy} = 10^{-4}$ s$^{-1}$

Figure 7: Phase averages of local fields from various SEPUCs and MT method, $T = 20^\circ C, \dot{E}_{xy} = 10^{-4}$ s$^{-1}$: (a) SEPUC 6, (b) SEPUC 37, (c) SEPUC 43, (d) SEPUC 48
expected if deriving the damage model parameters directly from the local matrix stress averages provided one of the periodic unit cell.

![Figure 8](image-url)

(a) Stress control: loading–creep–unloading–recovery, (b) Strain control: loading–relaxation–unloading–recovery

At last we inspected the predictive capability of the MT method for loading conditions dominating the creep or relaxation response. The creep response is examined in Fig. 8(a). As expected, there is almost a perfect match between the results found from the MGL model and the finite element analysis of SEPUC No. 43. Considerable deviation of the results provided by SEPUC No. 6 agrees well with already observed deviations evident in stress control conditions. What is, however, more disturbing are the predictions pertinent to the Mori-Tanaka method associated especially with the interval of constant load (creep response). Its inability to predict a correct creep behavior is quite pronounced. The loading, as well as, unloading branches controlled by the damage parameter $\omega$ are on the other hand captured relatively well. Somewhat better agreement is provided by strain control loading visible in Fig. 8(b).

3 SUMMARY

Although research interests on flexible pavements have been quite intense in the past two decades, the field is still very much in development and will certainly witness considerable activity in the coming decade particularly in connection to hierarchical modeling and micromechanics. Within this framework, the present work provides theoretical tools for the formulation of macroscopic constitutive law reflecting the confluence of threads coming from experimental work, image analysis, statistical mechanics and traditional disciplines of micromechanics and the first order computational homogenization. Here, the totally uncoupled multiscale modeling approach is favored to enable an inexpensive analysis of real world large scale structures, which is the principle objective of our work.
The results from the proposed two-step homogenization scheme, promoted the SEPUC as a suitable computational model and in combination with the finite element formulation of the first order homogenization method to set a plausible route for the nonlinear viscoelastic homogenization. It is often desirable to identify local stress and strain fields in individual phases of the composite developed for various macroscopic loading conditions. However, fully coupled analysis employing detailed microstructures, e.g. SEPUC, is still often computationally prohibitive. Therefore, a simple Mori-Tanaka averaging scheme was examined to either support or decline its use in the framework of efficient coupled multiscale analysis. The presented results are in favor of this approach but at the same time suggest caution in applications where strong creep behavior is expected.
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Summary. This paper presents an effective multiscale modelling approach for unreinforced masonry (URM). To date, only few attempts have been made to use multiscale strategies for investigating the nonlinear response of URM structures. The formulations developed so far are mainly based on computational homogenisation and on the definition of a representative volume element (RVE) at the mesoscale, which is often linked to the integration points for continuous elements at the structural scale. Such an approach has successfully been employed only for investigating running bond masonry, where a simple definition for the RVE can be employed. However, its use for the analysis of masonry structures characterized by a more complex texture, as in the case of multi-leaf masonry, could prove to be impractical. The proposed multiscale approach for URM is substantially different from previous multiscale models, as it does not rely on the definition of a RVE and considers strong coupling between the two scales. According to this formulation, an URM structure is represented by a parent structure which consists of super-elements representing the partitioned subdomains. Each partition is modelled by a detailed 3D mesoscale model, which accounts for material and geometric nonlinearity. Dual super-elements are used for modelling the partitions as separate processes, where two-way communication between each pair of dual parent/child super-elements allows effective parallelisation of the nonlinear structural analysis simulation.

1 INTRODUCTION

Masonry is a heterogeneous composite material made of blocks and mortar. Under extreme loading conditions, its response is strongly nonlinear, depending not only on the mechanical properties of the component materials, but also on the specific arrangement used to connect different blocks through mortar joints to form structural elements. The macroscopic nonlinear response, associated with the structural scale, is governed by the development of cracks and damage, which take place at the scale of the component material, hereinafter referred to as mesoscale. Cracks usually follow continuous paths along mortar joints, and in some cases spread through blocks. The development of cracks gives rise to damage induced anisotropy, which is an important characteristic of the macroscopic nonlinear response, as it determines the stress redistribution in damaged masonry elements [1].
In recent years, a significant research effort has been devoted to developing accurate and effective numerical models for unreinforced masonry (URM) structures. Two alternative strategies, based on either macroscale or mesoscale formulations, have been mainly employed so far [2]. Macroscale models, which consider masonry as a homogeneous material, assume complete separation between meso- and structural scales and employ close-form laws for describing material nonlinearity. Sophisticated macroscopic constitutive relationships can be formulated either considering the outcomes of experimental tests on masonry panels, or using the homogenisation approach to derive material properties for macroscale models directly from the mechanical and geometrical characteristics of blocks and mortar joints. However, even though macroscopic models are computationally efficient and can be used for the analysis of large structures, they do not provide an accurate representation of the structural response under extreme loading, because they do not account for damage induced anisotropy. Conversely, mesoscale models, which are based on an accurate description of masonry texture, can represent most of the failure modes for URM with high accuracy, but they are computationally demanding. Thus their use is prohibitively demanding for nonlinear analyses of real URM structures. Recently, a few attempts [3,4,5] have been made to bridge the two scales of representation through a multiscale strategy, so as to guarantee high accuracy and computational efficiency.

In the following, the proposed multiscale modelling strategy for URM is described, pointing out the main differences from other multiscale formulations. The proposed approach is based on the domain partitioning method [6] and on the use of a detailed 3D mesoscale model. Advanced 2D nonlinear interface elements [7] are employed at the mesoscale, which allow an accurate representation of crack development and collapse of URM elements under extreme loading condition. The potential and effectiveness of the proposed computational strategy is demonstrated through numerical examples.

2 MULTISCALE STRATEGY FOR URM

Multiscale modelling is an effective numerical strategy for investigating the nonlinear response of structures made of heterogeneous materials. According to this formulation, the macroscopic or structural scale is linked to the mesoscale during the entire numerical simulation. Depending on the degree of coupling between the scales, different approaches can be used [8]. When the two scales are only weakly coupled and their characteristic lengths are very different, a two-level finite element (FE) procedure, often called FE2 method [9], can be effectively used. In this approach, a first FE continuous model is used at structural scale, while a second FE mesoscale description, which is associated with a representative volume element (RVE) for the analysed heterogeneous material, is linked to each integration point for continuous elements at the structural scale (Fig. 1). Key aspects in this approach are the definition of a suitable RVE and the choice of the operator for the two-way transformation of local mesoscale quantities (strain, stress, stiffness) into global macroscale variables. This approach have been recently successfully used to analysed the in-plane [4,5] and out-of-plane response [10] of running bound masonry structures. For this common typology of URM, a realistic and simple RVE can be defined. Periodicity properties of the characteristic mesoscale texture are used to define boundary conditions to the mesoscale model for the RVE, while average field homogenisation principles are employed to transform local stress and stiffness
values into macroscale quantities. In previous mesoscale formulations for URM, continuous elements are employed at both scales. The material nonlinearity associated with the quasi-brittle nature of the masonry component behaviour is considered at both scales employing suitable plasticity/damage models.

![Figure 1: FE^2 strategy for modelling a running bond masonry perforated wall](image)

Even though such an approach is accurate and suitable for the analysis of running bond masonry, its effectiveness has yet to be demonstrated under general conditions, when URM structures with more complex textures are analysed under extreme loading. In such cases, the dimensions of the RVEs could become significantly bigger, thus the use of continuous elements for mortar and blocks could be prohibitive, even when using parallel computing resources in the structural analysis. Moreover, in general, when the size of the RVE for URM is comparable with the characteristic length of the finite elements used at the structural scale, the use of the FE^2 strategy is questionable. In this situation, the spacing of integration points at the structural scale could be significantly smaller than the RVE size, leading to an overlapping of different RVEs and thus to an unrealistic modelling of the actual URM structure. This can happen in many real situations: i) in the case of historical structures made of relatively large stone blocks, ii) when modelling narrow piers in perforated walls, or iii) when using a fine mesh at structural scale to capture stress concentrations, e.g. close to openings, where the propagation of cracks and damage usually initiate.

Finally, the use of standard continuous elements is effective for representing crack development and collapse of URM elements when accounting for material nonlinearity only. Conversely, the consideration of geometric nonlinearity requires the introduction of significant enhancements to the continuous formulation, so as to guarantee a realistic representation of large deformations at fracture zones. This is an important modelling consideration, which can be crucial when investigating the response of URM under extreme loading. In fact, in some practical situations, geometric nonlinearity determines the response at collapse of masonry walls, e.g. when masonry panels are loaded out-of-plane by dynamic
forces under earthquakes and collapse due to geometric instabilities. The proposed multiscale numerical approach allows the analysis of URM in the most general conditions, as it is based on a strong coupling between the two scales and accounts for both material and geometric nonlinearity. Moreover, it is not founded on the definition of a RVE communicating with a macroscale model, but on the use of a domain partitioning approach, thus avoiding some intrinsic shortcomings of more standard multiscale formulations.

2.1 Proposed multiscale modelling for URM

When the characteristic lengths of macroscale and mesoscale are very close, as in the case of URM with large RVEs, the FE\(^2\) strategy is not effective. Alternative approaches should be used to account for the strong coupling between the two scales \[8\] The proposed multiscale modelling for URM employs domain partitioning techniques to connect the structural and mesoscale, where a detailed 3D model, based on the discrete approach, is used for representing cracks and accounting for geometric nonlinearity.

![Diagram](image)

**Figure 2:** Multiscale modelling with domain partitioning approach for a perforated URM wall

According to the proposed formulation \[6\], an URM structure is represented by a parent structure which consists of super-elements representing the partitioned subdomains. Dual super-elements are used for modelling the partitions as separate processes, where two-way communication between each pair of dual parent/child super-elements allows effective parallelisation of the nonlinear structural analysis simulation \[11\]. Each partition is represented by a detailed 3D mesoscale model, which uses an advanced 2D nonlinear interface element \[7\] recently developed for representing crack development in URM elements. In the proposed approach, the definition of damage at the structural scale benefits directly from the accuracy guaranteed by the mesoscale model. Furthermore, the macroscale model considers only the partition boundaries, where a specific macro-element is introduced to reduce the number of freedoms leading to further computational savings. In defining the
macro-element, particular attention should be paid to allowing discontinuities at the partition boundary so as to maintain a similar level of accuracy in the prediction of crack propagation as in a monolithic model. The employed macroelement does not correspond to a standard finite element but is a simple collection of single nodes, which are connected to the joints at the partition boundaries of each subdomain. When analysing the nonlinear response of URM structures using the proposed approach, a standard incremental/iterative strategy is used to solve the nonlinear equilibrium equations for the unknown displacement parameters. The process associated with the parent structure transfers the global displacements at the partitioned boundary nodes to all the partitions (Fig. 2). Then the boundary value problem associated with the mesoscale representation for each partition is solved though different processes in parallel. Finally, each partition transfers its boundary forces and the associated global consistent stiffness matrix to the parent structure where the global equilibrium is checked at each iteration.

2.2 Constraints at partition boundaries for improved efficiency

When analyzing real URM structures using the proposed multiscale strategy with a large number of CPUs for parallel computation, the most critical process becomes that of the parent structure. Therefore a significant improvement in the numerical performance and thus a considerable saving in wall-time can be achieved by reducing the freedoms at the boundary for each partition, so as to limit the communication overhead and size of the parent structure.

![Diagram](image)

*Figure 3*: The enhanced multiscale modelling with 3D mesoscale description for URM structures
Thus a significant improvement for the proposed numerical strategy, which is currently under development, is based on the introduction of specific constraints in the mesoscale description for each partition, where several nodes of one or more faces of a solid or a 2D interface element at the partition boundary are connected to a single node. In this respect, two limiting cases are considered. The first case consists of hard coupling using a master-slave approach, where the three freedoms for each node on the slave surface/s are fully determined by the six freedoms of the master node. The second case is based on soft coupling using a Lagrangian multiplier approach, where the displacements of the ‘master’ node are associated with the average of the nodal displacements of the considered ‘slave’ surface. Using such coupling, the number of freedoms at the partition boundary of each partition and therefore the total freedoms of the parent structure can be significantly reduced (Fig.3).

3 MESOSCALE DESCRIPTION

A detailed 3D mesoscale model is used for representing URM nonlinear behaviour. Such a mesoscale approach enables the representation of any 3D arrangement for brick-masonry, accounting for the in-plane stacking mode and the through-thickness geometry, and importantly it allows the investigation of both the in-plane and the out-of-plane response of unreinforced masonry panels.

![Figure 4: (a) 3D mesoscale modelling, (b) interface element kinematics](image)

In the mesoscale model (Fig.4 a), blocks are modelled using 3D elastic continuum solid elements, while mortar and brick-mortar interfaces are modelled by means of 2D nonlinear interface elements. Furthermore, zero-thickness interface elements are also arranged in the vertical mid-plane of all blocks along the direction of the shorter horizontal dimension so as to account for possible unit failure in tension and shear.

The employed 20-noded 3D solid element is based on standard finite element techniques, considering linear elastic material behaviour based on Green’s strain, which allows a simple treatment of large-displacement small-strain 3D continuum problems. The interface element, which accounts for both geometric and material nonlinearity, employs 16-nodes with 3
translational freedoms for each node. In order to account for large displacements that could characterise the response of interfaces at failure in actual URM panels, a co-rotational approach is employed.

![Graphs](image)

**Figure 5:** (a) Initial plastic surfaces and potentials, (b) traction-separation curve in tension.

With regard to the constitutive model for the interface element, this enables not only separations and damage to be evaluated, but it also accounts for the actual elastic deformations of mortar and brick-mortar interfaces. The inelastic response at the interfaces is simulated by means of a cohesive fracture model based on a multi-surface plasticity criterion. An elasto-plastic contact law which follows a Coulomb slip criterion is used to model the response in tension and shear, while a cap model is employed to account for crushing in compression (Fig. 4b). A formulation that considers energy dissipation, de-cohesion and residual frictional behaviour has been employed [7]. Moreover, a non-associated plastic flow with a plastic potential different from the yield function has been introduced for modelling inelastic deformation due to shear. This enables the direction of plastic deformations to be independent from the yield function. A specific plastic potential can be defined to account for the actual dilatancy which is due to the roughness of the fractured shear surface and can be measured in tests on interfaces. Figure 5a shows traction-separation curves in tension, which depend of tensile strength and mode-I fracture energy $G_{f,t}$, while Figure 5b depicts the hyperbolic plastic surfaces $F_{1(2)}$ and potentials $Q_{1(2)}$, which are employed for representing the material nonlinearity at interfaces.

## 4 NUMERICAL EXAMPLES

The performance of the developed numerical strategy, based on the use of domain partitioning approach, which is associated with the detailed 3D mesoscale model for URM, has been investigated considering the wall-clock time required by different models for determining the elastic response of a large URM solid wall. A monolithic model (m), where the FE problem is solved using a serial code, and models with an increased number of partitions ($P_i$, $i=1,2,4,8,16,32,64$) have been considered in the numerical simulations (Fig. 6b). Figure 6a shows the mesh employed for the whole wall together with the super-elements (partitions) used in the different models. When using the proposed numerical
strategy, the parent structure is represented only by the nodes at the partitions boundaries (Fig. 2), while each partition includes the detailed mesoscale model with solid and interface elements for a portion of the analysed structure, which is identified by a super-element. Conversely, in the monolithic simulation, the parent structure corresponds to the complete FE model for the whole wall. In all the simulations, a vertical displacement is applied at the top of wall in one step first, and then a horizontal displacement is applied in five steps.

![Figure 6](image-url)  
**Figure 6:** (a) Mesh with solid elements and 2D interfaces for the whole structure, (b) Super-elements schemes used for the different models

![Figure 7](image-url)  
**Figure 7:** Speed-up achieved using an increased number of partitions

\[ T_m = 20220 \text{ s} \]

<table>
<thead>
<tr>
<th>n</th>
<th>( S_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2</td>
<td>3</td>
</tr>
<tr>
<td>P4</td>
<td>5</td>
</tr>
<tr>
<td>P8</td>
<td>9</td>
</tr>
<tr>
<td>P16</td>
<td>17</td>
</tr>
<tr>
<td>P32</td>
<td>33</td>
</tr>
<tr>
<td>P64</td>
<td>65</td>
</tr>
</tbody>
</table>

The numerical results achieved in the different analyses are exactly the same. This confirms that when using the proposed partitioning approach, the accuracy guaranteed by the detailed 3D mesoscale model can be maintained also at structural scale, where the analysed structural system is represented by a parent structure with a reduced number of freedoms.
Figure 8: Mesh and partitions scheme used for representing a full-scale URM perforated wall

Figure 9: (a) Representation of cracks in the full-scale URM perforated, (b) maximum principal stresses in solid elements at the end of the numerical analysis
The effectiveness of a specific subdivision is related to the number of operations required to solve the linear system for each partitions and parent structures. It does not depend only on their dimension, but also on the specific strategy used to divide the original structure with super-elements. This is illustrated in Figure 7, where the speed-up achieved using models with a different number of partitions is \( s \). It can be observed that when dividing the structure in two partitions, the total wall-clock time is more than halved (\( S_2 = 2.75 > 2 \)), thanks to a more efficient use of the frontal algorithm used to calculate the solution of the equation linear system of equations. Further benefit is achieved when using four partitions (\( S_4/S_2 = 3.59 > 2 \)) and the gain in speed is maintained up to 16 partitions. Then increasing the number of partitions from 16 up to 32 guarantees only a limited improvement in the overall computing time, while the use of 64 sub-divisions leads even to a reduction in speed-up. This is caused by a relevant increase in the dimension of the parent structure which implies high overheads because of data communication. This confirms the potential of the proposed reduction of partition boundary freedoms through coupling elements, which is currently under development and will be reported in future work.

In a second numerical simulation, the proposed numerical strategy for URM structures has been used to investigate the nonlinear response of a full-scale perforated URM wall under in-plane loading. Considering the large dimension of the structure (Fig. 8), the detailed 3D mesoscale strategy, which requires 162840 nodes to represent the whole URM perforated wall, cannot be employed in a monolithic model using ordinary memory and CPU resources, thus requiring the use of the developed multiscale strategy with partitions and different processors. Figure 8 shows the mesh with solid and interface elements for the whole structure and the arrangement for the 62 super-elements employed for representing the structural system. The deformed shape including the cracks in the wall with details of damage at interface elements is displayed in Figure 9a, while the contours of maximum principal stresses in solid elements are shown in Figure 9b. The results achieved confirm the potential of the proposed numerical strategy, which allows the investigation of full-scale URM structures, ensuring the accuracy characteristics of mesoscale models for a realistic representation of cracks and damage.

5 CONCLUSIONS

An effective multiscale modelling strategy for URM structures has been presented in this paper. The domain partitioning approach is coupled with an accurate 3D mesoscale model for representing the nonlinear behaviour of URM structure under general loading conditions. The potential benefits of including specific coupling constrains in the mesoscale description to reduce the size of the parent structure have been discussed. The effectiveness of the proposed method is demonstrated through a significant speed-up that can be achieved by analysing a large URM wall considering a sufficient number of partitions. It is shown that significant computational benefits can be derived from using a small number of partitions, mostly because of the significant reduction in computation required by the frontal method at the parent structure level combined with a moderate communication overhead with the partitions. The computational benefits of the method are demonstrated by obtaining the nonlinear response of an URM solid wall and through a nonlinear simulation for a full-scale URM façade. The various studies show clearly that the proposed method can be used for the
realistic and efficient nonlinear analysis of large URM structures, importantly with a high simulation accuracy as provided by a detailed mesoscale description. Current research is focussing on the development of the proposed coupling elements for reducing the number of partition freedoms at the mesoscale boundary, and this will be reported in future work.
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Abstract. The strain rate dependence of the plastic yield and failure properties displayed by most metals affects energies, forces and forming limits involved in high speed forming processes. In this contribution a technique is presented to assess the influence of the strain rate on the forming properties of steel sheets. In a first step, static and high strain rate tensile experiments are carried out in order to characterize the materials strain rate dependent behaviour. In a second step, the phenomenological Johnson-Cook model and physically-based Voce model are used to describe the constitutive material behaviour. The test results are subsequently used to calculate the forming limit diagrams by a technique based on the Marciniak-Kuczynski model. With the developed technique, static and dynamic forming limit diagrams are obtained for a commercial DC04 steel and a laboratory made CMnAl TRIP steel. The results clearly indicate that increasing the strain rate during a forming process can have a positive or negative effect.

1 INTRODUCTION

In forming processes such as magnetic pulseforming, hydroforming and explosive forming, high rates of deformation are obviously obtained. However, also in more conventional sheet forming techniques, such as deep drawing, roll forming and bending, locally strain rates are occurring deviating from the ones occurring in static material tests. As the strain rate increases most materials present significantly higher plastic flow stresses, however much lower deformation levels. Other materials combine an increase in flow stresses with an increase in elongation values (Van Slyckken et al., 2006). Materials which experience no strain rate sensitivity at all are exceptional. In the study here a commercial and laboratory made steel are considered. The commercial DC04 (EN 10027-1) is an unalloyed deep-drawing steel. This steel grade is frequently used in the production of body components in the automotive
industry. The laboratory made CMnAl-TRIP steel is a multiphase steel in which, under certain conditions, the austenite phase transforms to martensite during plastic straining [1].

In a first step, static and dynamic tensile experiments are carried out using a classical tensile test device and a split Hopkinson tensile bar facility respectively. The stress-strain curves obtained for the two steels clearly show that their mechanical behaviour is strain rate dependent. With increasing strain rate, plastic stress levels increase, however, as opposed to the TRIP-steel, for the DC04 steel the deformation capacity decreases. Subsequently, to allow simulation of forming processes, Johnson-Cook and Voce material model parameters are determined [2]. Finally, the influence of the strain rate on the forming limits is assessed using the uni-axial tensile test results. Indeed, performing multi-axial experiments at high strain rates is not obvious. Prediction of the initiation of necking in the steel sheets subjected to multi-axial strain states is based on the Marciniak-Kuczynski model. The thus obtained forming limit diagrams show a non-negligible effect of the strain rate. For the DC04 material, the reduced ductility at higher strain rates is reflected into an unfavourable downward shift of the forming limit diagram. Certainly, the left-hand side is adversely affected. The behaviour of the TRIP steel is as opposed to that of DC04: the dynamic FLD is higher than the static one.

2 EXPERIMENTAL PROGRAM

2.1 EXPERIMENTAL SETUPS

Static and dynamic tensile experiments are carried out at room temperature (around 22°C). The static experiments are carried out on a classical screw driven electromechanical Instron tensile machine according to the European standard specifications EN 10002-1:2001. A tensile specimen, with a gage length of 120mm, is used in the tests. The tensile tests are carried out with an initial strain rate of $5.6 \times 10^{-4}$ s$^{-1}$, in the gage section of the specimen, which is increased to $5.6 \times 10^{-3}$ s$^{-1}$ at 3.4% of deformation until rupture.

For the dynamic experiments the split Hopkinson tensile bar (SHTB) setup of the department of Materials Science and Engineering at the Ghent University in Belgium is used. A schematic representation of the setup is given in the Figure 1, a photograph in the Figure 2.

![Figure 1: Schematic representation of split Hopkinson tensile bar device at Ghent University](image)

The setup consists of two long bars, an input bar and an output bar, between which a specimen is sandwiched. For tensile tests a tube-like impactor is put around the input bar and is accelerated towards an anvil at the outer end of the input bar. Thus a tensile wave, the so-
called incident wave, is generated and propagates along the input bar towards the specimen. The incident wave interacts with the specimen, generating a reflected wave and a transmitted wave. The strain histories $\varepsilon_i(t)$, $\varepsilon_r(t)$ and $\varepsilon_t(t)$ corresponding to respectively the incident, reflected and transmitted wave are usually measured by means of strain gages at well chosen points on the Hopkinson bars. The history of the stress, the strain and the strain rate in the specimen are derived from the measured waves, using the following expressions [3]:

$$\sigma(t) = \frac{A_b E_b}{A_s} \varepsilon_i(t)$$

$$\varepsilon(t) = \frac{U_{ob} - U_{ib}}{L_s} = -\frac{2C_b}{L_s} \int_0^t \varepsilon_r(\tau) d\tau$$

$$\dot{\varepsilon}(t) = \frac{V_{ob} - V_{ib}}{L_s} = -\frac{2C_b}{L_s} \varepsilon_i(t)$$

with $E_b$ the modulus of elasticity of the Hopkinson bars, $A_s$ and $A_b$ the cross section area of the specimen and of the Hopkinson bars respectively, $C_b$ the velocity of propagation of longitudinal waves in the Hopkinson bars and $L_s$ the gage length of the specimen. $U_{ib}$ and $U_{ob}$ are the displacements of the interface between the specimen and, respectively, the input bar and the output bar; $V_{ib}$ and $V_{ob}$ are the corresponding velocities.

The DC04 sheet steel has a thickness of 1.5mm, the TRIP-steel 1.2mm. Specimens are cut by spark erosion along the rolling direction. Geometry and dimensions used for the split...
Hopkinson tensile bar experiments can be found in Figure 3.

![Figure 3: Geometry of test specimen used for the SHTB experiments. The 4mm wide section, with a gage length of 5mm, is actually submitted to the high strain rate load.](image)

### 3.2 Results

Several static and dynamic tests have been carried out. In Figure 4 representative engineering stress-strain curves can be found. For the DC04 steel the static and dynamic curves have a different overall shape. For the static curve a clear strain hardening is observed during the first stages of plastic deformation and uniform elongation is achieved after 24% of deformation. The dynamic curves on the other hand, show a very high yield stress, again followed by few strain hardening. Between the dynamic curves differences are less pronounced.

The static and dynamic engineering stress-strain curves for the CMnAl TRIP steel are very similar. The stress increases, however not as much as for the DC04 steel. The main effect of the strain rate is seen in the higher uniform elongation during dynamic loading: ±30% vs ±22%.

![Figure 4: Representative static stress-strain curve and dynamic curves obtained for the investigated steels](image)

### 3 MODELLING OF THE HIGH STRAIN RATE BEHAVIOUR

The experimental results are used to model the constitutive material behaviour. Two different frequently used models are used: Voce law and the Johnson-Cook model [2]. Voce law describes the relation between the stress \( \sigma \) and plastic strain \( \varepsilon_p \). The model contains only three parameters \( \sigma_0 \), \( K \) and \( n \) which can easily be determined from only one experiment.
$\sigma = \sigma_0 + K(1 - e^{-n\varepsilon_p})$ \hfill (4)

The Voce flow rule does not explicitly describe the material’s strain rate and temperature dependence. Both can be taken into account by making the model parameters strain rate and/or temperature dependent.

The Johnson-Cook phenomenological model does take into account strain rate and temperature dependent material behaviour:

$$\sigma = \left( A + B \varepsilon_p^n \right) \left( 1 + C \ln \frac{\varepsilon}{\varepsilon_0} \right) \left( 1 - \left[ \frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}} \right]^m \right)$$ \hfill (5)

The first term of the right hand side describes the isothermal static material behaviour. Consequently, the parameters $A$, $B$ and $n$ are determined using the static tensile tests. The initial (for $\varepsilon<3.4\%$) strain rate during the static tensile test is the reference strain rate $\varepsilon_0$ used in the second term, expressing the strain rate hardening with parameter $C$. The last factor, including $m$, represents thermal softening. $C$ and $m$ are calculated using the high strain rate tensile tests.

The quasi-adiabatic temperature increase in the specimen during high strain rate plastic deformation is calculated using the following formula:

$$\Delta T = \frac{\beta}{\rho c} \int \sigma d\varepsilon_p$$ \hfill (6)

In this equation $\rho$ is the mass density, $c$ the specific heat and $\beta$ the Taylor-Quinney coefficient indicating the fraction of plastic work converted into heat. This $\beta$-value is usually assumed to have a value between 0.9 and 1. Constant values for $c$ and $\beta$ can be used regarding the modest temperature range acquired during these tests. During the high strain rate tests the temperature will gradually change from room temperature to approximately 100°C depending on the material.

In table 2 values for the parameters of Voce model $\sigma_0$, $K$ and $n$ and Johnson-Cook model $A$, $B$, $n$, $C$ and $m$ can be found. The parameters are calculated by a least square method. For the Voce law two sets of parameters are given: one for the static behaviour at room temperature and one for a dynamic, adiabatic experiment at 1000s$^{-1}$.

In Figure 5 a comparison is made between experimental and modelled stress-strain curves. Both models succeed in describing the experimental behaviour. The Voce model appears to perform better than the Johnson-Cook model which is not surprising regarding the use of two Voce law parameter sets for the static and dynamic loading compared with one parameter set for the JC model. Indeed, the large differences between the overall shape of the static and dynamic stress strain curves complicates modelling of the material behaviour with one parameter set. Nevertheless, the agreement between the experiments and models is very good. Because the Voce model performs better at higher strains, it will be used for calculation of the FLDs in the next section.
<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>DC04</th>
<th>CMnAl TRIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voce (static/dynamic)</td>
<td>$\sigma_0$ (MPa)</td>
<td>163.5/383.1</td>
<td>394/501</td>
</tr>
<tr>
<td></td>
<td>$K$</td>
<td>226.2/137.5</td>
<td>468/574</td>
</tr>
<tr>
<td></td>
<td>$n$</td>
<td>13.2/31.7</td>
<td>9.2/5.4</td>
</tr>
<tr>
<td>Johnson-Cook</td>
<td>$A$ (MPa)</td>
<td>162</td>
<td>394</td>
</tr>
<tr>
<td></td>
<td>$B$ (MPa)</td>
<td>598</td>
<td>1395</td>
</tr>
<tr>
<td></td>
<td>$n$</td>
<td>0.6</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>$C$</td>
<td>2.623</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>$m$</td>
<td>0.009</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 2: Values for the Voce and Johnson-Cook material model parameters

Figure 5: Experimental static and dynamic tensile curves and curves simulated with the Johnson-Cook model for the DC04 (left) and the TRIP (right) steel

4 CALCULATION OF STRAIN RATE DEPENDENT FLD

4.1 Marciniak-Kuczynski method

The uniaxial tensile test results at different strain rates are used to predict the forming limits of the studied steel grades. Onset of necking under the multi-axial strain conditions occurring in forming processes is predicted using the well-known Marciniak–Kuczynski model [5].

In the Marciniak-Kuczynski (MK) method, it is assumed that an initial imperfection is present in the sheet metal. The imperfection is modelled by a band $b$ of smaller thickness than the surrounding zone $a$, as schematically represented in Figure 6. The orientation of the band is characterized by the angle $\psi$. The initial imperfection can originate from a real thickness variation, surface roughness, a local variation of the strength or a combination. Physical meaning of this assumption is given in [6]. The imperfection parameter, $f_0$, is defined as the ratio of the reduced thickness $t_{b0}$ to the initial thickness of the sheet $t_{a0}$ ($f_0 = t_{b0}/t_{a0}$). During a biaxial straining process, the imperfection zone deforms more than the uniform zone. Therefore, the strain path of the imperfection zone is continuously ahead of the strain path of
the uniform zone. At a certain point, when the strain localization takes place, the difference between the strain path of the imperfection and the uniform zone begins to increase drastically. If the ratio of strain in the zone \( b \) to that of the perfect sheet reaches a presumed critical value, the sheet is considered to have failed. This critical value has low impact on the calculated forming limit because the strain in zone \( a \) does not change much once there is strain localization in \( b \). The failure strain is calculated for different orientations of \( b \). The lowest failure strain from these calculations is the forming limit. Once the strain localization is detected, the sheet metal is assumed to have failed.

In this study, the critical ratio of the strain increment in the region \( b \) to that of the region \( a \) is 4. The Voce hardening law fitted to the experimental stress-strain curves (see previous section) and von Mises yield criterion are adopted. Instead of optimizing the imperfection parameter \( f_0 \), it is set on 0.99 for both materials for reasons of comparability.

4.2 Static and dynamic FLDs

The results of the FLD calculations are shown in Figure 7. Each chart presents a graph for static and a graph for dynamic (1000s\(^{-1}\)) deformation of the sheet.

![Figure 6: Schematic representation of the Marciniak-Kunczynski sheet with imperfection](image)

![Figure 7: Comparison of static and dynamic FLD’s for the considered steels](image)
5 CONCLUSIONS

The influence of the strain rate on the forming properties of the commercial steels DC04 and a laboratory made CMnAl TRIP steel is studied. Static and high strain rate tensile experiments are performed to assess the influence of the strain rate on the mechanical behaviour. Going from static to dynamic loading rates, the plastic stresses increase. Concerning deformation before necking values are roughly halved for the DC04 steel. In contrast, the TRIP steel shows an increase of uniform strain when dynamically loaded. Subsequently, the Johnson-Cook and Voce models are used to describe the strain rate and temperature dependent constitutive behaviour of the studied steels. These constitutive models combined with the corresponding material parameters can be used to calculate the energies and forces occurring in a high speed forming process.

Finally, the influence of the strain rate on the forming limits is assessed using the uni-axial tensile test results. Prediction of the initiation of necking in the steel sheets subjected to multi-axial strain states is based on the Marciniak-Kuczynski model. The resulting forming limit diagrams show a non-negligible effect of the strain rate. The reduced ductility at higher strain rates is reflected into an unfavourable downward shift of the forming limit diagrams for the DC04 steel grade. For the TRIP steel, an important upward trend in the forming limits can be observed if the strain rate is increased.
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Summary. Experimental tests developed to characterize sheet metals plastic anisotropy are reviewed in this paper, with particular emphasis on those dedicated to the identification of advanced yield surfaces capable of improving the predictions in forming simulations. The direct identification methods using a variety of tests that cover a wide range of proportional stress states are first discussed. Inverse methods based on experiments on complex-shaped specimens are next presented. With these methods, the parameters of a selected material model are determined by minimizing the discrepancies between numerically-predicted results and experimental ones.

1 INTRODUCTION

Sheet metal forming processes are widely used in automotive and domestic appliance industries to manufacture complex-shaped structural components. In view of the complexity of textural and micro-structural evolutions associated with plastic yielding, the optimization of these processes should be performed by means of finite element (FE) simulations in which only the most important aspects of anisotropic plasticity are selected in relation with the expected predictions.

In addition to the initial yield surface, two main kinds of surfaces can be defined in stress space, depending on the experimental procedure applied for their determination.

The subsequent yield surfaces (SYSs) are obtained by exploring the whole stress space after a given pre-strain has been applied to the material. The determination of SYSs reveals the anisotropic character of strain-hardening. The Bauschinger effect is one of the manifestations of anisotropic hardening, which is expected to play an appreciable role on the springback of the piece when the stamping tools are removed [1].

The constant work contours (CWCs) are defined in stress space by joining the points obtained under different quasi-linear strain-paths or stress states at a given value of expended plastic work. With the CWCs, emphasis is given to initial anisotropy and to possible differential hardening effects that manifest by differences in strain-hardening along different strain-paths, leading to an evolution of the shape of the CWCs with the level of plastic work. Experimental evidence [2] tends to indicate that the directions of plastic strain increments are
normal to the CWCs, which explains that they are commonly modeled by a yield function and its associated flow rule. Among many anisotropic yield functions proposed during the last decades, Hill’s quadratic function [3] is the best known and remains the most widely used in industrial context.

The present paper focuses on the experimental methods that can be used to identify anisotropic yield surfaces and/or CWCs, which play a prominent role in the predictions of strain distributions and defects in the formed part. Two main methods are examined: first, direct methods for identifying the CWCs, in which a variety of tests are performed to cover a wide range of linear or quasi-linear strain-paths (see also the excellent review on sheet metals experimental characterization by Kuwabara [4]); second, inverse methods using experiments on complex-shaped specimens, where the parameters of a material model are determined by minimizing the discrepancies between numerically-predicted results and experimental ones.

2 DIRECT IDENTIFICATION METHODS

Direct identification methods of the three-dimensional plastic behavior of metals were developed concurrently with modern plasticity theories. A pioneering example is given by the work of Lode [5], who tested thin tubes under combined axial tension and internal pressure in order to examine the influence of the intermediate principal stress on yielding. A number of tests covering a wide range of biaxial stress states have also been proposed for a long time for sheets in order to define an appropriate anisotropic yield function fitting experimental data. These classical tests are critically reviewed in this section, together with more recent experiments conducted on biaxially stretched specimens.

2.1 Uniaxial tension tests

The uniaxial tension test is accepted as an unquestionable experiment for characterizing strain-hardening and plastic anisotropy. Its main limitation comes from the occurrence of necking, which restricts its straightforward analysis to strain levels corresponding to the point of maximum load. An example of uniaxial stress-strain curves taken from [6] is given on Fig. 1a for annealed 1050A aluminum specimens cut along the rolling direction (RD), the diagonal direction (DD) and the transverse direction (TD). The total logarithmic surface strains $\varepsilon_1$ and $\varepsilon_2$ along the tensile and the width directions, respectively, were determined during the tests as the average values obtained over a central zone of the specimens by using an image correlation method. The Lankford coefficient $R$ measuring the ratio between plastic strains in the width direction ($\varepsilon_2^p$) and in the thickness direction ($\varepsilon_3^p$) was then calculated by taking into account the contribution of elastic strains and the assumption of plastic incompressibility. The evolutions of $R$ as a function of plastic strain $\varepsilon_1^p$ along the tensile direction are shown on Fig. 1b. It can be observed that the stress-strain curve along TD exhibits a slightly lower hardening rate, as compared to RD and DD, Fig. 1a. Besides, the Lankford coefficient slightly evolves during the tests, Fig. 1b. These observations indicate that the assumption of isotropic hardening is not rigorously satisfied.

The angular variations of the Lankford coefficient (measured at $\varepsilon_1^p = 0.1$) and of the flow stress at different values of plastic work are shown on Figs 1c and 1d, respectively. The
relation between strain anisotropy, Fig. 1c, and stress anisotropy, Fig. 1d, cannot be accounted for with Hill’s quadratic criterion [3], which only involves 3 parameters for describing the adimensional plane-stress yield surface. The FMM model proposed by Ferron et al. [7] is used in Fig. 1d to fit the variations of both \( R(\alpha) \) and \( \sigma(\alpha) \).

More complex angular evolutions of the Lankford coefficient and of the flow stress can be obtained in dual phase steels [8] or in aluminum alloys [9]. An asymmetric yield behavior in tension and compression can also be observed in some advanced materials [9].

2.2 Shear tests

The simple shear test can be performed on a conventional testing machine by means of a device imposing a parallel displacement of two lateral grips, which leads to a shear strain \( \gamma \) as shown on Fig. 2a (from [10]). Compared with the uniaxial tension test, much larger homogeneous strains can be obtained with this test. Also, the stress can easily be reversed by inverting the relative displacement of the grips. Further flexibility for analyzing strain-induced anisotropy is obtained by cutting samples in pretrained sheets [10]. Simple shear results are illustrated on Fig. 2b for a low-carbon steel with 20% tension prestrain along RD.
2.3 Plane-strain tension tests

The tension test on wide specimens (Fig. 3a) can be used to obtain strain states close to plane-strain tension in the middle section of minimal cross-sectional area [11]. With the assumption of plane-strain tension, the plane-strain stress-strain curve can be directly estimated by recording the load and the (average) axial strain in the middle section. However, an extensive study by Dournaux et al. [12] clearly shows that uniform stress- and strain-states are not obtained in the middle section. Strain field analysis by means of optical full-field measurement techniques further shows that the degree of strain field homogeneity is strongly sensitive to specimen geometry. An optimized geometry can be searched by FE analysis, but the results depend on the yield function [12]. Finally, this test could alternatively be used to analyze the ability of selected constitutive models to reproduce the inhomogeneous strain fields.

Figure 2: Geometry of a simple shear sample (a) and experimental shear stress–shear strain curves for a low-carbon steel after 20% prestrain in tension along RD (b) (from [10]).

Figure 3: Plane-strain tension wide specimens proposed by Wagoner [11] (a); plane-strain tension cruciform specimen proposed by Kuwabara and Ikeda [13] (b).
Cruciform specimens (Fig. 3b) also have been designed for plane-strain stretching, with slits machined along the direction normal to the loading direction, while the elongation along this normal direction is maintained equal to zero during the test [13].

2.4 Bulge test

Following the earlier work of Mellor [14], the plastic bulging of a blank clamped along a circular contour and submitted to the action of a lateral fluid pressure is widely used in industrial and academic laboratories. Large plastic strains are obtained with this test at the apex of the dome. The biaxial flow stress $\sigma_b$, at the apex is estimated by measuring fluid pressure $p$ and calculating the thickness and curvatures at the pole, via appropriate measurements and assumptions. The surface strains $\varepsilon_1$ and $\varepsilon_2$ and curvatures $(1/R_1)$ and $(1/R_2)$ along RD and TD, respectively, are determined as average values measured over a certain area around the pole by means of either extensometers and spherometers, or optical systems allowing a continuous recording of the coordinates of a grid applied on the sheet. The through-thickness strain $\varepsilon_3$ is estimated with the assumption of incompressibility:

$$\varepsilon_3 = -(\varepsilon_1 + \varepsilon_2)$$ (1)

and the thickness $t$ is determined as:

$$t = t_0 \exp(\varepsilon_3)$$ (2)

where $t_0$ is the initial thickness.

The biaxial stress at the pole is determined using the membrane equilibrium equation:

$$\frac{\sigma_1}{R_1} + \frac{\sigma_2}{R_2} = \frac{p}{t}$$ (3)

where $\sigma_1$ and $\sigma_2$ are the membrane stresses.

The local shape of the deformed sheet around the pole is often approximated by a sphere. Then, under the assumptions $R_1 = R_2 \equiv R$ and $\sigma_1 = \sigma_2 \equiv \sigma_b$, equation (3) reduces to:

$$\sigma_b = \frac{pR}{2t}$$ (4)

Apart from experimental accuracy, several elements can affect the determination of the biaxial stress-strain law. First, the strain and the curvature depend on the position along the profile. Thus, the determination of surface strains and curvatures at the pole may depend on the size of the zone used for their determination. Second, the determination of the thickness using the strains measured on the upper face of the sheet ignores the strain gradients through the thickness, which arise from the combination of stretching and bending for thick sheets. Third, the membrane equilibrium equations (3) and (4) represent an approximation for thick sheets.
In order to evaluate the accuracy of the bulge test analysis, Lemoine et al. [15] performed virtual experiments in which the results obtained by FE calculations are used as input data for determining the biaxial stress-strain law in agreement with the experimental procedure. In this way, the experimental procedure can be evaluated by comparing the “experimental” stress-strain curve with the “reference” one introduced in the simulations. The \( \sigma_1(\epsilon_1) \) curves predicted for an isotropic (von Mises) material with a die diameter of 108 mm and for different sheet thicknesses are shown on Fig. 4a. A progressive overestimate of the stress-strain curve is observed with the experimental determination. This effect is more significant for materials with a lower hardening rate, and it is clearly much more important for thick sheets. The strain gradients through the thickness partly explain this effect, as a result of a progressive underestimate of the thickness when it is computed with the value of the upper surface strain \( \epsilon_1 \) [15]. For thick sheets, it is also observed that the calculated stress is far too low in the early stages of bulging (Fig. 4a). This effect can be explained by the initial predominance of bending. This may be observed on Fig. 4b where the evolution of stress \( \sigma_1 \) at the apex is plotted as a function of dome height \( H \) for different nodes through the thickness of the sheet.

![Figure 4](image.png)

**Figure 4:** Comparison between the “reference” curve and “experimental” curves (Abaqus) for different thicknesses (a); evolution of apex stress \( \sigma_1 \) as a function of dome height \( H \) for the upper node 1, mid node 4 and lower node 7 through the thickness (b) (from [15]).

For in-plane anisotropic materials, the approximation \( \sigma_1 = \sigma_2 \) in the equilibrium equation (4) is an additional source of error, because the strain and stress states at the apex neither exactly correspond to equibiaxial states [15].

### 2.5 Compression tests

Biaxial compression tests can be performed on adhesively bonded blocks of sheet specimens [16]. Generally, these tests are analyzed by assuming pressure-insensitive plastic yielding, which allows the direct prediction of in-plane loading behavior. Some difficulties
possibly arise from friction, from lack of parallelism between the specimen and the tools and from elasticity effects [17].

### 2.6 Biaxial tension tests

Reviews of cruciform specimens designed for determining yield stress or stress-strain curves in biaxial tension can be found in [4,18]. Some examples of cruciform specimens are shown on Fig. 5. With these specimens, a direct identification of the stress-strain law in biaxial tension is performed by measuring the deformation in the central gauge part and by determining the stress from equilibrium considerations. The main difficulty with this kind of specimens consists of obtaining significant levels of biaxial stretching in the central part. This difficulty can be overcome by machining slits in the specimen arms and creating a thinner central part [20,21]. Kuwabara et al. [2] avoided this thinning by machining very narrow slits in the arms, so that the cross-sectional area of arms is almost the same as that of the central gauge part. However, the amount of stretching in the central part is limited in this case to a few percents of elongation.

![Figure 5: Cruciform specimens proposed by Müller and Pöhland [19] (a), Ferron and Makinde [20] (b) and Kuwabara et al. [2] (c).](image)

![Figure 6: Constant works contours determined with cruciform specimens by Green et al. [22] (a), Kuwabara et al. [2] (b) and Banabic et al. [23] (c).](image)
Examples of CWCs determined in the biaxial stretching range are shown on Fig. 6. The biaxial devices used for these experiments consist of two sets of opposite actuators, which are servo-controlled at either a given strain ratio [22] or a given load ratio [2,23] to obtain one point of the CWC. Referring to the denominations used in Fig. 5, specimens are of either type (b) [22] or type (c) [2,23].

3 INVERSE IDENTIFICATION METHODS

Inverse identification methods are carried out by using an optimization procedure in which the parameters of the constitutive law introduced in FE simulations are adjusted in order to minimize the discrepancies between numerically predicted results and experimental ones. Theoretical formulations of the identification problem can be found in [24,25]. For plastically deformed anisotropic sheet metals, the global results related to the load-displacement response were first analyzed. Owing to the advances in optical full-field measurement techniques, the analysis of heterogeneous strain fields obtained on specifically-designed specimens is now increasingly used for the identification of material parameters.

3.1 Global results analysis

Load-displacement results have been analyzed in a variety of situations by Ghouati and Gelin [25] to identify strain-hardening parameters and Hill’s quadratic yield function parameters. Experiments used for identification include uniaxial tension tests, bulge tests and deep-drawing tests. Another example of global results analysis is given in [26], where plane-strain tension tests are analyzed by recording the load as a function of the thickness in the centre of the specimen. Plastic yielding is modeled using Hill’s quadratic model with the assumptions of either associated or non-associated flow rule, and Barlat’s yield function (Yld91) [27]. Improved results could be obtained with this latter yield function.

3.2 Strain fields analysis

More informative and discriminant results are expected from full-field displacement and strain measurements. One of the first studies using full-field displacement measurements on plastically-stretched sheet metals was performed by Meuwissen et al. [28]. These authors designed non-standard tensile specimens with dissymmetric notches (Fig. 7a). The displacement fields were measured optically with retro-reflective markers on the specimen surface. Belhabib et al. [29] also used notched specimens (Fig. 7b). These authors performed full-field optical strain measurements and FE analysis to determine the strain-hardening parameters and Hill’s quadratic yield function parameters. Kajberg and Lindkvist [30] performed a numerical optimization of strain measurements on notched specimens with the aim of determining the stress-strain law at large strains.

A much wider range of stress states can be covered using biaxially-stretched cruciform specimens. For a pertinent identification based on strain fields analysis, the design of cruciform specimens should be guided by the following prescriptions [31]:

- obtain a wide range of stress-states over the surface of the specimen,
- obtain a satisfactory compromise between a significant strain level in all the regions of the specimen and a high sensitivity of strain fields to plastic anisotropy.
Two types of cruciform specimens designed according to the above objectives [31,32] are presented on Fig. 8. Both types exhibit the same external shape. The geometry of the first type is simply defined by a hole machined in its centre (Fig. 8a). The stress-state is close to uniaxial tension in the major part of specimen arms (UT region), and close to plane-strain tension along the lines oriented at 45° from the specimen axes (PST region). The second type of specimens (Fig. 8b) is designed to enforce different stress states along the symmetry axes:
- equibiaxial tension (EBT) in the centre of the specimen, defined by the Lagrangian coordinate \( X = 0 \),
- plane-strain tension (PST) at the points at \( X = \pm 10 \text{mm} \), where a strain peak is observed between the ends of the slots oriented at 45° from the symmetry axes,
- uniaxial tension (UT) in the regions defined by \( 25 \text{ mm} < |X| < 40 \text{ mm} \), where a strain plateau is observed along the central ligaments of the arms.

The identification procedure [31,32] is performed with a 8-parameter yield function [7] by combining the results of uniaxial tension tests and biaxial tension tests on cruciform
specimens. Uniaxial tension tests along the directions at 0°, 45° and 90° from the rolling direction are carried out to determine the strain-hardening parameters and yield function parameters related to transverse strain- and stress-anisotropy. Strain distributions measured in biaxial tension tests by an image correlation method are used as input data in an optimization procedure allowing the determination of yield function parameters related the shape of the yield surface in biaxial tension. As an illustration, the plot of major principal strains measured for various materials along the symmetry axis corresponding to the rolling direction of UT/EBT specimens (Fig. 9a) displays the high sensitivity of strain fields to material anisotropy. The yield surfaces obtained by the identification procedure are shown on Fig. 9b.

**Figure 9:** Normalized distributions of major principal strain measured along the rolling direction of UT/EBT specimens (a) and identified yield surfaces in the biaxial stretching range (b) (from [31]).

## 4 CONCLUSIONS

The aspects of sheet metals plastic anisotropy reviewed in this paper mainly deal with the experimental identification of yield surfaces, and more specifically of constant work contours. To improve numerical predictions of strain distributions and to assess the feasibility of a forming process, these experiments should bring accurate information about:

- the orientation dependence of yielding, both concerning transverse strain- and stress-anisotropy, which plays a prominent role in processes with draw-in, as is the case for the formation of ears in the cup drawing test,
- the stress-ratio dependence of yielding, particularly the shape of the yield surface in the biaxial stretching range, which controls the strain distributions obtained in stampings that present a wide range of stress states. The use of biaxially stretched specimens, designed either for a direct or an inverse identification, represents an efficient mean for this characterization.

The yield surfaces can be modeled by choosing one of the anisotropic yield functions developed during the last 30 years concurrently with ever more accurate characterizations of sheet yielding, see, e.g., the reviews of Banabic [33] and Barlat et al. [34].
REFERENCES


IDENTIFICATION OF ORTHOTROPIC PLASTIC MATERIAL PARAMETERS FOR DEEP-DRAWING STEEL USING DIC AND FEMU

Stefan Schmaltz*, Kai Willner*

*Chair of Applied Mechanics, Department of Mechanical Engineering
Friedrich-Alexander University Erlangen-Nuremberg
Egerlandstr. 5, 91058 Erlangen, Germany
e-mail: stefan.schmaltz@ltm.uni-erlangen.de, willner@ltm.uni-erlangen.de
Web page: http://www.ltm.uni-erlangen.de

Key words: Computational Plasticity, Parameter Identification, Sheet steel, FEMU

Abstract. In this paper the deep-drawing sheet steel DC04, representative for sheet-bulk metal forming processes, is characterized through uni- and biaxial tensile and compression tests. The orthotropic plastic material parameters for the Hill 1948 yield surface are identified in two different ways. The first one utilizes uniaxial tensile experiments with specimen in three angles to the rolling direction of the sheet (0, 45 and 90 degree) and the plastic material parameters are calculated through the Lankford coefficients. Second a Finite Element Model Updating (FEMU) procedure is introduced. By taking the measured full-field displacement data and the forces of the biaxial tensile experiments better fitting parameters are identified at reasonable experimental costs.

1 INTRODUCTION

In engineering disciplines the complexity of produced parts and therewith of manufacturing processes increases steadily. In addition the product life cycle of many products gets shorter, which results in a need of reliable and fast numerical simulations. This coincides with the need of material parameters being optimized for the utilized material, load type and constitutive law.

The goal of our research is to present a procedure to get optimal material parameters at modest experimental costs. The chosen material, a deep-drawing sheet steel (DC04), which is representative for sheet-bulk metal forming processes, is characterized through uni- and biaxial tensile and compression tests. The plastic material parameters are identified in two different ways. At first the direct approach is taken, which uses the experimentally measured values of the different tests for the calculation of the yield surface. Then our Finite Element Model Updating (FEMU) procedure is introduced, applied and the results are discussed.
2 EXPERIMENTAL SET-UP AND DATA ACQUISITION

The used sheet metal is fabricated in a cold-rolling process and therefore shows orthotropic elastic and plastic material characteristics. To capture and verify this behavior, experiments based on different load types were performed, see fig. 1. For the uniaxial tensile test standardized specimen\textsuperscript{1} were utilized. To prevent buckling the uniaxial compression test is performed on micro-specimen using hydraulic clamping with bearing extensions. In the biaxial tension and compression experiments a self-designed specimen is employed. Utilizing bearing plates, with friction reduction plates made out of Teflon®, in the biaxial compression tests, the initial compression yield point can be determined without buckling of the structure. The machines for the uniaxial testing are based on an electro-mechanical principle. For the biaxial loading type a hydraulic machine is utilized where the cylinders of the vertical and horizontal axis can be controlled separately.

For the identification of the plastic material parameters with our FEMU procedure full-field displacement data and the experimentally determined forces of the experiments are essential. Therefore the deformation of the specimen during the experiments is captured with an optical full-field measurement system. On each specimen a stochastic spray pattern is applied which deforms with the specimen. In the course of the experiment a certain amount of pictures of the deforming specimen is taken and the full-field displacement data can be calculated through Digital Image Correlation (DIC).

There, a homogeneous mesh is laid onto the stochastic spray pattern in the initial state of the analysis. The elements are fitted to the deformed state by minimizing the deviation of the brightness distribution from previous to actual state. Having the elements in each state, the displacement field is identified. Combined with each picture taken through the full-field measurement system the present force level is captured.

\textsuperscript{1}Tensile Specimen DIN 50125 – H12.5×50 of 2.0 mm sheet steel DC04
3 MATERIAL CHARACTERIZATION

The analyzed material shows orthotropic elastic and plastic characteristics without rate dependency. As sheet steel with a width of 2.0 mm is used, the plane stress element formulation is assumed to be valid. Having large deformation at small strains, the total strain $\varepsilon$ can be decomposed additively out of the elastic $\varepsilon^{\text{el}}$ and the plastic part $\varepsilon^{\text{pl}}$. In rate form this equation reads as

$$\dot{\varepsilon} = \dot{\varepsilon}^{\text{el}} + \dot{\varepsilon}^{\text{pl}}. \quad (1)$$

The elastic behavior is linear, utilizing Hooke's Law $\dot{\sigma} = C \dot{\varepsilon}^{\text{el}} = C (\dot{\varepsilon} - \dot{\varepsilon}^{\text{pl}})$, with the stress tensor $\dot{\sigma}$ in rate form and the compliance tensor $C^{-1}$. The linearly independent, orthotropic elastic material parameters are identified by an iterative FEMU procedure to be $E_1 = 199,290$ MPa, $E_2 = 212,996$ MPa and $\nu_{12} = 0.3356$. More detailed information can be found in [5]. The shear modulus $G_{12}$ is defined as mean value.

$$C^{-1} = \begin{bmatrix} \frac{1}{E_1} & \frac{\nu_{12}}{E_1} & 0 \\ \frac{\nu_{12}}{E_1} & \frac{1}{E_2} & 0 \\ 0 & 0 & \frac{1}{G_{12}} \end{bmatrix}, \quad \nu_{12} = \frac{\nu_{21} E_2}{E_1}, \quad G_{12} = \frac{E_1 E_2}{E_1 + E_2 + 2\nu_{12} E_2} \quad (2)$$

For the solution of the inelastic part of the problem further equations have to be defined. To be able to describe the actual state internal variables $\Phi_i$ are applied. With their evolution equations

$$\dot{\Phi}_i = \dot{h}_i (\sigma, \theta, \Phi), \quad (3)$$

the yield function $F(\sigma, \theta, \Phi) = 0$ and the associative flow rule

$$\dot{\varepsilon}^{\text{pl}} = \dot{\mu} \frac{\partial F}{\partial \sigma}, \quad (4)$$

with the plastic multiplier $\dot{\mu}$, is defined. The plastic multiplier has to meet the following conditions

$$\dot{\mu} F = 0, \quad \dot{\mu} \geq 0, \quad F \leq 0. \quad (5)$$

As common practice for deep-drawing sheet steel, the orthotropic yield surface is modeled with the Hill 1948 ansatz [1]. It reads as:

$$F = a_1 (\sigma_2 - \sigma_3)^2 + a_2 (\sigma_3 - \sigma_1)^2 + a_3 (\sigma_1 - \sigma_2)^2 + 3a_4 \sigma_{31}^2 + 3a_5 \sigma_{23}^2 + 3a_6 \sigma_{12}^2 - 2\tilde{\sigma}_F^2. \quad (6)$$

The variables $a_1$ to $a_6$ describe the shape of the yield surface and $\tilde{\sigma}_F$ represents the current equivalent flow stress. For the plane stress configuration the Hill 1948 yield surface in the principal axes $\sigma_1$, $\sigma_2$ is described through an ellipse symmetric to the coordinate origin. The yield function reduces to

$$F = a_1 \sigma_2^2 + a_2 \sigma_1^2 + a_3 (\sigma_1 - \sigma_2)^2 + 3a_6 \sigma_{12}^2 - 2\tilde{\sigma}_F^2. \quad (7)$$
The remaining parameters $a_1$, $a_2$, $a_3$ and $a_6$ can be determined directly through evaluation of the Lankford coefficients $r^{(0\degree)}$, $r^{(45\degree)}$ and $r^{(90\degree)}$ from uniaxial tensile tests [1]. The Lankford coefficients, also called anisotropy parameters, are obtained by

$$r^{(d)} = \frac{\varepsilon^{(d)}_{\text{width}}}{\varepsilon^{(d)}_{\text{thickness}}}, \quad d = 0\degree, 45\degree, 90\degree. \quad (8)$$

The index $d$ stands for the values of tensile tests with specimen from angles of 0, 45 and 90 degree to the rolling direction of the sheet metal.

The evolution of the yield surface, the hardening of the material, is modeled through a Hockett-Sherby law

$$\bar{\sigma}_F(\bar{\varepsilon}_{\text{pl}}) = \bar{\sigma}_\infty - [\bar{\sigma}_\infty - \bar{\sigma}_0] \exp (A \cdot \bar{\varepsilon}_{\text{pl}}^B). \quad (9)$$

In this equation $\bar{\sigma}_F$ represents the current equivalent flow stress, $\bar{\varepsilon}_{\text{pl}}$ the current equivalent plastic strain, $\bar{\sigma}_\infty$ the equivalent stress to which the yield curve converges, $\bar{\sigma}_0$ the equivalent initial yield stress and $A$ and $B$ are further material parameters. The parameters vary for the different load types and are fitted individually with a curve fitting algorithm.

Utilizing the performed uniaxial tensile experiments the Hill 1948 initial yield surface for our sheet steel can be identified. It is plotted in fig. 2 and labeled as Lankford. In this stress-stress diagram (fig. 2) also the initial yield stresses for the different experiments are plotted. To verify that the Hill 1948 yield surface is a sufficiently good model for our material a general ellipse equation is fitted to the experimental yield values. The

Figure 2: Experimentally determined Hill 1948 and Best-Fit yield surfaces
**Best-Fit** ellipse is obtained by a Least-Squares Fit using the Galerkin-Method to solve the overdetermined system of equations. The mid-point of the fitted ellipse lays almost in the coordinate origin as in the Hill 1948 model and the ellipse fits the data points very well.

Comparing the *Lankford* to the **Best-Fit** yield surface, a discrepancy for the biaxial yield stress can be found. To get a better fitting yield surface, without performing a large amount of experiments, our iterative FEMU procedure is utilized.

### 4 IDENTIFICATION PROCEDURE

For the identification procedure simulations of the performed experiments are set up. Here the biaxial tension test is chosen and modeled in the commercial Finite Element Method (FEM) software tool MSC.Marc. As having sheet metal, four-node, isoparametric, bilinear, plane-stress quadrilateral elements are utilized. The total amount of degrees of freedom is reduced by employing symmetric boundary conditions. The rolling direction is modeled through a rotation of the element coordinate system and the experimentally measured forces are applied as boundary condition, see fig. 3.

![Figure 3: Modeled region of the biaxial tensile specimen](image)

As we do have the measured full-field data sets and the simulations, the FEMU procedure for the parameter identification can be set up. Basic principles of the FEMU method and an overview over existing identification methods can be found in [2].

For our procedure the experimentally measured displacements $u_1$ and $u_2$ are required at a certain subset of nodes of the FE mesh. These optimization points are indicated in red in fig. 3. The values are calculated through a coordinate transformation and a data interpolation of the experimentally determined displacements.

The schedule of the FEMU procedure is depicted in fig. 4. It is controlled by an optimization routine which starts the FEMU procedure with a pre-defined set of initial material parameters. In our case the variational parameters are $a_1$, $a_2$, $a_3$ and $a_6$ of the plane stress Hill 1948 yield surface, see equation (7). With these parameters a FEM simu-
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**Figure 4:** Schedule of the iterative FEMU procedure using experimental data

is run and the numerically and experimentally determined displacements and forces are processed by the objective function. Depending on the used optimization algorithm, a resulting vector or a scalar value is passed back to the optimization routine. If a certain stopping criterion is missed, the material parameters are updated and another iteration is initiated. Otherwise the optimized material parameters are identified which define the Hill 1948 yield surface.

The FEMU procedure is performed utilizing the biaxial tensile tests and their simulation.

5 PROCEDURE VERIFICATION

To verify the convergence of our identification procedure two optimization algorithms with different initial starting points are utilized [3]. The first algorithm is a gradient-free Nelder-Mead Simplex Method [4]. The utilized objective function \( f(x) = \Phi_U(x) + \Phi_K(x) \) is a sum of the weighted least-squares sums of the experimentally and numerically determined displacements (10) and the forces (11).

\[
\Phi_U(x) = \frac{1}{2NM} \sum_{i=1}^{M} \sum_{j=1}^{N} \sum_{k=1}^{2} w_{U,k} \left[ (u_{k}^{(exp)})_{ij} - (u_{k}^{(num)}(x))_{ij} \right]^2
\]

\[
\Phi_K(x) = w_K \frac{1}{M} \sum_{i=1}^{M} \left[ (K^{(exp)})_i - (K^{(num)}(x))_i \right]^2
\]

In the equations (10) and (11) \( u_{k}^{(...)} \) are the displacements, \( K \) are the forces and \( w_{U,1}, w_{U,2} \) and \( w_K \) are the weighing factors. The indices stand for the steps in the numerical simulation \( i \), the number of optimization points \( j \) and the space directions \( k \).

The second optimization algorithm is the gradient-based Levenberg-Marquardt Trust Region Method [4]. An approximation of the objective function is minimized in a certain
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Trust Region $r$, see equation (12).

$$\min_{s} \frac{1}{2} \left\| J(x)s + v(x) \right\|^2_2, \text{ subject to } \|s\| \leq r$$

(12)

$$v_i(x) = \begin{cases} w_{U,k} \left[ \left( u_k^{(exp)}(x) \right)_i - \left( u_k^{(num)}(x) \right)_i \right], & \text{for } 1 \leq i < l. \\ w_K \left[ \left( K^{(exp)}(x) \right)_i - \left( K^{(num)}(x) \right)_i \right], & \text{for } l \leq i < m. \end{cases}$$

(13)

The parameter $v_i(x)$ is a column vector of the weighted least-squares sums of the forces and the displacements and $J(x) = \left[ \frac{\partial v_j}{\partial x_i} \right]$ is its Jacobian. The value $l$ is the number of steps times the number of optimization points and $(m - l)$ represents the number of steps. As no gradient is accessible in the used commercial FE code it is calculated through an evaluation of Finite Differences.

In order to show that the above described identification setup is reasonable and to test the FEMU procedure a numerical experiment is performed. An orthotropic Hill 1948 yield surface which is conform to the Best-Fit ellipse is defined. Boundary conditions equal to the measured ones of the biaxial tensile tests are applied and the resulting displacements and forces are recorded. Then a FEMU procedure is initiated. The numerically determined forces and displacements are taken as input-data and the parameters $a_1$, $a_2$, $a_3$ and $a_6$ are re-identified. Table 1 shows the pre-defined material parameters and the identified ones with the FEMU procedures with their standard deviations. Two runs were performed. In the first FEMU procedure the gradient-based Levenberg-Marquardt optimization algorithm is utilized. In order to verify the convergence of our procedure, three different initial starting parameter sets are employed, see fig. 5. The three runs converge to the same results with a small standard deviation (table 1). In the second FEMU cycle

Table 1: Identified material parameters of the numerical example from gradient-free and gradient-based methods with standard deviation

<table>
<thead>
<tr>
<th>Pre-defined Parameters</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ident. Param. gradient-based</td>
<td>9.38e-01</td>
<td>9.49e-01</td>
<td>1.02e+00</td>
<td>1.10e+00</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.82e-03</td>
<td>2.12e-03</td>
<td>2.77e-03</td>
<td>2.05e-02</td>
</tr>
<tr>
<td>Ident. Param. gradient-free</td>
<td>9.32e-01</td>
<td>9.43e-01</td>
<td>1.02e+00</td>
<td>1.09e+00</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>5.07e-03</td>
<td>5.42e-03</td>
<td>4.22e-03</td>
<td>3.29e-02</td>
</tr>
</tbody>
</table>

the gradient-free Nelder-Mead Simplex optimization algorithm is employed. This algorithm is started with three different initial material parameter sets. It converges to the values shown in table 1. However, the number of function evaluations needed to converge is higher than the one of the gradient-based algorithm and convergence is reached only if the initial parameters are within a small region around the optimal values.
6 IDENTIFIED PARAMETERS

Having verified that our FEMU procedure is capable of identifying the proper orthotropic plastic material parameters the experimentally determined displacements and forces of three biaxial tension tests are employed as input data. As in the numerical example the FEMU procedure is run with the two optimization algorithms starting from different initial material parameter sets. Fig. 6a) depicts that four different starting sets are utilized. Comparing fig. 6b) to fig. 5b) it is obvious that the convergence with the experimental data set is faster. This effect is caused by the inhomogeneities in the measured data. As being not perfectly biaxially loaded over all time steps, like in the numerical
example, and using three different experimental data sets in one FEMU procedure the iteration number decreases.

The identified material parameters for the Hill 1948 yield surface are written down in table 2. The standard deviations of the gradient-free optimization cycles are smaller than the gradient-based ones. However, convergence with the gradient-free method is reached only if good starting parameter sets are chosen.

Table 2: Identified material parameters of the experimental data sets from gradient-free and gradient-based methods with standard deviation

<table>
<thead>
<tr>
<th>Ident. Param. gradient-based</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Deviation</td>
<td>9.18E-01</td>
<td>9.30E-01</td>
<td>9.82E-01</td>
<td>6.49E-01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ident. Param. gradient-free</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Deviation</td>
<td>9.18e-01</td>
<td>9.30e-01</td>
<td>9.78e-01</td>
<td>6.64e-01</td>
</tr>
</tbody>
</table>

Fig. 7 depicts the via FEMU identified Hill 1948 yield surface together with the Lankford and Best-Fit surfaces. Especially the biaxial yield stress is represented more accurately as through the Lankford yield surface. Therewith only biaxial tensile tests are needed to be able to identify the initial yield surface almost as precisely as performing various different tensile and compression experiments and fitting a general ellipse to this data set.
7 CONCLUSION AND OUTLOOK

The paper characterizes the orthotropic plastic behavior of the sheet steel DC04 through uni- and biaxial tension and compression tests. The plastic material parameters for the Hill 1948 yield criterion are identified directly and by an iterative FEMU procedure employing full-field displacement data and forces from experiments. Utilizing this FEMU procedure the amount of experiments needed for the material characterization is minimized, while the accurateness of the identified material parameters is maximized. In order to accelerate the convergence and to increase the precision more complex specimen resulting in inhomogeneous loading are to be generated. Furthermore a combined anisotropic and kinematic hardening function has to be implemented to be able to represent the hardening behavior of the sheet metal more accurately.
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Abstract: The objective of this article is to present a comparison of the results achieved for the Equal Channel Angular Extrusion – ECAE – process, using a so called “quick start” approach, followed by simulation using material parameters defined by Swift’s [1] and Voce’s [2] relations. The comparison was made considering extrusion force, equivalent stresses and equivalent plastic strain quantities. Two angles (90° and 120°), two channel concordance radii relations (0.2, 2 and 2.5 mm) and two friction coefficients (0.05 and 0.15) were used. ANSYS 12.1 commercial package was applied for this work.

1 INTRODUCTION

Equal Channel Angular Extrusion – ECAE – is a powerful deformation technique that was first studied and developed by Segal in 1981 [3]. It is an innovative process that allows engineers and researchers to obtain improved mechanical properties for some materials, by forcing its passage through an angular channel with constant cross section. The improvement of the mechanical properties is a result of severe plastic deformation with consequent grain refinement. The advantage of this process is that the cross section of the material remains constant, and reduced forming forces are required when comparing to other cold working processes.

In recent years many researchers have investigated angular extrusion processes under experimental and numerical perspectives. Some works are focused on experimental techniques aiming to optimize die and process conditions and evaluate different materials. Numerical techniques and commercial FEM – Finite Element Method – packages have also been used to study specific details of the process in order to obtain better processing conditions and improved material characteristics.
Krishnmaiah et al. [4] applied the ABACUS commercial FEM package to study the process for 99.8% pure normalized cooper, in order to evaluate the influence of the friction coefficient on the die filling and in other mechanical properties. In their analysis, four-node elements in plane strain mode, with reduced integration were applied.

Aour et al. [5] numerically investigated polymer extrusion applying MARC FEM software, using also four-node elements and reduced integration. The work aimed at evaluating the results of the process in the form of equivalent plastic strain and process characteristics, such as channel angle, internal and external radii, friction coefficient and number of passages through the die.

Son, Jin and Im [6] applied FEM to investigate the influence of friction on the load required to perform the extrusion through an angular channel, and also on the strain distribution in the workpiece. In this case a mixed formulation was used, with linear tetrahedral elements, and constant shear friction. In this work, a remeshing process based on an effective strain measure was also applied.

Lee et al. [7] performed a non-isothermal 3D simulation of a titanium workpiece to evaluate the effect of process parameters on the strain distribution. Rotation of the workpiece in 90 and 180° between passages through the die was considered. In the 3D formulation of the problem, hexahedral and tetrahedral elements were used to model the workpiece and channel, respectively. A constant friction model was used combined to a rigid-thermo-visco plastic constitutive relation for the material.

Hu, Zhang and Pan [8] used FEM to optimize the die structure for the ECAE process for a magnesium alloy (AZ31). In their work, a rigid die was considered, and the workpiece was described by an elastic-perfectly plastic material. As process parameters, the friction coefficient, angle between channels and internal and external radii were accounted for.

Nagasekhar et al. [9] performed a comparative analysis between FEM simulation and experimental approach in order to verify the effectiveness of the computational model. The authors used pure cooper, which mechanical properties were evaluated using a standard stress-strain test. The result of the work is focused on the load required to perform the process. The simulation was performed using explicit 3D ABACUS software. Some process parameters, like the Coulomb friction coefficient, were also varied through the analysis. The authors also applied tetrahedral elements with reduced integration and adaptive meshing.

Kaushik, Karaman and Srinivasa [10] used FEM simulation to study the Cooper powder pressing with the ECAE process. In their work, the explicit ABACUS software was used. The material porosity was modeled using the Gurson [11] and Duva & Crow [12] models. The authors used the friction coefficient and interaction conditions as process parameters. They applied 2D and 3D formulations to evaluate specific process details.

Semiatin and Delo [13], studied the deformation and failure of several difficult-to-work alloys, like commercial-purity titanium and AISI 4340 steel during ECAE process. Their work was mostly experimental, but FEM was applied in order to study specific failure modes and the effects of chilling on non-uniform flow during non-isothermal ECAE.

Yang and Lee [14], used the commercial package MARC to analyze strain conditions after ECAE. They varied the channel angle and the extrusion direction during consecutive passages through the process. The effect of friction was also evaluated.

As it can be noticed, numerous works and analysis have been performed in recent years using FEM simulation as the main analysis tool. Different classes of materials were evaluated,
and, in certain cases, experimental material evaluation was performed in advance to verify their mechanical properties. In most cases, the analysis aims to assess process characteristics for the different materials using numerical approach. In addition, the brief survey showed that, in simulations using a single passage, the main parameters that affect the workability of the materials in general, are the angle between the channels, the friction coefficient and the internal and external concordance radii.

In the industry perspective, in the search for new materials, optimized components and new strategies to design metal forming operations, oftentimes research engineers are confronted with no detailed material data to start the tooling development. In such conditions, it is not uncommon to use material properties, such as Young’s modulus, Poisson’s ratio, yield and ultimate stresses and elongation at rupture, obtained from general material libraries, tables, standards and even internet sources. This strategy is sometimes referred as “quick start” and has been used when no stress-strain curve for the material is available. For sure, there are some errors to be considered when taking this approach, instead of devising experiments to evaluate mechanical parameters of the material, and yield stress curves, such as Swift’s [1] and Voce’s [2] relations. This activity takes time and consumes laboratory resources.

The objective of this article is to present and discuss a comparison of numerical experiments performed for a given carbon steel, using constitutive parameters determined via classical approaches and parameter identification techniques. The Swift’s [1] parameters were determined using tensile tests by assuming uniform stress-strain distribution within the specimen, whereas a parameter identification technique [15] was used in conjunction with a modified Voce’s [2] equation.

2 HARDENING MODELS

The “quick start” using FEM usually considers two hardening models: elastic-perfectly plastic and bilinear hardening [16]. The former requires only three properties, which can be easily found for general materials in many references (books and internet sites): the Young’s modulus, Poisson’s ratio and Yield Strength. The model considers that, once the equivalent stress in the simulation reaches the material yield stress, the material presents perfect plasticity. The latter requires two additional properties: Ultimate Stress and Elongation at breakage. This makes it possible to establish the bilinear hardening model for the material, computing the Tangent Hardening Modulus and approximating the real material hardening behaviour by two linear curves, as shown in Figure 1.

The material chosen for this analysis is the same used in Stahlschmidt et al. [17], which is a cold rolled carbon steel without further heat treatment. In the work, the authors used a parameter identification methodology based on optimization, to determine hardening parameters of a modified Voce [2] yield stress curve. The basic properties considered for the “quick start” hardening models were obtained from MatWeb website [18] and are presented in the Table 1.
According to [17], the Swift’s [1] hardening model is defined as:

\[ \sigma_y = \sigma_i \left( \varepsilon_0 + \varepsilon_p \right)^n, \]  

where \( \sigma_i, \varepsilon_0 \) and \( n \) are the material parameters. Also from the same reference [17], Voce’s modified hardening model is defined as:

\[ \sigma_y = \sigma_0 + \zeta \varepsilon_p + \left( \sigma_\infty - \sigma_0 \right) \left[ 1 - \exp \left( - \delta \varepsilon_p \right) \right], \]  
in which \( \sigma_0, \sigma_\infty, \delta \) and \( \zeta \) are the hardening parameters obtained by an identification technique based on an Hybrid Genetic–BFGS optimization method [17]. Table 2 shows the hardening parameters for both equations, determined by using tensile tests with specimens prepared according to the Brazilian NBR-ISO 6892 standard.

Table 2: Material parameters identified by Stahlschmidt et al. [17], for the cold rolled steel used in this analysis.

<table>
<thead>
<tr>
<th>Swift’s yield curve</th>
<th>Voce’s yield curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_i )</td>
<td>( \sigma_0 )</td>
</tr>
<tr>
<td>1175.7 MPa</td>
<td>425.9 MPa</td>
</tr>
<tr>
<td>( \varepsilon_0 )</td>
<td>( \sigma_\infty )</td>
</tr>
<tr>
<td>0.0018733*</td>
<td>720.66 MPa</td>
</tr>
<tr>
<td>( n )</td>
<td>( \delta )</td>
</tr>
<tr>
<td>0.1821</td>
<td>34.9928</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>( \zeta )</td>
</tr>
<tr>
<td></td>
<td>552.25 MPa</td>
</tr>
</tbody>
</table>

*value corrected to accomplish for the elastic curve
3 SIMULATION DETAILS

All the simulations were performed with the use of the commercial FEM software ANSYS, version 12.1. A 2D approach using axis-symmetric formulation was used to model the NBR-ISO specimen, and plane strain for the ECAE process. The geometry selected for the ECAE workpiece was a square section with 10mm edge, and length of 40mm. The extrusion distance inside the die was 35mm in order to achieve a significant portion of the workpiece extruded. The element used in the simulations was an eight-node, non-linear quadratic element, referenced in ANSYS [16] as PLANE183. The die was modeled as rigid walls without heat transfer. Thermal effects were also not considered in the workpiece. The contact between the workpiece and die walls was modeled using Augmented Lagrangean´s Method [16], which is a combination of the pure penalty method in the tangential direction and pure Lagrange’s Method in the normal direction [16]. Initially, it uses the contact stiffness state in the equilibrium. Afterwards, the resulting penetration is minimized by using the Lagrangean part of the algorithm. Coulomb friction was used to model the friction between the workpiece and die, which allows shear stresses on both contact surfaces.

4 RESULTS AND DISCUSSION

4.1 Results for the NBR-ISO workpiece

As a first analysis, in order to evaluate comparatively the different hardening rules, a simulation was performed for one of the geometries evaluated by Stahlschmidt et al. [17]. Figure 2 shows results for the equivalent plastic strain, plotted in the final stage of deformation. It is possible to observe that Voce’s model was the only one that could truly predict the actual deformation process of the workpiece. This is mainly because it is able to predict the final deformation region of the stress/strain curve, in which there is the neck formation and consequently the stress reduction. Nevertheless, it is also important to evaluate the loading force, once it is a major feature in stress analysis carried out by engineers in industry. Therefore, Figure 3 presents the comparison among the four models in terms of Force x Elongation. In this case, one first observation is that the elastic-perfectly plastic and bilinear models predict loading forces unrealistically smaller than the forces measured in the tensile tests [17]. As already observed by Stahlschmidt et al. [17], use of Swift’s model brings a better correlation, and Voce’s model provides the best numerical results. Due to the best agreement with the experiments, when addressing the ECAE process, the latter should be considered as the reference when comparing the results obtained by using the other yield curves.

4.2 Simulation of the ECAE process

Most references describe the main influencing variables on the ECAE process as the angle between the channels, the inner and outer radii and the friction coefficient between the workpiece and the channel walls. According to the analysis performed by Krishmaiah et al. [4]; Son, Jin and Im [6] and Hu, Zhang and Pan [8], a “soft” process would be performed using an angle of 120° together with larger inner and outer radii and low friction coefficient. Considering the aforementioned conditions, two cases were evaluated, as indicated in Table 3.
Table 3: The “soft” and “hard” simulation parameters chosen for the comparison.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>“soft” process</th>
<th>“hard” process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle</td>
<td>120°</td>
<td>90°</td>
</tr>
<tr>
<td>Radii</td>
<td>2 and 5</td>
<td>0.2 and 2</td>
</tr>
<tr>
<td>Friction coeff.</td>
<td>0.05</td>
<td>0.15</td>
</tr>
</tbody>
</table>

The evaluated results were:
- Equivalent plastic strain and von Mises stress plotted on the deformed configuration.
- The extruding force and integrated work.
- The equivalent strain at the middle of the workpiece in the short and the long direction.
- The equivalent von Mises stress in the same directions.

Figure 4 presents the equivalent plastic strain and von Mises stress plotted on the deformed configuration for the “soft” process simulation. It can be clearly observed the region where the shear of the workpiece is taking place. Also, there is some major strain concentration at the upper side of it. One can also notice high von Mises stress concentration at the shear region and at the upper side.
Figure 4: Results for the “soft” condition plotted on the deformed configuration for the modified Voce’s model.

Figure 5 presents the equivalent plastic strain and equivalent von Mises stress plotted on the deformed configuration for the “hard” process simulation. In this case, the 45° shear of the workpiece can be clearly observed, as well as the much higher strains and stresses compared to the “soft” condition. The maximum plastic strain achieved in this case is around 1.6, against 0.86 for the “soft” condition. The maximum von Mises stress is 1468 MPa, against 1060 MPa for the “soft” condition. It shows that the chosen “soft” and “hard” conditions are representative for the purpose of this analysis.

Figure 5: Results for the “hard” condition plotted on the deformed configuration for the modified Voce’s model.

When comparing the results of the extrusion force for the two conditions and four hardening models considered, it can be observed in the figure 6 that, as expected, there is a huge difference between the “soft” and “hard” maximum forces necessary for performing the extrusion. For the “soft” condition, Figure 6a, Swift’s model presents a fairly good agreement with modified Voce’s equation, considering the latter as reference. Nevertheless, the bilinear model presented some qualitative similarity, but a lower force level. In the same case, elastic-perfectly plastic’s model presented much lower results. The force results for the “hard” condition are presented in Figure 6b. It can be observed that Swift’s and Bilinear models present good correlation with Voce’s equation, however, the results for the elastic-
perfectly plastic’s model were markedly unrealistic.

![Graph showing extrusion force vs. extrusion distance for different models](image)

**Figure 6**: Comparison of the simulated extruding force using the four hardening models. a) “soft” condition. b) “hard” condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Voce (J)</th>
<th>Swift (J)</th>
<th>Difference [%]</th>
<th>Bilinear (J)</th>
<th>Difference [%]</th>
<th>Elastic-perfectly plastic (J)</th>
<th>Difference [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>“soft”</td>
<td>12.3</td>
<td>12.9</td>
<td>4.9</td>
<td>10.6</td>
<td>-13.8</td>
<td>7.0</td>
<td>-43.1</td>
</tr>
<tr>
<td>“hard”</td>
<td>44.1</td>
<td>43.1</td>
<td>-2.3</td>
<td>44.0</td>
<td>-0.2</td>
<td>13.3</td>
<td>-69.8</td>
</tr>
</tbody>
</table>

**Table 4**: Simulated extrusion work for the two conditions and four hardening models.

As a resume of the observations, it is better to represent the total extrusion work, shown comparatively in Table 4. It can be observed that Swift’s and Bilinear models presented acceptable differences lower than 5% in the most cases. For the “soft” condition, Bilinear model presented a higher discrepancy of 13.8%, but still acceptable for a “quick start” approach. In the other hand, Elastic-perfectly plastic model presented discrepancies higher than 40%, which are completely unacceptable.

Figure 7a and b, show the equivalent plastic strain distribution along the centerlines of the workpiece for the “soft” condition. It can be observed that, for both horizontal and vertical directions, there is a good agreement of Voce’s, Swift’s and Bilinear models. Elastic-perfectly plastic model predicts higher plastic strain levels, and a more uniform distribution. The reason lies on the fact that once the yield stress is reached during the simulation process, a further increase on the load would cause continuous plastic deformation without any hardening. For the “hard” condition, Figure 7c and d, one may notice that in the horizontal direction, the plastic strain at the lower and upper regions of the workpiece was more affected by the
models, whereas a smaller effect was observed inside the workpiece. In the vertical direction, major differences were found at the lower part, which is the region directly affected by the initial deformation experienced by the workpiece when introduced in the angular channel. It is reasonable to expect that the hardening rule is more influential in this region.

Figure 7: Equivalent plastic strain for the two conditions along the horizontal and vertical centerlines. a) “Soft” condition – horizontal. b) “Soft” condition – vertical. c) “Hard” condition – horizontal. d) “Hard” condition – vertical.
The comparison has also been performed for the stress results, once, in many cases, it is important to evaluate the residual stresses present in the workpiece after each passage through the angular channel. It can be observed in Figure 8a and b that, for the “soft” condition, Swift’s and Bilinear models yield good agreement with the reference along horizontal and vertical billet positions.
vertical directions; however the Elastic-perfectly plastic model presented a huge difference. The same behaviour can be observed in Figure 8c and d for the “hard” condition. Although presenting much higher stress levels, there is also for this condition a good agreement with the reference for Swift’s and Bilinear models, whilst the Elastic-perfectly plastic material presented larger differences.

12 CONCLUSIONS

Within the industrial perspective, when conceiving new forming operations, designing new mechanical components or using new materials, research engineers generally use a modeling strategy known as “quick start”. In such cases, in a first stage, material is described in a simplified manner in order to obtain preliminary results used to validate or not the design concept. In a second stage, experiments aiming at determining material parameters are designed and new round of simulations are performed aiming at achieving the primary design objectives. This work is inserted within this framework, which aims to assess simplified material models against a more complex constitutive relation and determine how accurate are the results obtained using such models.

- The ECAE process was used in this article to compare four different yield curves: modified Voce, Swift, Bilinear and Elastic-perfectly plastic. The main objective was to determine whether a simpler yield curve could be used in conjunction with the ECAE process, which in turn, is recommended to achieving better mechanical properties for materials.
- Voce’s and Swift’s parameters were taken from Stahlschmidt et al. [17], which were determined by applying optimization methods. In the reference, Voce’s hardening model presented the best agreement with the experimental results and was used in the present work as a reference for comparison.
- The results were compared based on three information normally required during the planning phase of the ECAE process: the required extrusion force and work, plastic strains and residual stresses present in the workpiece.
- Swift’s equation presented good correlation with the reference (modified Voce) in most cases, but as well as the latter, requires initial experimental testing for determining parameters for the simulation.
- The Bilinear model requires only the knowledge of five properties: Young Modulus; Poisson’s ratio; Yield and Ultimate stresses and elongation, which, in most cases, can easily be found in the literature or web sites. This approximation presented a fairly good correlation with Voce’s model. Therefore, it is a good choice for this initial evaluation of the ECAE process and its desired results.
- The elastic-perfectly plastic’s model presented a very poor agreement with Voce’s results, thereby indicating that it is a bad choice, mainly for the type of material considered in the analysis. Some hardening needs to be considered with the risk of making poor predictions for the process planning.
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Abstract. The finite elements method (FEM) represents a useful tool for simulating machining processes, nevertheless numerical models are very sensible to the adopted material model and related constants. The paper reports a novel approach for the identification of the material parameters of the Johnson-Cook (JC) plasticity model, which is currently utilized in modeling material behavior during machining operations thanks to its capability to account for the material sensitivity to strain, strain rate, and temperature. The presented approach is based on the use of the Nelder Mead Method (NMM) to identify both the parameters of the simplified JC model and the friction factor of the Tresca law. NMM is a non-linear heuristic technique that affords to find local minima. Compared to the evolutionary approach typically used in parameter identification, the main benefit of this method consists in the low number of iterations necessary to achieve a good match between the experimental and numerical process outputs.

The reference process is the Orthogonal Tube Cutting (OTC) test of AISI 304 thin tubes. Although the AISI 304 is a well-known material and many data are available in literature, its reported JC parameters are characterized by a large dispersion, making necessary to develop a robust parameter identification procedure to have reliable material data to calibrate the numerical model.

OTC tests were carried out on an instrumented lathe and their numerical model developed through the commercial FEM software Deform™ 2D v.10.1. The optimization problem was implemented in the language programming Ruby. The comparison between experiments and numerical results was made with regard to the cutting force, the tool-chip contact length, and the chip morphology.
1 INTRODUCTION

In the last decades, many efforts have been made in modeling machining processes, and different approaches have been used implying the development of statistical processes, theoretical and numerical models. Among the latter, the finite elements method (FEM) is the more utilized, since it is capable to handle a large number of process inputs and to represent as well several outputs, such as the temperature distribution in the workpiece, chip and tool, forces, chip morphology, residual stresses [1], and tool wear [2]. On the contrary, numerical models of machining operations can be computationally expensive and are highly sensible to the model parameters, especially as regards the rheological and tribological data. In machining operations the workpiece is in fact highly stressed in the primary and secondary shear zones, and it undergoes strains higher than 200 % at strain rates of more than $10^6$ 1/s. However rheological and tribological data are generally unknown at high strains and strain rates, therefore it is necessary to develop a robust strategy to identify these model unknowns.

The workpiece flow stress model commonly used for machining simulations is the Johnson-Cook constitutive equation [3]. It correlates the flow stress to the workpiece temperature, strain, strain rate, and is represented by the following equation:

$$
\sigma(T, \epsilon, \dot{\epsilon}) = (A + B\epsilon^k) \left[1 + C \ln \left(\frac{\dot{\epsilon}}{\dot{\epsilon}_0}\right) \right] \left[1 - \left(\frac{T - T_r}{T_m - T_r}\right)^m\right]
$$

where $T$ (°C) is the workpiece temperature, $T_m$ (°C) the melting temperature, $T_r$ (°C) the room temperature, $\epsilon$ the plastic strain, $\dot{\epsilon}$ (1/s) the strain rate, $A$ (MPa) the yield strength, $B$ (MPa) and $n$ the hardening modulus and the hardening coefficient respectively, $C$ the strain rate sensitivity, and $m$ the thermal softening coefficient. The friction model commonly used for machining simulations is the Tresca law due to high local pressure involved at the tool-workpiece contact. The Tresca law is represented by:

$$
\tau = t \tau_{max}
$$

where $\tau$ (MPa) is the tangential friction stress, $\tau_{max}$ (MPa) the maximum admissible tangential stress, and $t$ the friction factor.

The reference process utilized in this paper for the identification of the Johnson Cook parameters is the Orthogonal Tube Cutting (OTC) test carried out on AISI 304 thin tubes. The scientific literature reports different approaches for the identification of the Johnson Cook parameters of the stainless steel AISI 304. Chandrasekar et al. [4] demonstrated that the Split-Hopkinson pressure bar test can achieve a limited range of strains and, for this reason, this kind of test cannot be used in the parameter identification of the material model for machining processes. They stated that to identify the correct flow stress law at high strains and strain rates a combination between numerical simulations and experimental tests must be used. Lee et al. [5] combined quasi static and dynamic compressive tests with FEM simulations to fit the measured flow stress with the
Johnson Cook law, at three different strain rates, up to $10^3 \text{1/s}$. Higher strain rates, up to $5 \times 10^4 \text{1/s}$, were achieved by Vural et al. [6] developing a new shear compression specimen. Nevertheless, even when modeling the same material, it is possible to find in literature that different sets of material parameters have been used in process simulations [7]-[9].

The sets of the JC parameters found in literature for the stainless steel AISI 304 were used in the FEM simulations of the OTC test, and a comparison between their outputs and the OTC results is presented in this study. The observable parameters are the cutting force, the chip thickness and curvature, and the tool-chip contact length. Very different results were obtained, proving that it is necessary to identify the material model parameters and the tribological factor through a more robust method. Shrot [11] utilized FEM machining simulations and the Levenberg-Marquardt optimization algorithm to identify the coefficients $A$, $B$ and $n$ of the equation 1. The hypotheses assumed in the Shrot’s study deal with the process considered adiabatic and the neglect of the friction phenomena, which, however, can hardly describe the mechanical phenomena characterizing the real cutting processes.

The purpose of this work is to develop an approach dedicated to the simultaneous identification of the rheological and tribological parameters to be implemented in the numerical model of a machining operation. This is achieved by minimizing, through a customized Nelder Mead Method (NMM) [12], the sum square error between the calculated cutting force and chip morphology through FEM simulations, and those measured in an experimental OTC test. NMM is a simplex-based technique that can require a low number of iterations to converge to local minima, compared to the derivatives and evolutionary approaches typically used in parameter identification. On the contrary, NMM is highly sensible to the initial simplex, thus some considerations were made in choosing the starting simplex.

2 EXPERIMENTAL SET-UP

The OTC test consists on a rotating tube and a translating tool with a feed rate orthogonal to the cutting speed. The test was carried out on an industrial lathe (figure 1). The tube was made of AISI 304, its external diameter was 50 mm and its wall 1 mm thick. The tool was made of high speed steel (HSS) with a TiN coating, its rake angle was $18^\circ \pm 2^\circ$ and its inclination angle zero. The process parameters were chosen accordingly to the data sheet given by the tool manufacturer, setting the cutting speed to 26.77 m/min, and feed rate to 0.09 mm/rev.

The chosen observables parameters were the cutting force, the chip thickness and curvature, and the tool-chip contact length. The force was measured by means of a Kistler™ multicomponent dynamometer 9257B placed below the toolholder (figure 1). The acquired average value of the cutting force was 182 N, identified at the attainment of the test steady state condition. The chip thickness and curvature were evaluated at the
Figure 1: The experimental set-up used in the OTC test (left) and the measured chip (right).

Figure 2: The tool flank at ESEM microscope (left) with a particular of the tool wear with the worn area and the AISI 304 sticking zone (right).

ESEM microscope: seven different sections of the chip were considered measuring an average thickness of 105 µm, while the curvature radius was 1.51 mm$^{-1}$. Also the tool-chip contact length was measured at the ESEM microscope, by considering the tool wear after several cuts. In figure 2 it is possible to associate the clearest zone on the insert flank to the worn area. Focussing the attention to the wear zone, two different regions can be distinguished: the one nearest to the cutting edge is the real worn area in which the TiN coating has been removed, while the second one is evident due to the sticked AISI 304 deposited during the cut. The latter is not a worn zone and for this reason is not considered in the measurements. The average chip contact length was 250 µm.

3 NUMERICAL MODEL

Due to the reduced feed rate compared to the thickness of the tube, it was possible to assume a plane strain condition for the above described machining process. A bi-dimensional
The OTC test model implemented in Deform™ 2D.

A numerical model was implemented in the commercial FEM software Deform™ 2D (figure 3), which solves the thermo-mechanical problem using a Lagrange implicit method. The time step was set to 5 µs and the cutting length was 5 mm to ensure the achievement of the steady state condition. The process parameters were chosen accordingly to those used in the experimental test: depth of cut of 0.09 mm, cutting speed of 26.77 m/min, tool rake angle of 18°. The tool was considered as a rigid material and the workpiece as a plastic one since the residual stresses were not chosen as observables parameters.

An adaptive mesh was used, with tetrahedral quadratic elements. At the beginning of the simulation the workpiece was discretized with 1700 elements and the tool with 1600 elements, but due to the adaptive re-meshing, the number of the workpiece elements at the end of the simulation was approximately 3500. One finer mesh window was set on the workpiece moving together with the tool to have always an higher number elements in the workpiece zone nearest to the cutting edge: in this zone the length of the element edge was set to 6 µm. Null horizontal and vertical speeds were imposed at the workpiece’s bottom and left edges. Moreover, the workpiece edge at left was considered at room temperature (i.e. 20°C) and the others exchanged heat with the environment or the tool. The convection coefficient was set equal to 10 W/m² K. Accordingly to the literature review, the heat transfer coefficient between the workpiece and the tool was set equal to 3000 W/m² K. The used friction model was the Tresca law by considering that in OTC, as it is for the machining processes, the real and the apparent contact areas between the chip and the tool are almost equal.

Two model features remain unknown and must be determined: the friction factor of the Tresca law, and the workpiece material parameters of flow stress law (i.e. the five material parameters of the JC model). The identification of these parameters was performed by using the optimization algorithm proposed in the next section.
3.1 Model sensitivity to JC parameters from literature

In order to analyze the model sensitivity to the rheological parameters, numerical simulations of the OTC test with the above described model were carried out by using the JC parameters found in literature for AISI 304 and the experimental flow stress law implemented in the Deform™’s material library. The further parameters were used in modeling different processes with different strain rates. As it can be seen in table 1, the J-C parameters differ significantly from each other. For all the simulations, the friction factor was set equal to 0.9, representative of dry conditions [13]. The table 2 summarizes the results obtained with the simulations carried out. Due to the high percentage error associated to all the calculated observables, neither the set of parameters available in literature nor the data of the Deform™’s material library could be considered valid for developing a reliable numerical model.

<table>
<thead>
<tr>
<th>Processes</th>
<th>Strain rates</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>n</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocana Pulse laser microforming</td>
<td>10³</td>
<td>350</td>
<td>275</td>
<td>0.022</td>
<td>0.36</td>
<td>1.0</td>
</tr>
<tr>
<td>Aquaro [8] Peen forming</td>
<td>&gt; 10⁶</td>
<td>239</td>
<td>522</td>
<td>0.1</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td>Mori [9] Impulsive loads</td>
<td>10³</td>
<td>310</td>
<td>1000</td>
<td>0.07</td>
<td>0.65</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: JC parameters for AISI 304 from literature.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutting force [N]</td>
<td>182</td>
<td>118</td>
<td>394</td>
<td>425</td>
<td>238</td>
</tr>
<tr>
<td>Error %</td>
<td>-</td>
<td>35</td>
<td>116</td>
<td>133</td>
<td>31</td>
</tr>
<tr>
<td>Chip thickness [mm]</td>
<td>0.105</td>
<td>0.241</td>
<td>0.369</td>
<td>0.460</td>
<td>0.3348</td>
</tr>
<tr>
<td>Error %</td>
<td>-</td>
<td>129</td>
<td>251</td>
<td>338</td>
<td>219</td>
</tr>
<tr>
<td>Chip contact length [mm]</td>
<td>0.250</td>
<td>0.173</td>
<td>0.501</td>
<td>0.617</td>
<td>0.3259</td>
</tr>
<tr>
<td>Error %</td>
<td>-</td>
<td>308</td>
<td>100</td>
<td>147</td>
<td>219</td>
</tr>
<tr>
<td>Chip curvature [1/mm]</td>
<td>1.510</td>
<td>0.524</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
</tr>
<tr>
<td>Error %</td>
<td>-</td>
<td>65</td>
<td>100</td>
<td>100</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 2: Results from the simulations carried out with the JC parameters from literature.
4 OPTIMISATION ALGORITHM

The block diagram schematizes the optimization software architecture, which utilizes two programming environments: Ruby [14] and Deform\textsuperscript{TM} 2D. The further has been chosen in this study since it is an object-oriented programming language, it is freeware, and thanks to its capabilities in handling regular expressions and blocks it is possible to develop a compact-high efficient code. In the following section a brief introduction to the modified Nelder Mead Method (NMM) and to the processing procedure developed in Ruby is presented.

4.1 The modified Nelder Mead Method

The optimization is carried out through the Nelder Mead Method. This is a simplex method useful for local minimization and it was implemented in a simplified version. Typically, NMM starts from an initial simplex and moves the vertices, accordingly to its image value, in the direction of the minimum. Four different operations can be performed to change the vertices: reflection, expansion, contraction and shrink. At each minimization step, the centroid $M$ of hyper-face opposed to the worst point and the reflected point $R$ are computed through the equations 3 and 4 respectively:

\begin{align*}
M &= \frac{\sum_{i=1}^{N} V_i}{N - 1} \\
R &= 2M - W
\end{align*}

where $V_k$ is the $k$-th vertex of the simplex with $N$ vertices and $W$ is the vertex with the highest image. The reflection consists in moving the worst vertex on the opposite side of the line between the two best vertices. The expansion acts as the reflection, but the new vertex is moved farther, and it is performed when the new reflected vertex is lower than the lowest point in the simplex. The expanded point $E$ can be evaluated by:

\begin{equation}
E = 2R - M
\end{equation}

If the reflected vertex is higher or equal than the worst point in the simplex, then a contraction is executed. The contracted point $C_1$ is equal to:

\begin{equation}
C_1 = \frac{W + M}{2}
\end{equation}

The last possible condition is that the reflected point is higher than the second best vertex and lower than the worst vertex. If these conditions are satisfied, a different contraction is performed:

\begin{equation}
C_2 = \frac{W + R}{2}
\end{equation}
In the presented algorithm the shrink was not implemented because this operation requires two evaluations of the target function at each optimization step. As a consequence, the convergence would become slower than for the standard method, even if the algorithm would require a lower number of simulations to achieve a satisfactory solution. The convergence criteria is based on the simplex norm, i.e. the sum of the differences of all possible combinations of vertices values.

In the developed numerical model, six unknowns have to be determined, meaning that the dimension of the simplex is seven. Since the solution found by NMM is strongly dependent from the first simplex choice, the first set of vertices was composed by the JC parameters found in literature [8]-[9] (with a friction factor $t$ of 0.9) and others five points randomly chosen. The starting simplex is reported in table 3.

<table>
<thead>
<tr>
<th>Vertex No.</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>n</th>
<th>m</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>350</td>
<td>275</td>
<td>0.022</td>
<td>0.36</td>
<td>1.000</td>
<td>0.60</td>
</tr>
<tr>
<td>2</td>
<td>310</td>
<td>1000</td>
<td>0.070</td>
<td>0.65</td>
<td>1.000</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>1500</td>
<td>0.014</td>
<td>0.36</td>
<td>1.000</td>
<td>0.90</td>
</tr>
<tr>
<td>4</td>
<td>239</td>
<td>522</td>
<td>0.100</td>
<td>0.65</td>
<td>1.000</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>129</td>
<td>85</td>
<td>0.023</td>
<td>0.97</td>
<td>0.458</td>
<td>0.40</td>
</tr>
<tr>
<td>6</td>
<td>784</td>
<td>812</td>
<td>0.459</td>
<td>0.51</td>
<td>0.196</td>
<td>0.69</td>
</tr>
<tr>
<td>7</td>
<td>649</td>
<td>1136</td>
<td>0.372</td>
<td>0.73</td>
<td>0.207</td>
<td>0.80</td>
</tr>
</tbody>
</table>

4.2 The optimization procedure

The main tasks performed by the Ruby Optimization Procedure (ROP) are to run the optimization and to interact with Deform$^\text{TM}$ in batch mode, giving the chance to automate the pre-processing phase, simulation execution and post-processing analysis.

The output of the optimization step is a configuration file used as input for the numerical model. The ROP runs the pre-processor to generate the model database file, representing the numerical model. Then the ROP executes Deform$^\text{TM}$ 2D and waits until the simulation comes to an end.

If no errors occur at the end of the simulation, the procedure extracts the nodal coordinates of the final geometry of the chip. Then the nodes on the external and internal chip edges are identified (figure 4). The chip thickness is estimated as the difference between the radius of the circumferences interpolating the points on external and internal chip edges. The mean radius between these two circumferences gives the chip curvature. The chip contact nodes are identified by the contact boundary condition applied on them, and they are used to calculate the tool-chip contact length. Finally, the cutting force
is obtained by calculating the average of the cutting force values when the steady state conditions are reached. The target function is defined as the sum of the percentage error between the measured outputs and the calculated ones. Penalty functions are used to avoid negatives rheological and tribological parameters. Let $Y_m$ and $Y_c$ be the vectors of four elements containing respectively the measured outputs and the calculated ones, and let $X$ be the vector of six elements with the optimized parameters, the target function can be evaluated as:

$$f(X) = \sum_{i=1}^{4} \left| \frac{Y_{m,i} - Y_{c,i}}{Y_{c,i}} \right| + \sum_{j=1}^{6} \min(0, X_j)^2$$ (8)

The first term in the equation represents the percentage error, and the second one the penalty function applied to all the rheological and tribological parameters. The algorithm ends when the simplex norm is less than 10.

5 RESULTS

After 20 iterations the optimization algorithm converged to the solution, being the last norm of the simplex 1.18. The convergence plot is reported in figure 5, where it can be seen that the simplex norm tends to zero. In the same figure the comparison between

Figure 4: The scheme of the optimization software developed under DeformTM 2D and Ruby environments (left). The identified chip contact nodes, external and internal edges (right).
the measured cutting force and the calculated one is shown: the fitting is satisfactory especially if it is compared with the results obtained with the sets of Johnson-Cook parameters reported in literature and with flow stress data of the Deform\textsuperscript{TM}'s material library (see table 1). Figure 6 shows a qualitative comparison between the experimental chip morphology and the numerically calculated one: the results are acceptable. The set of Johnson-Cook parameters of the best vertex is reported in table 4, while the outputs calculated with these parameters are in table 5.

Table 4: The optimized set of parameters.

<table>
<thead>
<tr>
<th></th>
<th>740</th>
<th>630</th>
<th>0.28</th>
<th>0.53</th>
<th>0.26</th>
<th>0.61</th>
</tr>
</thead>
</table>

Table 5: The outputs obtained with the optimized set of parameters.

<table>
<thead>
<tr>
<th></th>
<th>Cutting force [N]</th>
<th>Chip thickness [mm]</th>
<th>Chip contact length [mm]</th>
<th>Chip curvature [1/mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>182</td>
<td>0.11</td>
<td>0.25</td>
<td>1.51</td>
</tr>
<tr>
<td>Calculated</td>
<td>197</td>
<td>0.13</td>
<td>0.12</td>
<td>2.01</td>
</tr>
<tr>
<td>Error %</td>
<td>8</td>
<td>20</td>
<td>51</td>
<td>33</td>
</tr>
</tbody>
</table>

Figure 5: The convergence plot (left), the comparison between the measured cutting force and the calculated one (right).
6 CONCLUSIONS

In this paper a numerical model of the orthogonal tube cutting test and a procedure for the material rheological parameters identification have been presented. The numerical model was developed in Deform\textsuperscript{TM} 2D and the optimization procedure was implemented in the programming language Ruby. The analyzed outputs were: the cutting force, the chip thickness and curvature, and the contact length between the tool and the chip. The coefficients of the Johnson Cook constitutive model and the friction factor of Tresca law were identified at the same time by minimizing the percentage error between the measured outputs and the calculated ones. Through the Nelder Mead Method, after 20 iterations, an optimal set of rheological and tribological parameters was found, and the calculated outputs were compared with experimental ones. The results can be considered acceptable compared to the ones obtained with sets of Johnson-Cook parameters available in literature. However, the evaluation of chip morphology is still not satisfactory: more analyses are going on to decrease the errors. Nevertheless, the developed approach can represent a useful tool in identifying the rheological behaviour of materials processed at high strain rates.
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Abstract. Due to high compatibility and solubility in human organism, special magnesium alloys are applied in bioengineering. Production of surgical threads to integration of tissue can be application of these types of alloys. This sort of application calls for fine wires with diameters from 0.1 to 0.9 mm. The warm drawing process in heated dies was proposed to increase the workability of the Mg alloys. The purpose of this paper is development and experimental validation of a mathematical model of a warm drawing process of wires made of MgCa0.8, Ax30 and ZEK100 alloys and determination of optimal parameters with the objective function defined as maximum of workability. The first part of investigation is focused on development of a numerical model, which is based on FE solution. The second part of paper is focused on experimental upsetting and tensile tests. Basing on these tests the flow stress and fracture models were obtained. The materials models are implemented into the Authors’ FE code, which is dedicated to modelling of drawing processes. For experimental verification of model the thermo visual analysis of wire drawing and tests of mechanical properties of wire were performed. With help of model the dependence between technological parameters of drawing and ductility function was obtained. The technical problem defined as determination of optimal drawing velocity, which is helpful to obtain the temperature in deformation zone taking into account fracture criterion, was solved. The optimum drawing schedule for Mg alloys was proposed.

1 INTRODUCTION

Magnesium alloys with high bio-compatibility are applied in medicine because of their high compatibility and solubility in the human body [1-3]. The production of surgical threads by wire drawing is an example of an application of these types of materials (for example, MgCa08, Ax30 and ZEK100 alloys), which act as alternatives to bio-inert materials such as titanium, tantalum or 316L steel. Corrosion research performed on Mg alloys in vivo showed the possibility for implant solubility, which could eliminate implant extraction [3]. Some promising properties of the special Mg alloys with respect to these applications include its
strength and biological stability, which make it suitable for a long-term implantation and are
the focus of interest in [4]. However, the magnesium alloys have low technological plasticity
during cold deformation; therefore, the drawing of thin wires is difficult [5]. In work [6] a
new manufacture technology of wire made of Mg alloys is proposed. In this technology the
metal is heated by a hot die and the process of warm deformation is performed. The
description of this process is represented in the papers [6-8].

The model of ductility is very important element of FE program for simulation of Mg
alloys wire drawing. It enables the optimization of the process of wire drawing on the basis of
simulations. The problem of prediction of fracture for the magnesium alloys is described in
the literature [9-11]. However, these works account only for few parameters of drawing, such
as the die angle and the reduction ratio. Aluminium and zinc containing magnesium alloys
(eg. AZ31, AZ80) are the well-investigated materials, which have a bigger technological
plasticity than MgCa0.8 and Ax30 alloys [11]. The yield stress and fracture models of the
latter alloys for warm deformation are not available in the literature.

The purpose of this paper is the development of mathematical models of yield stress and
ductility for MgCa0.8, Ax30 and ZEK100 alloys, implementation these models into FE code
[12] and simulations of wire drawing processes in heated die. Experimental validation of
model is based on thermo visual measurement of wire temperature during drawing. The
practical conditions of drawing processes for thin wire made of Mg alloys are proposed in the
paper.

2 COUPLED FEM MODEL OF WIRE DRAWING

The FE code Drawing2d developed by A. Milenin [12-14] is used. The FE model solves a
boundary problem considering such phenomena as metal deformation, heat transfer in die and
wire, metal heating due to deformation and friction.

2.1 Model of plastic deformation

Solution of boundary problem is obtained using variation principle of rigid-plastic theory:

\[
J = \int_V \sigma_\varepsilon (\varepsilon_i, \tilde{\varepsilon}_v, t)dV + \int_V \sigma_\varepsilon \tilde{\varepsilon}_v dV - \int_S \sigma_r v_r dS
\]

(1)

where: \(\varepsilon_i\) – effective strain rate, \(\sigma_s\) – yield stress, \(\varepsilon_e\) – effective strain, \(t\) – temperature, \(V\)
– volume, \(\sigma_o\) – mean stress, \(\tilde{\varepsilon}_v\) – volumetric strain rate; \(S\) – contact area between the alloy and
the die, \(\sigma_r\) – friction stress, \(v_r\) – alloy slip velocity along area of die.

The friction stress is determined according to law:

\[
\sigma_r = f_\nu \frac{\sigma_s}{\sqrt{3}} \left[ 1 - \exp \left( -\frac{1.25\sigma_s}{\sigma_s} \right) \right]
\]

(2)

where: \(f_\nu\) – friction coefficient, \(\sigma_s\) – normal stress on contact between the alloy and the
die.

The stress tensor \(\sigma_{ij}\) is calculated on the basis of strain rate tensor \(\varepsilon_{ij}\) according to
following equation:
The stationary formulation of the boundary problem is used. The strain tensor $\varepsilon_{ij}$ is calculated by integration of strain rate tensor along the flow lines:

$$\varepsilon_{ij} = \int_{0}^{t} \xi_{ij}(r)dr = \sum_{p=1}^{p=n} \varepsilon_{ij}^{(p)} \Delta r^{(p)}$$

where: $\Delta r^{(p)}$ – time increment, $\varepsilon_{ij}^{(p)}$ – strain rate tensor determined according to equation:

$$\varepsilon_{ij}^{(p)} = \sum_{n=1}^{n=nd} N_{n} \xi_{ij}$$

where: $N$ – finite element shape functions, $\xi_{ijn}$ – nodal strain rate tensor for current finite element, $n_{nd}$ – number of nodes in element.

The points of flow lines are determined on the basis of the values of the velocity at point $p$, which are calculated according to the formula:

$$v_{i}^{(p)} = \sum_{n=1}^{n=nd} N_{n} v_{in}$$

The calculation of the position of the next point $(p+1)$ of flow line is carried out according to the equation:

$$x_{i}^{(p+1)} = x_{i}^{(p)} + v_{i}^{(p)} \Delta r$$

### 2.2 FEM solution of thermal problem in metal

This problem was solved by applying the following method. The passage of the section through the zone of deformation was simulated. For this section at each time step the non-stationary temperature problem was examined:

$$\lambda \left( \frac{\partial^{2}t}{\partial r^{2}} + \frac{1}{r} \frac{\partial t}{\partial r} \right) + Q_{d} = c\rho \frac{dt}{d\tau}$$

where: $Q_{d} = 0.9 \sigma_{s} \varepsilon_{ij}$ – deformation power, $c$ – specific heat, $\rho$ – alloy density, $\tau$ – time, $\lambda$ – thermal conductivity coefficient (the following values are used for MgCa0.8, Ax30 and ZEK100 alloys: $c = 624$ J /kgK, $\rho = 1738$ kg /m$^{3}$, $\lambda = 126$ J /mK). Heat exchange between the alloy and the die is defined as:

$$q_{conv} = \alpha(t - t_{die})$$

where: $t_{die}$ – die temperature, $\alpha$ – heat exchange coefficient.

The generation of heat from the friction is calculated according to the formula:

$$q_{fr} = 0.9 \sigma_{s} v_{r}$$

### 2.3 FEM solution of thermal problem in die

The model of temperature distribution in the die is based on the solution of Fourier
equation in the cylindrical coordinate system:

\[ \lambda \left( \frac{\partial^2 T}{\partial r^2} + \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial \theta^2} \right) + Q_h = 0 \]  \hspace{1cm} (11)

where: \( Q_h \) – power of the heating element.

The heat \( Q_h \) is generated in the finite elements, which correspond to the position of heating device. The boundary problem is solved on the basis of the variation formulation of equation (11). For the areas, which are in contact with the metal, the temperature of the alloy is obtained from the solution of the thermal problem for the metal.

3 MATERIALS MODELS

3.1 Yield stress model

For obtaining the model of flow stress the load-displacement curves from upsetting tests were used. Model of yield stress \( \sigma_y \) was proposed as a modified Henzel-Spittel equation:

\[ \sigma_y = A e^{-m_1 \epsilon^m_1} \xi \left( \frac{\epsilon^{(20)}}{280} \right)^{m_2} e^{m_3 \left( 1 + \epsilon_1 \right)} e^{-m_4 \epsilon^{m_5} \xi \tau^{m_6}} \]  \hspace{1cm} (12)

where: \( A, m_1 - m_9 \) – empirical coefficients.

3.2 Fracture model

The key parameter, which presents fracture, is called ductility function [8]. This parameter is defined by the following formula:

\[ \psi = \frac{\epsilon_i}{\epsilon_p(k,t,\xi_i)} < 1 \]  \hspace{1cm} (13)

where: \( k \) – triaxility factor, \( k = \sigma_0 / \sigma_y \).

Critical deformation function \( \epsilon_p(k,t,\xi) \) is obtained on the basis of experimental results for the upsetting and the tension tests. In the Drawing2d FEM code [10] equation (13) is implemented as an integral:

\[ \psi = \int_{\tau_0}^{\tau} \frac{\xi}{\epsilon_p(k,t,\xi)} d\tau \approx \sum_{m=1}^{m_{max}} \frac{\xi^{(m)}_{i}}{\epsilon_p(k,t,\xi_i)} \Delta \epsilon^{(m)} \]  \hspace{1cm} (14)

where: \( \tau \) – time of deformation, \( \Delta \epsilon^{(m)} \) – time increment, \( \xi^{(m)}_{i} \) – the values of the strain rate in the current time, \( m \) – a index number of time step during numerical integration along the flow line.

The numerical integration of function (14) along the flow lines is carried out according to formulas (4)-(7). The following function of critical deformation is proposed:

\[ \epsilon_p = d_i \exp(-d_{jk}k) \exp(d_{ij}) \xi^{d_i} \]  \hspace{1cm} (15)

The wire breaking outside the deformation zone was modeled by follow criteria (for drawing with out braking):
\[ \frac{\sigma_y}{\sigma_s} \leq 1 \]  

where: \( \sigma_y \) – drawing stress.

4 MATERIALS TESTS

In the present paper, the flow stress and fracture models for MgCa0.8 (Mg 99.2 %, Ca 0.8 %), Ax30 (Mg 96.2%, Al 3.0%, Ca 0.8%) and ZEK100 (Mg 98%, Zn 1 %, rare earths 0.5 %, Zr 0.5 %) alloys were obtain. Upsetting and tensile tests were performed on the Zwick Z250 machine at the AGH University of Science and Technology. Results of the upsetting tests were used to determine the flow stress model and results of both tests were used for identification of fracture (workability) model.

4.1 Conditions and results of experiment

Cylindrical samples ø8 mm, \( h = 10 \) mm were used for upsetting tests. The sample for the tensile tests is presented in the figure 1. Conditions and selected results of experiment are presented in table 1 (upsetting tests) and table 2 (tensile tests). For the upsetting samples 1u and 2u (table 1) the destruction of the sample wasn’t occurred.

The coefficients in equation (12) were determined using the inverse approach [15-16] with the least squares method. The objective function was formulated as the root-mean-square difference between experimental and predicted loads. The following values of coefficients were obtained:

\begin{align*}
\text{MgCa0.8:} & \quad A=447.4; m_1=0.0007542; m_2=0.4485; m_3=0.2867; m_4=-0.0001899; m_5=0.009392; m_6=2; m_7=0.8318; m_8=-0.0004359; m_9=0.007962. \\
\text{Ax30:} & \quad A=656.5; m_1=0.001210; m_2=0.4445; m_3=0.05207; m_4=-0.0006153; m_5=-0.009350; m_6=2; m_7=0.5107; m_8=0.0002455; m_9=0.01805. \\
\text{ZEK100:} & \quad A=656.5; m_1=0.001210; m_2=0.4445; m_3=0.05207; m_4=0.0006153; m_5=-0.009350; m_6=2; m_7=0.5107; m_8=0.0002455; m_9=0.01805.
\end{align*}

Parameters \( d_1-d_4 \) of equation (15) were obtained using fracture test for different values of \( k,t,\xi_i \), which are described above. Interpretation of results of tensile and upsetting tests was done using the inverse algorithm [16]. The FEM models of all tests were made for determining conditions of fracture initiation \( (k,t,\xi_i) \). Change of values \( k,t,\xi_i \) during deformation was calculated in that part of the sample, where initiation of fracture occurred in test. Ductility function for each test was calculated on the basis of formulas (14) and (15). The
difference between experimental and calculated value of ductility function at the moment of the fracture is used as the objective function. The minimum of the objective function is reached by a variation of the coefficients. The following values of coefficients were obtained:

\[
\begin{align*}
\text{MgCa0.8:} & \quad d_1 = 0.03313; \quad d_2 = 2.130; \quad d_3 = 0.01167; \quad d_4 = -0.3130. \\
\text{Ax30:} & \quad d_1 = 0.04517; \quad d_2 = 1.172; \quad d_3 = 0.01109; \quad d_4 = -0.1725. \\
\text{ZEK100:} & \quad d_1 = 0.05503; \quad d_2 = 0.1388; \quad d_3 = 0.01036; \quad d_4 = -0.1216.
\end{align*}
\]

**Table 1: Conditions and results of upsetting tests for MgCa08, Ax30 and ZEK100**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Initial temperature, °C</th>
<th>Tool velocity, mm/min</th>
<th>The deformation, which corresponds to destruction of sample, mm (MgCa0.8 / Ax30 / ZEK100)</th>
<th>Samples (MgCa0.8 / Ax30 / ZEK100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1u</td>
<td>300</td>
<td>60</td>
<td>6.08* / 6.8* / 5.13*</td>
<td><img src="image1" alt="Picture 1" /></td>
</tr>
<tr>
<td>2u</td>
<td>300</td>
<td>600</td>
<td>5.79* / 6.5* / 5.77*</td>
<td><img src="image2" alt="Picture 2" /></td>
</tr>
<tr>
<td>3u</td>
<td>250</td>
<td>60</td>
<td>6.70 / 6.9 / 4.33</td>
<td><img src="image3" alt="Picture 3" /></td>
</tr>
<tr>
<td>4u</td>
<td>250</td>
<td>600</td>
<td>5.0 / 6.7 / 4.33</td>
<td><img src="image4" alt="Picture 4" /></td>
</tr>
<tr>
<td>5u</td>
<td>200</td>
<td>60</td>
<td>3.40 / 3.8 / 3.01</td>
<td><img src="image5" alt="Picture 5" /></td>
</tr>
<tr>
<td>6u</td>
<td>200</td>
<td>600</td>
<td>2.80 / 2.85 / 2.27</td>
<td><img src="image6" alt="Picture 6" /></td>
</tr>
<tr>
<td>7u</td>
<td>100</td>
<td>60</td>
<td>2.2 / 1.8 / 1.61</td>
<td><img src="image7" alt="Picture 7" /></td>
</tr>
<tr>
<td>8u</td>
<td>20</td>
<td>10</td>
<td>1.9 / 1.5 / 1.63</td>
<td><img src="image8" alt="Picture 8" /></td>
</tr>
</tbody>
</table>

*The destruction of the sample did not occur*
Table 2: Conditions and results of upsetting tests for MgCa0.8, Ax30 and ZEK100

<table>
<thead>
<tr>
<th>Sample</th>
<th>Initial temperature, °C</th>
<th>Tool velocity, mm/min</th>
<th>The elongation, which corresponds to destruction of sample, mm (MgCa0.8 / Ax30 / ZEK100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1t</td>
<td>300</td>
<td>60</td>
<td>22.5 / 12.8 / 16.9</td>
</tr>
<tr>
<td>2t</td>
<td>300</td>
<td>600</td>
<td>16.0 / 12.8 / 13.37</td>
</tr>
<tr>
<td>3t</td>
<td>250</td>
<td>60</td>
<td>14.0 / 10.5 / 14.15</td>
</tr>
<tr>
<td>4t</td>
<td>250</td>
<td>600</td>
<td>8.50 / 9.4 / 10.68</td>
</tr>
<tr>
<td>5t</td>
<td>200</td>
<td>60</td>
<td>6.4 / 7.2 / 11.35</td>
</tr>
<tr>
<td>6t</td>
<td>200</td>
<td>600</td>
<td>- / 6.15 / 9.42</td>
</tr>
<tr>
<td>8t</td>
<td>20</td>
<td>10</td>
<td>2.66 / 4.15 / 3.78</td>
</tr>
</tbody>
</table>

Ductility functions for MgCa0.8 alloy is presented on figure 2. The obtained models of materials were implemented in the FEM model of the wire drawing.

5 VERIFICATION OF NUMERICAL MODELS

An experimental study of the process of wire drawing was performed for the purpose of the verification of mathematical model. The following data were used in experiment:
- Initial diameter of wire $d_0 = 1$ mm; final diameter of wire $d_1 = 0.92$ mm;
- Length of calibration part of tool $0.3d_1$; die semi-angle $5^\circ$;
- Drawing velocity in range $10 \div 500$ mm /min; tool temperature in range $250 \div 410$ °C;

Variants of tests for MgCa0.8 magnesium alloy are shown in table 3. For the verification of the wire temperature at the output from the zone of deformation the data of infrared camera were used. The measurement results for the alloy are shown in table 3 for MgCa0.8.

Table 3: Variants of drawing parameters and measurement results of temperature wire and tool with the infrared cameras for MgCa0.8

<table>
<thead>
<tr>
<th>Variant</th>
<th>V, mm/s</th>
<th>V, mm/s</th>
<th>V, mm/s</th>
<th>V, mm/s</th>
<th>V, mm/s</th>
<th>V, mm/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>$t_{die}$, C</td>
<td>410</td>
<td>350</td>
<td>350</td>
<td>340</td>
<td>260</td>
<td>250</td>
</tr>
<tr>
<td>Comment</td>
<td>wire breaking</td>
<td>passed</td>
<td>passed</td>
<td>passed</td>
<td>passed</td>
<td>passed</td>
</tr>
<tr>
<td>Tool temperature (thermocouple) [°C]</td>
<td>410</td>
<td>350</td>
<td>350</td>
<td>340</td>
<td>260</td>
<td>250</td>
</tr>
<tr>
<td>Temperature of tool (infrared camera) [°C]</td>
<td>440</td>
<td>365</td>
<td>360</td>
<td>340</td>
<td>260</td>
<td>225 (oscillation)</td>
</tr>
<tr>
<td>Temperature of wire (infrared camera) [°C]</td>
<td>-</td>
<td>320</td>
<td>310</td>
<td>290</td>
<td>210</td>
<td>190</td>
</tr>
</tbody>
</table>
The selected results of the numerical simulation of variants 1 and 2 from the table 3 are shown on figure 3. The calculated temperature of metal for variant 2 was 311 °C. The temperature, obtained in the experiment was 320 °C. The break of wire was observed for variant 1 in the experiment. The results of calculation for this variant show an increase in the deformation at the end of the wire (figure 3, d), which corresponds to the break of wire.

Experiment show that numerical model is working correctly that why can be used to design drawing schedule.

**Figure 3**: Results of numerical analysis of drawing process of MgCa0.8 magnesium alloys: a,b – distribution of temperature, c,d – distribution of strain intensity for drawing process a,c variant 2 of table 3 and b,d variant 1 of table 3

6 DETERMINATION OF OPTIMAL DRAWING PARAMETERS

After implementation of the models (12)-(15) into the FEM code Drawing2d, the simulation of the wire drawing was performed. Example of results is shown above. The initial wire diameter was 0.5 mm. The following parameters of the process were changed: velocity (0.01 - 2.0 m/s), die semi-angle (4°, 5° and 6°). Final diameter of wire was 0.44 mm (elongation 1.29). Temperature of die was 400 °C. On figure 4 dependence between ductility function, temperature of wire in exit cross-section, drawing force, relative drawing stress and die semi-
angle, drawing velocity was shown. Smaller values of ductility function in this case related to
die semi-angle $4^\circ$. The critical technological parameter was a drawing velocity. If drawing
velocity is small (not more 0.01-0.05 mm/s), the drawing process is possible, because time of
contact between metal and hot die is relatively long and temperature of metal is above 250 °C.
From other side, for velocities 0.01-0.05 mm/s gives minimums of drawing load and relative
drawing stress was observed (figure 4,c and figure 4,d). Conclusion of those simulations is
existence of optimum drawing parameters from point of view of fracture, wire braking and
wire temperature.

The next step of research was related to determinate of drawing maps for Mg alloys by
numerical simulations. The value of ductility function (13), value of wire braking criteria (16)
and temperature conditions were accepted as the objective functions. On figure 5 developed
drawing maps for MgCa08 was shown. Figure 5,a is related to possible variants of drawing
from point of view satisfaction of criteria (13). According this relationship, if drawing
velocity increase, the possible elongation must be smaller (decreased). The breaking
prognoses is shown on diagram in figure 5,b. In this case, if velocity increases, temperature of
wire decreases and wire in exit of die is stronger in compare with metal in deformation zone.
That’s way possibility of braking decrease for biggest values of drawing velocity. The
mechanism of influence temperature on wire breaking is complicit. From one side, increasing
of temperature is related to increase of plasticity. This phenomena is take into account in
diagrams on figure 5,a. From another side, high temperature of metal is related to high
temperature of metal after deformation zone and special case of wire braking. This braking
was observed in experiment for variant 1 in table 3. The summary map was shown on figure
5, d.

Figure 4: Dependence between ductility function (a), temperature of wire in exit cross-section (b), drawing force
(c), relative drawing stress (d) and die semi-angle, drawing velocity
Andrzej Milenin, Piotr Kustra.

Maps of possible elongations per pass: (a) – because the fracture criteria (13); (b) – because the relationship $\sigma_y/\sigma_s$ criteria (wire breaking); (c) – because temperature conditions; (d) – summary map

With help of these maps, the follow drawing schedule was proposed: 1.000 → 0.921 → 0.849 → 0.782 → 0.720 → 0.663 → 0.611 → 0.563 → 0.518 → 0.478 → 0.440 → 0.40 5 → 0.373 → 0.344 → 0.317 → 0.292 → 0.269 → 0.248 → 0.228 → 0.210 → 0.193 → 0.178 → 0.164 → 0.151 → 0.139 → 0.128 → 0.118 → 0.109 → 0.100 with drawing velocity 0.01 m/s. The angle of die was 4° and friction coefficient 0.03. According this schedule wire from MgCa08 (figure 6) and Ax30 were produced in laboratory of AGH University of Science and Technology.

Figure 5: Maps of possible elongations per pass: (a) – because the fracture criteria (13); (b) – because the relationship $\sigma_y/\sigma_s$ criteria (wire breaking); (c) – because temperature conditions; (d) – summary map

Figure 6: Wires from MgCa08 after drawing, d=0.16 mm
7 CONCLUSIONS

- Experimental - theoretical methodology to determine parameters of empirical yield stress and ductility models of MgCa0.8, Ax30 and ZEK100 alloys were developed.
- Ductility of MgCa0.8, Ax30 and ZEK100 alloys is strongly dependent on temperature and strain rate.
- Experiment show that numerical model is working correctly that why can be used to design draft schedule. Verification shows that parameters of yield stress function and ductility model were correctly calculated.
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Abstract. This paper presents a study of the influence of the mechanical properties of materials on the surface indentation geometry and on the depth-sensing indentation results with a Knoop indenter. Three-dimensional numerical simulations of this indentation test were performed for several materials, with different mechanical properties, using the in-house finite element simulation code, DD3IMP. In order to obtain accurate results, the numerical model of the Knoop indenter was prepared, taking into account the optimization of the finite element mesh.

1 INTRODUCTION

Depth-sensing indentation tests have been employed like a standard technique for the mechanical characterization of bulk and composite materials. Experimental hardness tests are mainly performed using pyramidal Vickers and Berkovich indenters. The Knoop indenter differs from Vickers indenter merely in the indenter pyramid shape. The Knoop indenter geometry, with lozenge-based pyramid, leads to a more extended and shallower indentation impression than the Vickers indenter with square-based pyramid geometry. This makes the Knoop indentation attractive for determining the intrinsic thin film hardness [1] and for material anisotropy determination.

At our knowledge, studies of depth-sensing indentation using the Knoop indenter are unusual and further investigation is needed. Few examples are the experimental work conducted by Riester et al. [2, 3] and the numerical studies performed by Li Min et al. [4] and Giannakopoulos et al. [5].

Due to the scarce number of experimental and numerical studies, concerning the Knoop indenter, their enlargement could become very valuable in the characterization of some type of materials, such as thin films and anisotropic materials. In this context, the goal of the present study is to contribute for an improved understanding of the influence of the materials
mechanical properties on the indentation geometry and, consequently, on the mechanical properties evaluation by the Knoop hardness test.

2 THEORETICAL ASPECTS

The Knoop indenter has a pyramid-shaped geometry with apical angles of 130° and 172.5°, and a base with one diagonal, \( L \), 7.11 times longer than the other, \( m \), [6]. The Knoop indenter geometry is shown in Figure 1.

![Figure 1: Geometry of the Knoop Indentation](image)

The Knoop indenter contact area, \( A \), as a function of the indentation depth, is given by:

\[
A = 2h^2 \tan \theta_1 \tan \theta_2 = 65.4h^2,
\]

where \( h \) is the indentation contact depth and \( \theta_1 = 65°, \theta_2 = 86.25° \) are the semi-apical angles of the indenter.

Marshall et al. [7] investigated the Knoop indentations and observed that, during the unloading period, the short diagonal of indentation (\( m \)) contracts, due to the elastic recovery, while the long diagonal (\( L \)) remains unchanged (see Figure 2).

![Figure 2: The short diagonal \( m \) reduces to \( m' \), the long diagonal remains unchanged \( L = L' \) after unloading](image)

In the study of Marshall et al. [7], an equation for the recovered indentation size, which takes into account the indenter’s geometry and the material mechanical properties, was proposed:

\[
\frac{m'}{L'} = \frac{1}{7.11} - 0.45 \frac{H}{E},
\]

where \( H \) is the hardness and \( E \) is the Young’s modulus. Based on Marshall et al. [7] work, the
H and E values obtained by traditional methods are overestimated due to the substantial elastic recovery of the short diagonal compared with negligible elastic recovery of the long axis direction. In order to improve the mechanical properties results, an iterative procedure based in Equation (2) was proposed [7]: the initial values of H and E are calculated by the traditional methods and the ratio H/E is adjusted until convergence.

In this context, the aim of the current study is to investigate the Knoop indentation test. A detailed study concerning to the Knoop indentation surface geometry, at maximum load and after unloading, is performed. To attain this objective, three-dimensional numerical simulation of several fictitious materials was performed.

3 NUMERICAL SIMULATION AND MATERIALS

In order to perform the numerical simulations of the Knoop hardness test, the finite element DD3IMP in-house code was used. This code was developed to simulate processes involving large plastic deformations and rotations, considers the hardness tests a quasi-statistic process and makes use of a fully implicit algorithm of Newton-Rapson type [8,9]. The code allows the three-dimensional numerical simulations of the hardness test using any type of indenter geometry and takes into account the friction between the indenter and the deformable body. A detailed description of the DD3IMP simulation code has previously been given [10].

The test sample used in the numerical simulations of the indentation test has both radius and thickness of 40 μm. Figure 3 shows a global view and a detail of the indentation region of the finite element mesh. The discretization was performed using three-linear eight-node isoparametric hexahedrons. Due to geometrical and material symmetries in the X=0 and Z=0 planes, only a quarter of the sample was used in the numerical simulation of the Knoop hardness test. The finite element mesh was composed by 17850 elements. The mesh refinement was chosen in order to provide accurate values of the indentation contact area, and consequently of the mechanical properties.

In all the numerical simulations, the contact with friction between the indenter and the deformable body was considered, with a Coulomb’s coefficient equal to 0.16 [10].

Figure 3: Finite element mesh for the test sample used in the numerical simulations.
The Knoop indenter geometry was modelled using parametric Bezier surfaces, which allow a fine description of the indenter tip, namely an imperfection such as the one that occurs in the real geometry, similar to the case of the Vickers indenter [11]. The model of the indenter has a tip imperfection, which consists in a plane normal to the indenters’ axis with an area equal to 0.0032 \( \mu \text{m}^2 \). Figure 4 shows a global view of the Knoop geometry and a detail of the indenter tip.

\[
A = 65.4377h_j^2 + 0.9152h_j + 0.0032
\]

The numerical simulations of the Knoop hardness test were carried out on 10 fictitious materials, up to the same maximum indentation depth, \( h_{\text{max}} = 0.2 \mu \text{m} \). Table 1 resumes the mechanical properties of the materials considered. The plastic behaviour of the materials was modelled considering that the true-stress, \( \sigma \), and the logarithmic plastic strain, \( \varepsilon \), relationship was described by the Swift law: \( \sigma = k(\varepsilon + \varepsilon_0)^n \), where \( k \), \( \varepsilon_0 \) and \( n \) (strain hardening parameter) are material constants (the material yield stress is given by: \( \sigma_y = k\varepsilon_0^n \)). The constant \( \varepsilon_0 \) was considered to be 0.005 for all materials.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \sigma_y ) (GPa)</th>
<th>n</th>
<th>E (GPa)</th>
<th>( \nu )</th>
<th>( h_j / h_{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>2</td>
<td>0.01</td>
<td></td>
<td></td>
<td>0.83</td>
</tr>
<tr>
<td>M2</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td>0.49</td>
</tr>
<tr>
<td>M3</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td>0.28</td>
</tr>
<tr>
<td>M4</td>
<td>2</td>
<td>0.3</td>
<td>200</td>
<td>0.3</td>
<td>0.07</td>
</tr>
<tr>
<td>M5</td>
<td>6</td>
<td>0.3</td>
<td></td>
<td></td>
<td>0.41</td>
</tr>
<tr>
<td>M6</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td>0.15</td>
</tr>
<tr>
<td>M7</td>
<td>10</td>
<td>0.01</td>
<td>400</td>
<td></td>
<td>0.66</td>
</tr>
<tr>
<td>M8</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td>0.49</td>
</tr>
<tr>
<td>M9</td>
<td>2</td>
<td>0.3</td>
<td></td>
<td></td>
<td>0.82</td>
</tr>
<tr>
<td>M10</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td>0.24</td>
</tr>
</tbody>
</table>
3 RESULTS AND DISCUSSION

The fictitious materials considered (see Table 1) had two different Young’ modulus (200 GPa and 400 GPa). Two different cases of work-hardening coefficient, n (on one side, the materials were assumed elastic-perfectly plastic (n ≈ 0) and by the other side, the materials had high work-hardening coefficient (n=0.3)), and different yield stress values \( \sigma_y \) were studied. In order to study the mechanical properties influence on the results of the Knoop indentation, the surface indentation profiles were analysed along both diagonals, the long diagonal, L, and the short one, m, as shown in Figures 5 and 6, respectively. Moreover, these figures show the indentation profiles at the maximum load (open symbols) and after unloading (solid symbols).

![Figure 5: Surface indentation profiles at the maximum load along the longer diagonal, L, for the following materials: (a) M1, M2 and M3; (b) M4, M5, M6; (c) M7 and M8; (d) M9 and M10](image)

Figures 5 and 6 show that the “sink-in” appears on the indentation surface at the maximum load, except in case of the M1 material, where the surface tends to form “pile-up”. This fact certainly is related with a ratio \( h_f/h_{max} \) equal 0.83 (where \( h_f \) is the indentation depth after unload and, \( h_{max} \) the indentation depth at the maximum load) and the low value of the work-hardening coefficient. In fact, in case of Vickers indentation, the indentation profiles are related to the \( h_f/h_{max} \) ratio and the “pile-up” formation appears when this ratio is higher than
0.8, for low values of the work-hardening coefficient \((n \approx 0)\). So, the current results for the Knoop indentation are in agreement with previous studies for Vickers indenter [10]. It should be noted that, for a given material, the \(h_f/h_{\text{max}}\) ratio does not depends on the indentation depth and has a correlation with the value of the H/E ratio, between the hardness and the Young’s modulus, which slightly depends on the work-hardening coefficient (the \(h_f/h_{\text{max}}\) ratio decreases when the H/E ratio increases).

After unloading, for materials with the same value of Young’s modulus (\(E=200\) GPa, Figures 5, 6 (a, b); \(E=400\) GPa, Figures 5, 6 (c, d)), the surface indentation profiles show an elastic recovery along both diagonals that increases with the increase of the material yield stress, \(\sigma_y\), and the work-hardening coefficient, \(n\). Figures 5 and 6 also show that the increasing of the Young’s modulus value leads to a decrease of the elastic recovery. Moreover, in the case of the short diagonal, for the materials M1 and M7, the indentation surface tends to form “pile-up”. This is probably connected with the small elastic recovery.

As a general conclusion, the results presented in Figures 5 and 6 show that both indentation diagonals have elastic recover after unloading, as opposed to the conclusion by Marshall et al. [7]. In this context, the application of Equation (2) for the determination of the mechanical properties, namely the hardness and the Young’s modulus, cannot be quite appropriate. This

---

Figure 6: Surface indentation profiles at the maximum load along the short diagonal, \(m\), for following materials: (a) M1, M2 and M3; (b) M4, M5, M6; (c) M7 and M8; (d) M9 and M10.
becomes critical for materials with high work-hardening coefficient and higher values of the H/E ratio, between the hardness and the Young’s modulus.

4 CONCLUSIONS

- This is an exploratory study concerning the numerical simulation of the Knoop indentation tests, in order to understand how to obtain accurate results concerning the mechanical properties of materials, namely the hardness and the Young’s modulus;
- The surface indentation profiles shows “sink-in” formation for all materials except of ones with the h/h_{max} ratio slightly higher than 0.8;
- Elastic recovery for both diagonals of Knoop indentation is observed, although the elastic recovery along the short diagonal is inferior than the one along the long diagonal;
- The recovery along the indentation diagonals should be considered for determination of the mechanical properties by Knoop indentation test, especially for materials with high work-hardening coefficient and high ratio between the yield stress and Young’s modulus; that is, it may be worth reexamining the use of the traditional equations for hardness and Young’s modulus evaluation, providing that an adequate value of correction factor of indenter modulus geometry is considered.
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Abstract. Parameter identification is a technique which aims at determining model parameters based on a combination of experimental and numerical procedures. This work addresses identification of material parameters for elastic-plastic problems using optimization methods. Firstly, a comparative study is presented in which optimization techniques based on Genetic Algorithms, Univariate, Steepest Descent and BFGS methods are discussed. Identification of Carbon steel parameters based on tensile tests illustrates application of the BFGS, GA and GA-BFGS hybrid methods.

1 INTRODUCTION

In recent years, the development of robust computational models has made possible to efficiently simulate a wide range of metal forming processes. Such progress has been translated into the release of commercial packages able to simulate forming processes such as forging, rolling, deep drawing and extrusion amongst many others. However, the success of the simulations is directly linked to the capacity of constitutive models and respective parameters to accurately represent the experimental behaviour of the material. In general, industries have determined such parameters by means of mechanical tests described in technical standards using the assumption of homogeneous deformation. For instance, the material parameters obtained using tensile tests are determined for strains up to the necking onset, thereby severely limiting the level of plastic strain above which the results are no longer valid. Therefore, use of such material parameters in the simulation of metal forming operations involving large plastic strains would compromise the results.

The numerical-experimental technique known as parameter identification has emerged as the best approach to determine material parameters at large strains. The recent literature shows many works on the determination of constitutive parameters of elastic-plastic problems. The investigation presents further studies on the application of optimization strategies to this class of problems. In a first part, a comparative study of the Univariate technique, gradient-based methods and Genetic Algorithms (GA) is discussed based on experimental data available in the literature. In a second part, a hybrid strategy combining GA with a gradient-based optimization method is assessed. The technique is illustrated for tensile tests of cylindrical specimens prepared according to the ASTM and NBR technical standards.
2 PARAMETER IDENTIFICATION AND THE OPTIMIZATION PROBLEM

Conceptually, parameter identification consists of finding a set of parameters, defined in this work as $p$, which minimizes the difference between an experimental measure and a corresponding computed response with respect to a given norm. In this work, the computed response is obtained by solving the direct problem using a non-linear finite element approximation whereas the experimental response corresponds to measurement of selected variables of the experiment.

Parameter identification, therefore, can be formulated using optimization techniques, which consists of finding a minimum of the general problem

\[
\begin{align*}
\text{Minimize} & \quad g_0(p) \\
\text{Subject to} & \quad h_i(p) = 0 \quad \text{for } i = 1 \ldots m_h, \\
& \quad g_j(p) \leq 0 \quad \text{for } j = 1 \ldots m_g, \\
& \quad p_i^{\inf} \leq p_i \leq p_i^{\sup} \quad \text{for } i = 1 \ldots n,
\end{align*}
\]

in which $p \in \mathbb{R}^n$ is the design vector (a vector containing $n$ design variables), $p_i^{\inf}$ and $p_i^{\sup}$ are upper and lower bounds of the design variables, respectively, $g_0(p)$ is the objective function to be minimized, subjected to equality, $h(p)$, and inequality $g(p)$ constraints.

The initial problem is complemented by the definition of the objective function, which in this work is based on the relative quadratic difference between experimental and computed response evaluated over the deformation process, so that

\[
g_0(p) = \sqrt{\frac{1}{N} \sum_{k=1}^{N} \left[ \frac{R_{k}^{\text{MEF}}(p) - R_{k}^{\text{Exp}}}{R_{k}^{\text{Exp}}} \right]^2},
\]

where $R^{\text{Exp}}$ is the experimental response, $R^{\text{MEF}}(p)$ is the corresponding numerical response computed using a set of design variables $p$, and $N$ is the number of experimental points. In the present case, the measured and computed tensile loading are used to evaluate $g_0(p)$, and the hardening parameters correspond to $p$. Therefore, in the identification process, the loading curve is computed using Finite Elements based on a given set of hardening parameters. The optimization process subsequently changes $p$, so that, at the end of the identification procedure, $g_0$ is minimum.

The literature shows several principles upon which optimization methods are based for multidimensional problems. The most common approaches are mathematical programming techniques, evolutionary methods and, to a lesser extent, the univariate approaches. The gradient-based algorithms fall within the former, in which the gradient of $g_0(p)$ with respect to $p$ is computed at each iterative step. Gradient-based algorithms, therefore, requires a continuous and twice differentiable objective function and constraints (the Hessian must be continuous). A disadvantage of such methods is the influence of the initial parameters on the process when the problem is nonconvex. Moreover, the nonconvexity of parameter identification problems favours existence of multiple local minima.

Evolutionary methods consist of optimization algorithms based upon a generic population and use concepts inspired in biological mechanisms. The idea behind all variants of evolutionary algorithms is that each candidate plays the role of an individual, part of a population, and that some individuals are selected to generate the next generations. Selection and evolution of the population takes place by a recursive application of operators mimicking...
biological evolution, such as mutation and combination. Besides no requirement of differentiability of the objective function and restrictions, the advantage of evolutionary algorithms is their theoretical capacity to determine the global minimum despite the existence of multiple local minima and plane regions (very small gradients). However, their obvious disadvantage lies on the high computational cost due to the large number operations required.

In addition to the gradient-based algorithms and evolutionary methods, the univariate strategy can also be used to multidimensional problems. In this case, a one-dimensional optimization technique is used to minimize one design variable at a time, seeking to produce a sequence of improved approximations to the minimum point.

2.1 Univariate methods

The concept of the method is described in Rao for general optimization problems. In this method, one seeks to produce improved approximations to the minimum point by changing only one design variable at time and assuming that the remaining variables are constant during the process. The procedure is repeated successively for each design variable until a global convergence criterion is reached. This strategy requires application of a one-dimensional optimization method, giving rise to several possible combinations. In this work, this strategy is used in conjunction with the Golden Section one-dimensional strategy. It is worthy to mention that the Golden Section method does not require computation of the gradient of the objective function. Convergence for the present implementation of the Univariate method is established by the mean quadratic relative difference of the current and previous set of material parameters, \( \phi(p) \) (please, see Eq. (6)).

2.2 Gradient-based methods

Gradient-based methods are iterative in their essence, so that, at each iteration a new set of design variables are determined leading to minimization of the objective function. The iterative procedure is repeated until convergence is reached. The optimization literature indicates many mathematical strategies to account for the gradient in the iterative process. This work addresses the Steepest Descent and modified Newton with Hessian matrix computed using the BFGS equations.

For the sake of objectivity, this section presents a summary of the methods and the reader is referred to Arora and Rao for further insights on general purpose optimization methods. In this class of problems, the necessary conditions for a design vector \( p \) be a local minimum are established by the Karush–Kuhn–Tucker conditions (or KKT conditions). Most parameter identification techniques constitute unconstrained problems and the KKT conditions require only a null gradient of the objective function at the optimum point. Therefore, in order to ensure that \( p^* \) is a local minimum, \( g_0(p) \) is expanded in a Taylor series in the neighbourhood of \( p^* \) so that

\[
g_0(p) - g_0(p^*) = \frac{1}{2} d^T Q(p^*) d, \quad \text{where} \quad \nabla g_0(p^*) = 0 \quad \text{and} \quad d = p - p^*,
\]

in which \( p \) is sufficiently close to \( p^* \), \( Q \) is known as Hessian matrix and corresponds to the second derivative of the objective function with respect to the design variables, and \( d \) is the
search direction in the design space. Noticeably, since \( g_0(p) - g_0(p^*) \geq 0 \), the procedure leads to a minimum \( p^* \) only if the Hessian is positive definite. Therefore, Equation (3) suffices to ensure that \( p^* \) is a local minimum. Convergence for gradient-based optimization techniques are usually defined by the norm of the gradient of the objective function, \( \phi(p) = \| \nabla g_0(p) \| \), however, in this work, some comparative examples adopt the same criterion established for the Univariate method (please, see section 3.1).

Steepest Descent method: The Steepest Descent method uses the negative of the gradient of the objective function as a search direction based on the fact that, in a given point \( p \), the direction opposite to \( \nabla g_0(p) \) is the direction of fastest decrease of the objective function². The optimization process is iterative so that the design variables at iteration \( k+1 \) are computed using the gradient of the objective function and the optimum step length, \( \alpha \). In the present case, a normalized search direction, \( d \), is used, so that

\[
p^{(k+1)} = p^{(k)} + \alpha^{(k)} d^{(k)} \quad \text{and} \quad d^{(k)} = -\nabla g_0(p^{(k)}) / \| \nabla g_0(p^{(k)}) \| . \tag{4}
\]

Computation of the gradient of the objective function, \( \nabla g_0(p) \), known as sensitivity analysis, can be accomplished by using analytical, semi-analytical or numerical strategies. In this work \( \nabla g_0(p) \) is computed using central finite differences. The optimal step size, \( \alpha \), represents the scaling along the search direction, being computed by solving a one-dimensional minimization problem and assuming that \( \nabla g_0(p) \) is orthogonal to the search direction. In the present implementation, the Golden Section method is utilised to calculate \( \alpha \) along the search direction.

Newton’s method: The classical Newton’s method is derived from the second-order expansion of the objective function in a Taylor series by assuming that the gradient of the objective function is null for iteration \( k+1 \). Contrasting to the Steepest Descent algorithm, Newton’s method presents a quadratic rate of convergence in the vicinity of the optimal point. However, to ensure convergence under such condition, the Hessian must remain positive definite and computation of the optimum step size must be included. Therefore, the modified Newton’s method using a normalized search direction can be represented as

\[
p^{(k+1)} = p^{(k)} - \alpha^{(k)} Q^{-1} \nabla g_0(p^{(k)}) / \| \nabla g_0(p^{(k)}) \| = p^{(k)} + \alpha^{(k)} d^{(k)} . \tag{5}
\]

An evident drawback of the modified Newton’s method is the requirement to calculate the Hessian matrix at each iteration. The search for alternative approaches to evaluate the Hessian gave rise to the so-called Quasi-Newton methods, which use approximations of \( Q^{-1} \) computed from the gradient of the objective function. In this work, the strategy proposed by Broyden, Fletcher, Goldfarb and Shanno² (BFGS) was used to calculate the inverse of the Hessian.

2.3 Evolutionary methods

Evolutionary methods are heuristic search strategies inspired in natural phenomena and biological mechanisms. One of the most widely used methods is the Genetic Algorithm (GA), which attempts to mimic natural evolution of a generic population³. In such techniques, the optimization process evaluates only \( g_0(p) \) and does not require a continuous and differentiable
objective function. When convexity can not be ensured in advance, as most parameter identification problems, GA methods yield good approximation to obtaining the global minimum within the design space. In addition, the algorithm can be easily parallelized, making possible to use multiprocessor and distributed computing. It is relevant to mention that GAs have been used in areas as widely different as economics, task scheduling, Computer Aided Design (CAD), state assign problems, robot trajectory generation, routing in telecommunications network and many others. Application of GA to parameter identification is a relatively new endeavour, especially when addressing finite strain elastic-plastic problems. The recent works of Chaparro et al.\(^5\), Munõz-Rojas et al.\(^{1,6}\) and Aguir et al.\(^7\) illustrate application of GA to this class of problems.

Genetic Algorithms account for two fundamental steps: selection and reproduction. The former is the process of choosing parents for reproduction, whereas the latter creates offspring from one or two parents. Initially, the initial population, i.e. a set of design vectors containing the material parameters \(\{p_1, p_2, \ldots, p_n\}\), is randomly generated within the design space. In general, the literature designates each design vector, \(p_i\), as an individual (or phenotype). The number of individuals of a population, \(n_i\), is a variable of the method defined a priori. The most usual structure of GA encodes the design vector (or an individual) in a binary string upon which the genetic operations can be easily applied. The gene of an individual corresponds to a single material parameter, and is represented by a number of binary units (1 or 0) – number of bits. The accuracy of the search is determined by the number of bits used to encode a gene (or a single material parameter).

Generation of the initial population is followed by computation of the objective function for every individual and application of the selection. The fitness proportionate selection, also known as roulette-wheel selection, was used in this work to select parents. This method assigns a proportion of the roulette wheel according to the value of the objective function, i.e. smaller objective functions yield larger proportions, thereby increasing the probability of selection after a random rotation of the roulette wheel.

The formation of a new generation is completed by application of the genetic operators of combination and mutation to the selected individuals. In the process of combination, two new individuals (referred as offspring) are generated from a random combination of genes of pre-selected parents. The mutation operation randomly alters the values of genes of the individual according to a given rate. Mutation prevents the GA to reach an early convergence to a local minimum. The processes of selection and reproduction are subsequently applied to form new generations until a convergence or stopping criterion is reached.

### 2.4 GA-BFGS hybrid method

Hybrid methods can be generally defined as a combination of two or more optimization methods. This strategy is mainly used to improve the accuracy of results and convergence of the optimization process. The literature shows just a few works devoted to application of hybrid approaches to parameter identification of elastic-plastic problems. Ponthot and Kleinermann\(^8\) investigated application of the conjugate gradient, BFGS, a modified Globally Convergent Method of Moving Asymptotes, Levenberg-Marquardt and Gauss-Newton optimization methods to identification of hardening parameters of a von Mises material. The
authors discussed also several possible combinations of the aforementioned methods aiming at avoiding local minima.

Hybrid approaches combining Genetic Algorithms and gradient-based optimization procedures were proposed by Chaparro et al.\textsuperscript{5} and Muñoz-Rojas et al.\textsuperscript{1,6}. Chaparro et al.\textsuperscript{5} combine a Genetic Algorithm and the Levenberg-Marquardt method to determine hardening parameters of anisotropic materials. Muñoz-Rojas et al.\textsuperscript{1,6}, aiming at the GTN damage model, proposed a combination of GA with either Sequential Linear Programming or Globally Convergent Method of Moving Asymptotes methods. In both works the Genetic Algorithm is used with the objective of reducing the design space of the gradient based method by providing initial parameters closer to the global minimum. A hybrid identification procedure using artificial neural networks was developed by Aguir et al.\textsuperscript{7} as an alternative to the finite element calculations to evaluate the objective functions within the Genetic Algorithm. The authors used also a multi-objective strategy to account for experimental results for uniaxial and biaxial tensile tests.

In addition to the positive characteristics highlighted is section 2.3, GA can be used to assess the design space, making possible to define new lateral restrictions of the search region. On the other hand, stringent convergence requirements, large initial population, generations and number of bits demand higher computing resources and processing time. Therefore, aiming at improving the efficiency of the optimization process, a hybrid strategy combining GA and the modified Newton – BFGS gradient-based method is proposed. The procedure can be described as follows: (i) Initially, the Genetic Algorithm is applied seeking to reduce the search region of the gradient-based method (i.e. improve estimation of the initial parameters). This strategy intends to circumvent the well-known convergence problems and convergence to local minima associated with defining initial parameters in gradient-based methods. There are no established rules on defining the best initial population size or other GA-related parameters. (ii) The second step consists of using the modified Newton – BFGS method with initial parameters, \( p^{(0)} \), given by the best individual (i.e. smallest value of the objective junction) provided by the last generation of the GA. This strategy has proven to be robust and accurate since the modified Newton – BFGS method presents high convergence rate in the neighbourhood of the optimal point.

### 3 NUMERICAL EXAMPLES AND DISCUSSIONS

The parameter identification techniques, including the convergence process, depend upon (i) the finite element approximation, (ii) the optimization method, (iii) the finite element mesh (iv) the number of increments of the non-linear mechanical solution, (v) the initial parameters, and (vi) the convergence or stopping criteria. The following sections address some of the aforementioned aspects for the identification techniques summarized in section 2. The first example presents an assessment of the identification strategies (i) Univariate – Golden section, (ii) Gradient-based – Steepest Descent, (iii) Gradient-based – modified Newton-BFGS and (iv) Genetic Algorithm, using experimental data available in the literature. Emphasis is placed on the BFGS method, for which effects of the number of mechanical increments and mesh size is discussed. The second example shows application of the modified Newton – BFGS method and hybrid GA-BFGS strategy to determining constitutive parameters
based on uniaxial tensile tests. The effects of the specimen geometry and initial parameters are also investigated.

3.1 Assessment of individual techniques

The experimental load vs. displacement curve presented by Ponthot and Kleinermann⁵, corresponding to a special steel used in piping manufacture for the nuclear industry (Steel A-533, Grade B, Class 1), is adopted as reference in this example. The initial radius and reference length of the specimen are \( r = 6.413 \) mm and \( \ell_0 = 26.67 \) mm (2 \( \ell_0 = 53.34 \) mm is the gauge length), respectively. The problem is assumed isothermal and axisymmetrical. The finite element mesh used in the simulations attempts to reproduce reference [8] and contains 400 elements and 451 nodes with refinement at the necking region. The same yield stress curve was utilised in this example,

\[
\sigma_y = \sigma_0 + \zeta \epsilon_p + (\sigma_\infty - \sigma_0) \left[ 1 - \exp\left( -\delta \epsilon_p \right) \right],
\]

in which \( \sigma_\infty, \sigma_0, \zeta \) and \( \delta \) are the parameters to be determined. The Young modulus and Poisson’s ratio are assumed \( E = 206.9 \) GPa and \( \nu = 0.29 \), respectively. The initial set of material parameters for each method is presented in Table 1. Noticeably, the Steepest Descent and BFGS methods require only initial values, whereas the Univariate and GA techniques demand a search interval delimited by maximum and minimum values. The GA parameters used in this example are the following: population of 80 individuals, parameters encoded with 20 bits, 85 % of combination probability and 5 % of mutation.

<table>
<thead>
<tr>
<th>Method</th>
<th>( \sigma_\infty ) [MPa]</th>
<th>( \sigma_0 ) [MPa]</th>
<th>( \zeta ) [MPa]</th>
<th>( \delta ) [m/m]</th>
<th>Step size</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFGS</td>
<td>Initial</td>
<td>650</td>
<td>500</td>
<td>325</td>
<td>20</td>
</tr>
<tr>
<td>Steepest Descent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Univariate – Golden Section</td>
<td>Maximum</td>
<td>800</td>
<td>600</td>
<td>400</td>
<td>30</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
<td>Minimum</td>
<td>500</td>
<td>400</td>
<td>250</td>
<td>10</td>
</tr>
</tbody>
</table>

The perturbation adopted by the Steepest Descent and BFGS methods is defined by multiplying the initial parameters by a constant factor \( f = 2 \times 10^{-6} \). The different nature of the optimization strategies used in this work recommends specific convergence or stopping criteria. However, in an attempt to harmonize the convergence assessment, a global quadratic measure of the relative uncertainty interval was used for the Univariate, Steepest Descent and BFGS methods. Notwithstanding, the characteristics of the GA prevent definition of similar stopping criterion. Therefore, in the present simulations, the stopping criterion for the GA is the difference of \( g_o(p) \) computed for the worst and best individual. Thus

\[
\text{Univariate, Steepest Descent, BFGS:}\quad \phi(p) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{p_i^{(k+1)} - p_i^{(k)}}{p_i^{(k)}} \right)^2} \leq 10^{-3},
\]

\[
\text{Genetic Algorithm:}\quad \epsilon_{GA} = | g_o^{(i)}(p^{\text{worst}}) - g_o^{(i)}(p^{\text{best}}) | \leq 10^{-5},
\]
in which $p_i$ is an individual parameter, $n$ is the number of constitutive parameters and superscripts $k$ and $l$ indicate the iteration step and generation number, respectively. It is relevant to mention that assessment of the convergence for gradient-based methods can also be defined by using the norm of the gradient of the objective function.

Table 2. Final parameters and process convergence data.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\sigma_\infty$ [MPa]</th>
<th>$\sigma_o$ [MPa]</th>
<th>$\zeta$ [MPa]</th>
<th>$\delta$ [m/m]</th>
<th>$g(p)$</th>
<th>CPU / CPU_{BFGS}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetic Algorithm</td>
<td>667.63</td>
<td>434.77</td>
<td>254.75</td>
<td>20.002</td>
<td>0.00956408498</td>
<td>21.52</td>
</tr>
<tr>
<td>Univariate – Golden Section</td>
<td>669.23</td>
<td>479.91</td>
<td>250.00</td>
<td>16.314</td>
<td>0.00986779019</td>
<td>17.39</td>
</tr>
<tr>
<td>Steepest Descent</td>
<td>668.02</td>
<td>450.60</td>
<td>252.53</td>
<td>18.764</td>
<td>0.00938025222</td>
<td>9.67</td>
</tr>
<tr>
<td>BFGS</td>
<td>678.19</td>
<td>471.25</td>
<td>218.13</td>
<td>15.524</td>
<td>0.00881813074</td>
<td>1</td>
</tr>
<tr>
<td>Ponthot and Kleinermann$^8$</td>
<td>657.7</td>
<td>458.5</td>
<td>311.4</td>
<td>18.868</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2 presents the final parameter set, objective function and relative CPU time (with respect to the BFGS method) for each identification technique, whereas Figure 1 shows the corresponding loading curves. Ponthot and Kleinerman’s$^8$ parameters are also indicated in Table 2. For the initial parameter set given in Table 1, the BFGS presented the best results owing to the smaller objective function (i.e. smaller relative errors between the experimental and numerical loading curves) and smaller processing time (i.e. higher convergence rate). It is relevant to mention that, despite its best performance, the BFGS method is highly sensitive to the initial parameters, as discussed in section 3.2. The initial GA internal parameters (number of bits and population size) lead to a relatively smaller objective function. However, the large number of evaluation of the objective function imposes a prohibitively high CPU time when using single-processor computing. In this example, the Univariate method required also high processing time without any significant gain in the objective function. The advantage of such method is its dependence on the maximum/minimum initial interval instead of a parameter set.

![Figure 1: Loading curve.](image-url)
3.2 Hybrid methods: Genetic Algorithm and BFGS technique

The best results provided by the BFGS optimization technique recommends further investigation on its application to parameter identification. However, the well-known dependence of gradient-based optimization methods on initial parameters and possibility of many local minima suggest use of alternative optimization techniques to estimate improved initial parameters for the BFGS method. This work uses a Genetic Algorithm in an attempt to determine initial parameters for the BFGS method closer to the global minimum. In this section, a brief assessment of the influence of the initial parameters in the identification process is presented, followed by the application of the GA-BFGS hybrid approach. Furthermore, the effects of the specimen geometry are also discussed.

Aiming at evaluating the effects of variations of geometry in the parameters, tensile tests were performed using specimens prepared according to the American ASTM E 8M-01 and Brazilian NBR ISO 6892 standards (referred in this work as ASTM and NBR, respectively). Figure 2(a) shows the ASTM and NBR specimens. The Brazilian NBR defines specimens with diameter and gauge length $d = 10 \pm 0.1 \text{ mm}$ and $\ell_0 = 70 \pm 0.15 \text{ mm}$, respectively, whereas the ASTM establishes $d = 12.5 \pm 0.2 \text{ mm}$ and $\ell_0 = 62.5 \pm 0.2 \text{ mm}$. Six NBR and ASTM specimens were prepared and tested, so that the corresponding median tensile load x elongation curves, shown in Figure 2(b), were used in the identification process.

![Figure 2](image)

Figure 2: (a) Specimens prepared according to NBR and ASTM standards; (b) Tensile loading.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha$ [MPa]</th>
<th>$\sigma$ [MPa]</th>
<th>$\zeta$ [MPa]</th>
<th>$\delta$ [m/m]</th>
<th>Step size</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFGS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case (1)</td>
<td>1050</td>
<td>900</td>
<td>750</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td>Case (2)</td>
<td>700</td>
<td>600</td>
<td>500</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Case (3)</td>
<td>250</td>
<td>210</td>
<td>180</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>GA – BFGS Hybrid method</td>
<td>Maximum</td>
<td>1050</td>
<td>900</td>
<td>750</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>250</td>
<td>210</td>
<td>180</td>
<td>10</td>
</tr>
</tbody>
</table>

The geometrical models used in the simulations were defined according to actual measurements of the specimens. In this example radial symmetry and axisymetry were also assumed. A finite element mesh of 200 elements and 231 nodes, with progressive refinement at the centre region, was used for both NBR and ASTM specimens. The Young modulus and Poisson’s ratio were $E = 200 \text{ GPa}$ and $\nu = 0.3$, respectively.
Table 3 shows the initial parameters used for the BFGS optimization strategy and the search region defined for the *GA-BFGS hybrid method*. The same set of initial parameters was used for identification based on NBR and ASTM specimens. The perturbation in this example was defined as in section 3.1. On the other hand, in this case, convergence for the BFGS was assessed by the norm of the gradient of the objective function, i.e. $\phi(p) = \| \nabla g_0(p) \| = 2 \times 10^{-6}$.

Results obtained by sole application of the BFGS method are presented in Table 4 for Cases (1) to (3). One can observe that parameters obtained for Case (2) are close for both ASTM and NBR specimens. As well remarked in the literature, convergence for the BFGS optimization strategy is strongly dependent upon the initial parameters. No convergence was achieved in Cases (1) and (3) for the NBR and ASTM specimens within 50 iteration steps. Evolution of $\| \nabla g_0 \|$ shown in Figure 3, illustrates the convergence process for all cases.

The *GA – BFGS* hybrid method is introduced as a possible solution for the convergence problem (owing to initial parameters) of gradient-based optimization strategies. Initially, in a first stage (A), the *Genetic Algorithm* is applied aiming at obtaining a point close to the global minimum (thereby avoiding local minima). The second stage (B) consists of application of the BFGS method to search for a minimum even closer to the global minimum.

![Figure 3](image-url)

**Figure 3:** Evolution of $\| \nabla g_0 \|$ for the initial set of parameters given in Table 3 for the BFGS method.
Table 5. Final parameters determined for ASTM and NBR specimens using the GA – BFGS hybrid approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>Stage</th>
<th>$\sigma_\infty$ [MPa]</th>
<th>$\sigma_o$ [MPa]</th>
<th>$\zeta$ [MPa]</th>
<th>$\delta$ [m/m]</th>
<th>$g(p)$</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASTM</td>
<td>(A)  $GA$</td>
<td>731.72</td>
<td>440.00</td>
<td>505.95</td>
<td>26.540</td>
<td>0.01200340080</td>
<td>1 h 26 m</td>
</tr>
<tr>
<td></td>
<td>(B)  $BFGS$</td>
<td>708.40</td>
<td>421.98</td>
<td>592.60</td>
<td>35.429</td>
<td>0.00266693349</td>
<td>32 m (*)</td>
</tr>
<tr>
<td>NBR</td>
<td>(A)  $GA$</td>
<td>737.98</td>
<td>437.30</td>
<td>469.74</td>
<td>31.075</td>
<td>0.00802597455</td>
<td>1 h 57 m</td>
</tr>
<tr>
<td></td>
<td>(B)  $BFGS$</td>
<td>720.65</td>
<td>426.61</td>
<td>552.82</td>
<td>35.042</td>
<td>0.00480087739</td>
<td>30 (*)</td>
</tr>
</tbody>
</table>

(*) The total CPU time are: ASTM = 1 h 58 m and NBR = 2 h 27 m.

In this example, the parameters used for the $GA$ are as follows: population of 60 individuals, parameters encoded with 10 bits, 85% of combination probability and 5% of mutation. It is interesting to note that smaller number of bits leads to “convergence” (difference between $g_o(p)$ of the worst and best individuals, $\epsilon_{GA}$) at smaller number of generations, but with larger errors. In this case, larger errors are not relevant since the parameters obtained by applying the $GA$ are used only as an initial approximation for the $BFGS$ method. The stopping criterion used in this example is $\epsilon_{GA} = 10^{-2}$.

Table 5 presents the parameter set obtained after stages (A) and (B) for ASTM and NBR specimens. The initial parameter set for the $BFGS$ method, stage (B) of Table 5, were obtained after the $GA$ reaches the stopping criterion. It is worthy to note that stricter stopping criteria would require larger number of generations, as indicated in Figure 4, without any improvement of the overall performance of the identification process.

![Figure 4: Evolution of the GA during Stage (A) and indication of the stopping criteria.](image)

Case (2) of Table 4 (both ASTM and NBR) and Table 5 show that the $GA – BFGS$ hybrid method yields the same parameters as the direct application of the $BFGS$ technique. Therefore, it is possible to infer that such set of parameters indeed represent the global...
minimum of the problem. Although the direct application of the BFGS method required less CPU time, its success is strongly dependent upon the initial parameters. On the other hand, in spite of requiring additional processing time, no convergence problems were observed when using the GA – BFGS hybrid method.

3 FINAL REMARKS

Parameter identification has become an essential task when developing new constitutive models. Direct measurement of constitutive parameters is not always possible thereby recommending use of inverse problem strategies, which in turn, are based upon optimization methods. In a first part, this work addressed identification procedures based on the Univariate approach, Steepest Descent and BFGS gradient-based methods and a Genetic Algorithm. A comparison of the aforementioned identification strategies shows that the BFGS method provided the best results (lower CPU time and objective function). However, this technique, as all gradient-based optimization methods, are strongly dependent upon the initial parameters and, therefore, liable to convergence problems, as discussed in a second example. Therefore, a GA-BFGS hybrid approach is proposed, i.e., the GA is applied first in order to estimate initial parameters for the BFGS method closer to the global minimum. The strategy was able to circumvent the convergence problems when attempting to determine material parameters of Carbon steel.
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Abstract. Machining one of the most common manufacturing processes within the industry but it is also a process with extreme conditions in the vicinity of the cutting insert. Due to diversity of physical phenomena involved machining has proven to be complex and difficult to simulate. The chip formation process is in the vicinity of the cutting insert associated with highly localized severe deformations accompanied by high local temperatures rise. Furthermore, the strain rate can in the primary zone be very high (>50000 s⁻¹), far beyond what can be reached with conventional mechanical material tests. Therefore, the possibility to extrapolate the material model outside the calibration range with respect to strain rate is a wanted feature. It is recognized that the mechanical behavior at high strain rate differs considerably from that observed at low strain rates and that the flow stress increase rapidly with the strain rates above ~1000 s⁻¹. The predictive abilities outside as well as inside the calibration range of the empirical Johnson-Cook plasticity model and a dislocation density based model are compared and discussed with reference to AISI 316L stainless steel. The results clearly show the difficulty of obtaining a comprehensive material model that predicts the material behavior across the loading conditions that can occur in machining with good accuracy and that the accuracy of extrapolation is uncertain.

1 INTRODUCTION

Machining is a well recognized manufacturing process and one of the most common within the industry. Understanding of the material removal process is highly important and the ability to simulate machining are several, including determination and optimization of cutting tools design, cutting parameters, residual stresses and cutting process robustness to name a few. Machining has however proven to be particularly complex to simulate due to several numerical as well as modelling complications [1]. The work piece material during machining is forced to quickly change flow direction at the cutting edge vicinity to subsequently form a chip. These prerequisite give mainly rise to two main deformation zones, which are usually called the primary and the secondary deformation zone [1]. A third deformation zone can also be identified opposite the flank of the insert [2]. The major shearing of the work piece material takes place in the primary deformation zone and in addition to severe plastic
deformation and dissipated heat generations the strain rate can reach > 50000 s\(^{-1}\) within this zone [3]. The secondary deformation zone occurs in the contact between the chip and the insert after the material has gone through the first deformation zone. Due to the severe contact conditions with sticking and sliding at high pressure the local temperature is high within this zone. Heat is generated due to plastic generation and friction. Hence during machining the workpiece material locally experience severe strains, high strain rates and high temperatures causing hardening and softening. A material model must handle the involved complex interactions phenomena as plasticity, friction, heat generation, heat flow, material damage and microstructural changes of the workpiece material in order to be able to handle a wide range of strains, strain rates and temperatures.

The calibration of any material model is usually done based on data from material testing covering the relevant range of loading conditions of the intended application. The magnitude of strains, strain rate and temperatures involved in machining are however several orders higher than can be generated from conventional material tension and compression testing. Despite the fact that Split-Hopkinson is a technology that is becoming more common and that a strain rate of 10000 s\(^{-1}\) with large plastic strains [4] can be reached it is not sufficient to reach the extreme conditions that arise in the area around the cutting insert. Therefore the possibility to extrapolate the material model outside the calibration range without loss of accuracy is a highly wanted feature. This is not entirely trivial since materials exhibit different strain hardening and softening characteristic at different strain, strain rate and temperatures and that a marked increase in the strain rate sensitivity has been noticed for strain rates higher than approximately 1000 s\(^{-1}\) [5,6]. This significant increased strain rate sensitivity has been interpreted to different mechanisms for example increased dominance of dislocation drag [5], enhanced rate of dislocation and twin generation [6].

Considerable amount of work has been devoted to develop material models. The models can be divided into two major categories, empirical material models and physically based material models. The empirical models are solely based on curve fitting without any interpretation of the underlying physics and the deformation mechanisms. Hence the need for material data is relatively small which together with few parameters making them easy to use. The Johnson-Cook, J-C, plasticity model is an empirical material model that has been widely used to characterize the material response and is commonly used in FE-simulation of metal cutting. The physical based material models are on the other hand related to the underlying physics of deformation and the evolution of the microstructure. The predictive capabilities beyond the calibration range are therefore expected to be larger and more suitable for simulation of manufacturing processes involving large range and severe conditions of deformation, deformation rate and temperature. The predictive abilities outside as well as inside the calibration range of the empirical J-C plasticity model and a dislocation density based model, physical based, are in this study compared and discussed with reference to 316L stainless steel.

2 MATERIAL MODELS

2.1 Johnson-Cook plasticity model

The flow stress response of the J-C plasticity model is a multiplication of the individual strain, strain rate and temperature effects and is written
\[
\sigma_y = \left( A + B\bar{\varepsilon}^p \right)^m \left[ 1 + C \ln \left( \frac{\dot{\varepsilon}^p}{\varepsilon_{\text{ref}}} \right) \right] \left( 1 - \frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}} \right)^m
\]

where \( \bar{\varepsilon}^p \) is the effective plastic strain, \( \dot{\varepsilon}^p \) is the effective plastic strain rate, \( \varepsilon_{\text{ref}} \) represents a reference strain rate, \( T_{\text{melt}} \) is the melting temperatures, \( T_{\text{room}} \) is the room temperature. Parameters \( A, B, C, n \) and \( m \) are fitted user defined material parameters.

2.2 Dislocation density model

Dislocations and their motions have a decisive role in inelastic deformation of metals and alloys, especially at room temperatures. Their motion through the crystals of a polycrystalline material and their interaction is however a complex phenomenon. The model presented here assumes that dislocation glide is the dominant contribution to plastic straining. Climb is also included. The dislocation density model includes a coupled set of evolution equation for the state variables, dislocation density and vacancy concentration, in order to keep track of the hardening/softening behavior of the material [7,8,9].

The macroscopic flow stress is assumed to consists of additive components as in this case consists of three components according to

\[
\sigma_y = \sigma_G + \sigma^* + \sigma_{\text{drag}}
\]

where \( \sigma_G \) and \( \sigma^* \) are the long-range athermal component respectively the short-range contributions to the flow stress. The last component, \( \sigma_{\text{drag}} \), accounts for phonon and electron drag. The first component, \( \sigma_G \), is the stress needed to overcome the long-range interactions lattice distortions due to the dislocation substructure and grain boundaries. The second component, \( \sigma^* \), is the stress needed for the dislocation to pass through the lattice and to pass short-range obstacles. Thermal vibrations will then also assist the dislocation when passing these obstacles. The long-range stress component is commonly written as

\[
\sigma_G = m \alpha G b \sqrt{\rho_i}
\]

where \( m \) is the Taylor orientation factor, \( \alpha \) is a proportionality factor, \( G \) is the temperature dependent shear modulus, \( b \) is the magnitude of Burgers vector and \( \rho_i \) is the immobile dislocation density.

The short-range stress components may be written as

\[
\sigma^* = \tau_0 G \left( 1 - \frac{kT}{\Delta f_0 G b^3} \ln \left( \frac{\dot{\varepsilon}_{\text{ref}}}{\dot{\varepsilon}^p} \right) \right)^{1/p}
\]

where \( \Delta f_0 \) denote the required free energy needed to overcome the lattice resistance or obstacles without assistance from external stress, \( \tau_0 \) denote the athermal flow strength required to move the dislocation past barriers without assistance of thermal energy.
\( \dot{\varepsilon}_{\text{ref}} \) denote the reference strain rate. The exponent \( p \) and \( q \) characterize the barrier profiles and usually have values between \( 0 \leq p \leq 1 \) respectively \( 1 \leq q \leq 2 \).

The component that accounts for phonon and electron drag is written as [8]

\[
\sigma_{\text{drag}} = G \left( C_e + C_p \frac{T}{300} \right) \dot{\varepsilon}^p
\]

where \( T \) denotes the temperature, \( G \) the shear modulus, \( C_e \) and \( C_p \) is the electron drag respectively the phonon drag coefficient.

The evolution of the structure is considered to consist of a hardening and a recovery process. The total dislocation density may be characterized by the creation process, the immobilization process where dislocation get stucked, the re-mobilization process where the opposite occur and the annihilation process [7]. The total dislocation density in this model is considered to consist of both immobile dislocation density and mobile dislocation density. The used model assumes that the mobile dislocation density is stress and strain independent and much smaller than the immobile ones. Hence the evolution equation is written

\[
\dot{\rho}_i = \dot{\rho}_i^{(+)} - \dot{\rho}_i^{(-)}
\]

where index \( i \) denotes the immobile dislocations. It has been observed that dislocation tends to cluster into cells and subgrains during plastic deformation [10] and forming LEDS (Low-Energy Dislocation Structures) [11]. This structure evolution influences both the hardening and the recovery. The increase in immobile dislocation density is assumed to be related to the plastic strain rate and may therefore be written according to

\[
\dot{\rho}_i^{(+)} = \frac{m}{b} \frac{1}{\Lambda} \dot{\varepsilon}^p
\]

where \( \Lambda \) denote the mean free path which is a function of the size of the grains and the dislocation subcell diameter. The mean free path is assumed to be a combination of the distance between the grain boundaries, \( g \), and the dislocation subcell diameter, \( s \), as

\[
\frac{1}{\Lambda} = \left( \frac{1}{g} + \frac{1}{s} \right)
\]

where \( s \) is defined as

\[
s = K_c \frac{1}{\sqrt{\rho_i}} + s_m
\]

Reduction in dislocation densities may occur by different processes eg by dislocation glide and/or climb. This model takes into account the recovery by dislocation glide and climb. The former is described by

\[
\dot{\rho}_i^{(-)} = \Omega \rho_i \dot{\varepsilon}^p
\]

where \( \Omega \) is a recovery function which may depends on the temperature and strain rate. Although in this model only of the temperatur. Recovery by climb is describe by
where $c_v$ is the vacancy fraction, $c_v^{eq}$ is the thermal equilibrium vacancy concentration, $D_v$ is the diffusivity and $c_\gamma$ is a calibration parameter. More details are found in [9].

2.3 Calibration procedure

The calibration of the presented dislocation density model and the J-C model was based upon uniaxial compression tests of SANMAC 316L at low strain rates, with a maximum strain rate and elevated temperature of $10 \text{ s}^{-1}$ respectively $1300 \degree \text{C}$, and at high strain rates, with a maximum strain rate and elevated temperature of $9000 \text{ s}^{-1}$ respectively $950 \degree \text{C}$. The temperatures were measured during the test at the low strain rates while computed assuming adiabatic heating for the tests at higher strain rates. The tests at the higher strain rates were performed via a Split-Hopkinson pressure bar (SHPB). The actual parameter determinations were done by an error minimization method via a developed toolbox in Matlab in combination with a subset of test data.

The parameters that need to be determined in the dislocation density model are shown in Table 1. Of these are the parameters $K_c$ and $\Omega$ temperature dependent. A linear interpolation has been used between each test temperature and therefore each one of them has 9 values to be calibrated. Thermal expansion, Young’s modulus, Poisson’s ratio and shear modulus are also needed along with other physical constants. More details are given in [9]. The five parameters to be determined for the J-C model are given in section 2.1.

3 RESULTS AND DISCUSSIONS

The dislocation density model has shown to give an overall good agreement with measured stress-strain curves in the strain rate range from $0.01$ to $10 \text{ s}^{-1}$ and from room temperature up to $1300 \degree \text{C}$ [9]. But if this material model with the optimized parameters at low strain rates are extrapolated and compared with measured stress-strain curves at high strain rates the same good agreement are not obtained. This was shown in [12]. Hence this discrepancy indicates that new physics are entering during deformation at these high strain rates and extrapolation from these conditions did not work. The observed increased strain rate sensitivity has been interpreted to different mechanisms for example increased dominance of dislocation drag [5], enhanced rate of dislocation and twin generation [6]. In an attempt to improve the predictability of the model throughout the strain rate range from low to high the physical phenomena dislocation drag has been implemented followed by a re-calibration of the model with given conditions. Some examples of measured stress-strain curves compared with predicted response of the dislocation density model at low strain rates and high strain rates are shown in Figure 1 at some different temperatures. The presented strain rate is the average strain rate.
Figure 1: Measured stress-strain curves and predicted response of the dislocation density model, lines, a) at low strain rates and b) high strain rates. Note: the vertical sequence of the curves fall with increased strain rate and reduced temperature.
The consistency at low strain rates is still good but the same consistency is not obtained at high strain rates. The predicted responses at 500 °C are little to high while little too low at room temperatures within the high strain rate range. Hence, dislocation drag followed by the re-calibration is not sufficient in order to cover the whole strain rate range from low to high. This indicates that additional and/or other deformation mechanisms are active and that the underlying dominated deformation mechanism changes. This will not be discussed further here. However, it is possible to get a relatively good consistency within the high strain rates range. Figure 2 shows the results from a re-calibration of $K_c$ and $\Delta f^0$ based on data at high strain rates.

![Figure 2](image)

**Figure 2**: Measured stress-strain curves and predicted response of the dislocation density model, lines, where the latter is re-calibrated based on high strain rate data. Note: the vertical sequence of the curves fall with increased strain rate and reduced temperature.

The J-C plasticity model did not show the same consistency as the dislocation density model when subjected to the entire test data at low strain rate in [9] and it also failed to predict the material response at high strain rates with good agreements [12]. Better agreement, but far from satisfactory, was obtained if the parameters where re-calibrated based on only high strain data. The parameter and the predicted response are shown in Table 2 and Figure 3. The predicted responses at 950 °C and at room temperature are too low together with
significant differences in the work hardening rate at the latter temperature.

Table 2: Parameters for J-C plasticity model within the high strain rate range

<table>
<thead>
<tr>
<th>Case</th>
<th>$A$</th>
<th>$B$</th>
<th>$n$</th>
<th>$C$</th>
<th>$\bar{\varepsilon}_{\text{ref}}$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>245 MPa</td>
<td>580 MPa</td>
<td>0.587</td>
<td>0.117</td>
<td>1 s$^{-1}$</td>
<td>0.733</td>
</tr>
</tbody>
</table>

Figure 3: Measured stress-strain curves and predicted response of the J-C plasticity model, lines, where the latter has been re-calibrated based on high strain rate data. Note: the vertical sequence of the curves fall with reduced strain rate and increased temperature.

The reliability of extrapolation has so far proven to be uncertain. Although a wide available strain rate data range with a maximum strain rate of about 10000 s$^{-1}$ extrapolation to even higher strain rates is needed to cover the loading conditions that may appear in machining simulations. Lack of material data at these extreme strain rates means that it is neither possible to calibrate or check the predictability range of the material model and it makes it even more uncertain. Despite this an extrapolation to strain rates up towards 50000s$^{-1}$ were performed based on the calibrated dislocation density model and the J-C plasticity model at high strain rates shown in Figure 2 and 3. The results are shown in Figure 4 together with presented results from SHPB-testing of 316L at a plastic strain of 0.1 and room temperature in
The difference in the predicted results between the dislocation density model and the J-C model, when extrapolated to these extreme strain rates, is noticeable. The predicted strain rate sensitivity is higher in the latter and has an appearance that complies with the current perception of increased strain rate sensitivity > 1000 s\(^{-1}\) but how precisely the extrapolation corresponds with the behavior of the material is difficult to say. More research is still needed.

![Graph showing measured and predicted flow stress](image)

**Figure 4**: Measured flow stress, presented in [12], and predicted flow stress of the dislocation density model and the J-C plasticity model as function of strain rate at true strain of 0.10, 0.30 and room temperature. The dislocation density model and the J-C model are based on calibration at high strain rate data.

### 4 CONCLUSION

- The J-C plasticity model did not show the same good ability as the dislocation density model to reproduce the material behavior in the strain rate range and temperature range from 0.01 to 10 s\(^{-1}\) respectively from room temperature to 1300 °C. Neither the dislocation density model without phonon drag nor the J-C model predicted the material behavior at high strain rates particularly well when extrapolated.
- Inclusion of phonon and electron drags within the dislocation density model improved the accuracy in the high strain rate range without any major changes in its prediction capability at low strain rates as the effects of phonon and electron drags
are small at these strain rates. The predictability is much better than the J-C plasticity model. However, we still consider the agreement with measurements to be somewhat unsatisfactorily. The discrepancy may be due to other deformation mechanisms or can be due to uncertainties and assumptions in the SHPB-testing.

- Extrapolated dislocation density model, calibrated with stress-strain data at high strain rates, shows higher strain rate sensitivity within the strain rate range of 10000-50000 s\(^{-1}\) than the extrapolated J-C plasticity model calibrated within the same data range. This is due to the linear dependency on strain rate for the phonon-term whereas the J-C model has a logarithmic dependency. However, we have not data available to validate the predictable ability.

- The work clearly shows the difficulty of obtaining a comprehensive material model that predicts the material behavior across the loading conditions that can occur in machining with good accuracy.
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Abstract. Incremental sheet forming (ISF) is a very promising technology to manufacture sheet metal products by the CNC controlled movement of a simple forming tool. It is considered as an innovative and flexible sheet metal forming technology for small batch production and prototyping, which does not require any dedicated die or punch to form a complex shape. Although incremental sheet forming is a slow process, the cost reduction linked to the fact that punches or dies are avoided, makes it a very suitable process for low series production, in comparison with the traditional stamping or drawing processes. This paper investigates the process of single point incremental forming of aluminum truncated cones and square pyramids geometries both experimentally and numerically. Concerning the numerical simulation, the finite element models are established to simulate the process by using a static implicit finite element code ABAQUS/Standard. In this article, the reported approaches were mainly focused on the influence of some crucial computational parameters. The influence of several parameters will be discussed: the initial sheet thickness and the workpiece geometry. The output of the simulation is given in terms of the punch forces evolution generated in this forming process and the final geometry. A comparison between the simulation results and the experimental data is made to assess the suitability of the numerical models. Experimental and numerical results obtained allow having a better knowledge of mechanical responses from different parts manufactured by SPIF with the aim to improve their accuracy. Predicted results show good agreement with experimental data for these geometries of the cones and pyramids. It is also concluded that the numerical simulation might be exploited for optimization of the incremental forming process of sheet metal.

1 INTRODUCTION

Single point incremental forming (SPIF) is an innovative process which allows to produce complex sheet components by CNC movement of a simple tool, with or without the combined use of simple dies [1]. Blank material is completely clamped by a simple frame and an
hemispherical punch is used as deforming tool (Figure 1). In this context, Single Point Incremental Forming may constitute a suitable industrial alternative, especially if one or few parts have to be produced, since no expensive dies are required. In the mean time, process mechanics is mainly characterised by stretching condition [2]: therefore a relevant sheet thinning occurs, which penalizes process suitability. More in detail, sheet thinning in the deformed zone may be approximated through the well known sine law, which relates the final thickness to the slope of the formed surface [3]. Actually some relevant deviations from this simple model are highlighted carrying out simple SPIF experiments.

![Figure 1: Single point incremental forming SPIF](image)

Many papers have been published on the incremental forming process of sheet metal, most of which are concerned with the experimental work [4-6]. In this context and since the 2005 review article, Ham and Jeswiet [7,8] performed an experimental investigation on the effects of process variables on formability of various aluminum alloys in a systematic way using two factorial designs of experiments. They used the maximum formable angle as the measure of formability. Process variables studied included feed rate, spindle rotation speed, step size and forming angle. It was reported that faster spindle rotation speed improves formability and step size has little effect on the maximum forming angle, whereas the material thickness, tool size and the interaction between material thickness and tool size have a considerable influence on maximum forming angle. Kopac and Kampus [9] presented in their work the process controlled by CNC milling machine-tool together with CAD/CAM Master Cam system and a smooth forming tool. With experimental testing and measurements the limits of forming without a full-size model were defined. By using a simple full-size model and the concept where the sheet metal can move vertically in the clamping device, better results and products were obtained. An evaluation of the maximum slope angle of simple geometries was carried out by Capace Minutolo et al. [10] by means of an incremental forming process of aluminum alloy sheets. In their applications, maximum slope angle of frustums of pyramid and cone has been evaluated. This evaluation has been performed by an experimental tests program, that has foreseen the carrying out of geometries for different slope angles, up to the observation of fractures. In the specific case, afterwards the mechanical characterization and the evaluation of the sheets formability, frustums of pyramid and cone, with different slope angles, have been carried out, up to the appearance of fractures in the sheet. Numerical simulation of incremental forming of sheet metal has been also carried out in some papers [11,12], in which however the tool path is relatively simple. Effect of tool path on the deformation behavior has not been discussed. Since there is no article to which can be referred for the practical use of the numerical simulation for this process, the authors think that it is of great worth to check its applicability from the view point of making the production process more efficient. Very recently some researchers have focused their attention on modelling and numerical simulation.
in incremental forming. Hirt et al. [13] presented in their work two major process limits, namely the limitation on the maximum achievable wall angle, and the occurrence of geometric deviations. They proposed some forming strategies and process modelling for CNC incremental sheet forming to overcome these process limits, including the processing of tailor rolled blanks. Additionally, finite element modelling of the process is presented and discussed with respect to the prediction of the forming limits of ISF. In 2004, Bambach et al. [14] developed a finite element modelling of the ISF process. In particular, the outcome of different multistage strategies is modelled and compared to collated experimental results regarding aspects such as sheet thickness and the onset of wrinkling. Moreover, the feasibility of modelling the geometry of a part is investigated as this is of major importance with respect to optimizing the geometric accuracy. Experimental validation is achieved by optical deformation measurement that gives the local displacements and strains of the sheet during forming as benchmark quantities for the simulation. The numerical simulation may provide technical support to the designers only if the simulation time is comparable with the trial and error tests. With this aim, both experimental tests and three-dimensional FE model of single point incremental forming (SPIF), derived by the application of an explicit approach, have been developed by Ambrogio et al. [15] and a suitable application for the process design has been defined in their applications. Single point incremental forming (SPIF) suffers from process window limitations which are strongly determined by the maximum achievable forming angle [16]. In this subject, an experimentally explored multi-step tool paths strategy is reported and the resulting part geometries compared to simulation output. Sheet thicknesses and strains achieved with these multi-step tool paths were verified and contributed to better understanding of the material relocation mechanism underlying the enlarged process window. In the present research, deformation behaviour of sheet metal in single point incremental forming process (SPIF) is numerically simulated using a static implicit finite element code ABAQUS/Standard. Furthermore, several incremental forming tests were carried out on Al 3003-O Aluminum Alloy blanks utilizing a properly designed fixture mounted on a 3-axis controlled CNC milling machine equipped with a special tool. The objective of this study is to investigate the effects of two commonly varied forming process parameters on the force required to form the sheet metal. These are the initial sheet thickness and the workpiece geometry. A useful control of the process by determining and monitoring the forces between the punch and the sheet is aimed. The effect of the initial thickness variation on the evolution of the efforts provided by tool is studied in addition to the influence of the final workpiece geometry on the thickness distribution of final product is also considered.

2 EXPERIMENTAL PLATFORM

The research activity was carried out through the two following phases: first of all a set of experiments [17], characterized by different geometrical conditions, were carried out using a 3-axis CNC vertical milling machine (Figure 2) as a platform to develop the ISF process. The forming tool consists in a cylindrical rotating punch with 10 mm diameter and hemispherical end shape which it was used simply as a tool (one-point incremental forming). The tool path was specified on the CNC milling machine through a part program: for each test a subroutine has been developed to describe the tool trajectory from CAM procedure depending on the testing conditions. Such trajectory includes both the movement in the horizontal plane (i.e. the x-y table of the milling machine) and the tool depth at each loop along the Z-axis. The blank,
which had square shape and dimensions equal to 200 mm×200 mm, was clamped using a properly designed framework; in this way the punch determines the extension of the blank which undergoes plastic deformation due to the punch movement.

![Image](image.jpg)

**Figure 2**: The experimental equipment for SPIF experiments (three-axis milling machine tool - SPIF tooling system) [17]

To analyse the punch load, the force measuring set-up is shown in figure 2. It consists of a table type force sensor which was mounted between a steel fixture and the milling machine work-surface. This was a Kistler 9265B six-component force dynamometer and connected to it was a complementary Kistler 5017A 8-channel charge amplifier. The measuring system also includes charge amplifiers, data acquisition cards and a PC. The sampling rate in force measurement was 50 Hz.

3 NUMERICAL MODELLING OF SINGLE POINT INCREMENTAL FORMING

In this study we consider the single point incremental forming operations (SPIF). It is a progressive sheet metal forming operation characterised by large displacements and strains, and located deformations. The punch is a simple smooth ended tool with a diameter far smaller than the dimension of the part being made. Proceeding in an incremental way, the tool is moved along contours which follow the shape of the final geometry as described by CAD and CAM of CATIA software. It is very difficult in general to predict the forming loads applied by the tools and the thickness strain distribution of the final state of a deformation after the accumulation of numerous incremental deformation passes. Recently, finite element method (FEM) has facilitated the calculation of the punch forces during the whole deformation process and the thickness strain. In this investigation, elasto-plastic analysis of SPIF process by finite element method (FEM) was performed using a finite element code ABAQUS© software capable of handling large deformation. Finite element models are established to simulate aluminum truncated cones and pyramids.

3.1 The parts geometry of the applications

Reported simulations are mainly based on the production of simple workpiece geometry, a right truncated cone at 40 mm depth with circular base having the initial diameter of D = 180 mm. The second model shape to undertake the numeric study represents a truncated pyramid at 40 mm depth starting from the square base side length of l = 180 mm. These geometries for both the frustums of cone and pyramid are carried out with different
thicknesses and slope angles beginning from a square sheet with a side of 200 mm. The tool paths, whose examples are reported in figure 3, are characterized, for the frustums of cone, by a sequence of circular coils, the first of which presents \( D = 180 \text{ mm} \), while the feed along an edge has a step size \( p = 0.5 \text{ mm} \); for the frustums of pyramid, a sequence of square coils generates the tool path, the first of which presents \( l = 180 \text{ mm} \), and the feed along a \( Z \) direction has a step size \( p = 0.5 \text{ mm} \). For both of them, the maximum drawing depth is \( z = 40 \text{ mm} \).

**Figure 3**: Geometries and dimensions carried out for some parts formed (a) Representative conical frustums with tool path and (b) Representative frustums square pyramid with tool path.

The standard process parameters applied are 0.5 mm vertical step size, 10 mm tool diameter, 50° wall angle and the standard material used is 1.2 mm thick Al 3003-O [17]. Unless the parameter is being varied, these will be the constant values used.

### 3.2 Contour tool path generation using CATIA software

The determination of the trajectory defining the tool path becomes increasingly difficult depending strongly on the complexity of the final geometry of parts and the minimization of the incremental step size. In fact, the implementation of the trajectory in numerical model remains very difficult if a traditional methods based on manual calculation will be considered. Within the framework, we have to generate the trajectory describing the desired geometries characterizing the truncated cones and pyramids. Therefore in the present study, the parts were modelled in a commercial 3D CAD-CAM software CATIA V5R17, and the trajectories to control the tool motion in order to form the desired shapes were automatically generated with the CAM module. This software generates the tool path after defining all the parameters that characterize the working operation such as the tool dimensions, the step depth, etc... The path generation is automatic: the software evaluates and identifies the best tool path for the operation we want to do. Finally the 3D CAD/CAM uses a specific postprocessor to convert the trajectory of the tool so obtained into a numerical file. Figure 4a1 shows the trajectory, described by the tool during the forming of frustum of cone. In the analysis, the tool path is of type discontinuous represented by a series of contours generated along the \( Z \)-axis of the cone. A detailed view on the discontinuity zone is displayed in figure 4b1. The geometrical shape of a pyramidal model and the corresponding discontinuous tool path are reported in figure 4a2. In the same manner as the first geometry of the conical model, a zooming view on the discontinuity zone of the trajectory is presented by figure 4b2. It is characterized by square tool paths with constant step depth forming a pocket. In the case, the forming tool moves from the top to the bottom of the pocket, in which it follows a series of consecutive \( Z \) constant...
contours with fixed step depth $\Delta z$ constant during all the tool path. The steps shown are in sequential order and they are for incremental, unidirectional steps.

3.3 Description of the numerical model

As sheet metal forming involves large material rotation as well as strain, suitable algorithm should be employed in the FEA. In this investigation, a three-dimensional, elasto-plastic FE model is set up for the simulation of the SPIF process. Therefore, static simulations were conducted in this work by using the implicit FE package Abaqus/Standard like calculation algorithm capable of handling large deformation. Figure 5a reports the developed numerical model for the process in the initial position of tools. It shows the undeformed sheet modelled in this context. Modelling the interaction between the tool and the sheet is one of the most important considerations necessary to simulate the incremental forming process correctly. The punch, the blank-holder and the backing plate are modelled by adopting the assumption of an analytical rigid body hypothesis, while the sheet material is considered as elastic-plastic object. Since in the experiments the sheet was flooded with lubricant, the contact at the interface between sheet and tools follows Coulomb's friction law:

$$\tau_f = \mu \sigma_n$$

(1)
where $\tau_f$ is friction shear stress, $\sigma_n$ is normal stress at interface and $\mu$ is the friction coefficient. Friction conditions between the forming tool and the sheet metal part have been accounted by considering sliding friction with a small relatively friction coefficient equal to $\mu_p = 0.09$. On the other hand, the value of the friction coefficient at the contact interfaces of blank-holder, sheet and designed backing plate is chosen to be equal to $\mu_b = 0.15$. Concerning the processing conditions including a punch displacement, the tool is considered as a rigid body and the corresponding boundary conditions are related to the defined path.
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**Figure 5:** (a) Three-dimensional numerical simulation of single point incremental forming of sheet metal and (b) The finite element meshing configuration of the initial blank

Due to the 3D tool path movement, a fully three-dimensional spatial analysis has been realized. The finite element meshing configuration of the initial blank is shown in figure 5b. As a consequence, quadrilateral shell elements with 4 nodes and 6 degrees of freedom per node (S4R) and five Gaussian reduced integration points through the thickness direction were used. This is suitable for nonlinear material models and widely used in the forming problems of large deformation and large rotation. Al 3003-O sheets with a size of 200 mm×200 mm have been considered for different thicknesses. In the FE model, the global size of elements is 1.25 mm×1.25 mm and the blank was initially meshed with 25600 finite shell elements and 25901 nodes. In this way, for each node, both displacements and rotations (i.e. 6 degrees of freedom for each node) are taken into account. Furthermore, the element is subjected to both tractions and moments at each step of the deformation path. All simulations were performed on Windows XP PC Core 2 Quad with 2.5GHz processor and a read/write memory performance of 2096 Megabytes. The CPU time required to simulate the single point incremental forming process of truncated cone or square pyramid mentioned previously takes on average 5 days.

4 RESULTS AND DISCUSSION

This section provides information about the results obtained in the frame of the present work, with regards to the influence of different process parameters on the characteristics of the parts produced by incremental sheet forming and the comparison between the results predicted by the numerical model and the ones obtained experimentally. The objectives of these studies are to identify and analyze the effects of the principal geometrical parameters related to the initial sheet thickness, the wall angle and the part shape on the characterization of the process.
4.1 Force components acting on traveling punch during the incremental forming process

The graphs of figure 6 summarize the time plot of punch forces attained during the single point incremental forming process of the Al 3003-O Aluminum Alloy blanks. The evaluations of the magnitude of the loads provided by the punch in incremental CNC sheet metal forming process were investigated by applying two approaches: experimental analysis and numerical modelling on forces determination for improving knowledge of single point incremental forming. Both figures 6a1 and 6a2 represent the evolution of the three force components measured and predicted by experimental and numerical approaches respectively throughout the incremental forming process by producing a cone with standard process parameters by using a 10 mm diameter tool. The tool path used in this part of analysis follows a discontinuous trajectory. The initial thickness of the sheet metal before its working is fixed at a value equal to 1.2 mm. As it can be concluded from these graphs, a typical force curves start at zero once forming is initiated. As the tool pushes deeper into the metal, the force quickly increases until a depth is reached where the forces tend to remain approximately constant.

This occurs for a number of reasons. Firstly, the tool does not have a contact area that is fully evolved until a number of contours have been made, and secondly, any effect induced by starting near the edge of the backing plate must be overcome. Comparing the force components measured in the experiment shown by figure 6a1 and the force diagram calculated
by using FEA described in figure 6a2, it can be said that the force patterns in the X and Y directions are not equal. This is due to sheet anisotropy and non-symmetric deformation mode. With an aim of validating the developed numerical model, we chose to make a localized enlargement of the preceding figures (Figures 6a1 and 6a2). This was meant to establish a more detailed comparison of the results determined by means of the two experimental and numerical approaches. Detailed views of the measured and simulated force components for two contours are demonstrated by figures 6b1 and 6b2. It can be observed from these two results that after completion of one contour, the Fz component first drops to zero when the tool finishes a contour radius and it moves to the next one, before reaching its peak value at the step down. It finally stabilizes when the tool moves along the contour. Fx and Fy forces change between their minimum and maximum values in a sinusoidal way according to the tool position relative to the dynamometer axis within one contour. A comparison of the numerical efforts of various components illustrated in figure 6b2 shows a fairly good agreement with collated experimental data (Figure 6b1). In fact, it can be noted a resemblance on the shape levels of curves into various representations. Except that we expect a minimal error of approximately 8% between the experimental amplitudes and those which are obtained from numerical calculations.

The square pyramid shaped box was formed on CNC milling machine, and it has been modelled by means of FEA. The force components were measured in X, Y and Z directions. Figures 7a and 7b show a detailed view of the experimental measures and the numerical prediction of three forces components (Fx, Fy and Fz) for two contours of the pyramid tool path. Unlike the forces in figure 6, Fx and Fy forces are approximately constant with changing sign depending on the tool position relative to the dynamometer. When the tool travels along the x-axis of the dynamometer, the Fx force reaches its maximum value, while the Fy force is at its maximum when the feed direction corresponds to the y-axis of the dynamometer. When the Fy/Fx force is at the maximum value, which corresponds to friction as well as to the limited forming action in the feed direction, the corresponding Fy/Fx force maintains an intermediate level. As it can be seen from the comparison of figures 7a and 7b, the force values are generally in agreement, except for high peak values in numerical study.

![Image](image_url)

**Figure 7**: A detailed views of the forces Fx, Fy and Fz for two contours of the pyramid tool path (a) Experimental investigation (b) Numerical prediction

Note that the time in figures 7a and 7b is not in scale, i.e. the comparison can be made considering the patterns of load curves. Generally these peaks occur in the corners of the...
pyramid when the tool is making the vertical step downwards, as the tools’ moving direction changes rapidly. Moreover, we find the points of discontinuity of the trajectory. The latter correspond to the zero values of the efforts and the resumption of a new cycle when a new incrementing is controlled by the tool.

4.2 Influence of sheet thickness: force trend at the variation of initial sheet thickness

In order to make a comparison between the results obtained for conical and pyramidal geometry, we chose to represent all force vector sum curves in the same figure. Examples of the Abaqus predicted total forces acting on the traveling tool during forming operation are presented in figure 8 for cones and pyramids parts formed by using 1.2, 1.5 and 2 mm thick. From figure 8, it can be seen that the resultant forces for cones and pyramids evolve according to identical trends. The force vector sums for pyramids are of the same order of magnitudes as for cones for identical process parameters, although the individual $F_x$, $F_y$ and $F_z$ force components show different patterns. First of all, the instantaneous simulated force value depends on the sheet thickness as shown in figure 8. Besides, a strong correlation exists between the forming load and the thickness: to put it in a more detailed way, the increase in the above-mentioned geometrical parameter leads to the increase of the numerically predicted load as well.

![Figure 8](image_url)

**Figure 8**: Simulated force curves for cones and pyramids parts formed using 1.2, 1.5 and 2 mm thick Al 3103-O: a comparison between the two parts geometry for discontinuous tool path

Figure 9 shows the results obtained in the force measurements performed in the way described previously, in comparison with the values of the magnitude of force required to form a given part predicted by the FEM process model. As the sheet thickness increases, it is apparent that this magnitude also rises. That is, the magnitude of force is directly proportional to the initial sheet thickness and fits well with the linear trends shown in the figure. As it can be noticed, experimental values are slightly lower than predictions, but results are very good, showing a discrepancy between the experimental results and the predictions of the model. The results obtained by two approaches make it possible to give the relative variation of the force amplitude compared to the experiment and expressed by: $\Delta F(\%) = \left(\frac{F_{\text{Exp}}-F_{\text{Num}}}{F_{\text{Exp}}}\right) \times 100$. They are 2% and 3%, respectively for the smallest and greatest values of sheet thickness (1.2 mm and 2 mm). Consequently, the peak load evolution curve determined by the numerical
approach is thus in good agreement with the experimental one.

![Figure 9: Influence of initial sheet thickness on the peak magnitude of the forming loads acting on the punch](image)

**5 CONCLUSIONS**

This paper investigates the process of single point incremental forming of truncated cones and pyramids formed of an aluminum alloy sheet Al 3003-O both experimentally and numerically. In the first part of this paper, a deeper assessment of the process was developed following a set of numerical simulations and experimental tests in order to find the influence of some relevant process parameters, on the estimation and the repartition of the forming force components and to make a comparison between them. The obtained experimental and numerical results are found to be in agreement for the two models: conical and pyramidal geometries. In the second part of the work, a campaign of numerical tests has been carried out in a parametric form by varying systematically at each test the initial value of the sheet thickness during forming process. In this investigation, three FE simulations of the considered process were performed for the conical and pyramidal models, each having varied the material thickness. In particular, this study examines the effect of the considered geometrical parameter on the evolution of the resultant forming forces acting on the traveling tool. The results of the tests were analyzed quantitatively, and some observations were made as follows below:

- The forming force tends to increase with the sheet thickness, and this cannot be a negligible aspect.
- For a better comparison between the two conical and pyramidal shapes we chose to represent in the same figure the evolution of the corresponding resultant force curves parameterized in sheet thickness. According to the obtained results, it could be noted that the different efforts evolve in the same way. In fact, when the sheet thickness is increased, the forces will increase accordingly.
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Abstract. The progressive degradation of quasi-brittle materials can be reproduced efficiently by means of damage models. The presence of microcracks in the media gives a nonlocal aspect to the evolution of damage. By interacting with each other under loading, it leads to stress amplification (singularity) or decrease (shield effect) at a given location. In the framework of damage models, the nonlocal integral method [1] or the gradient enhanced media [2] introduce this notion of interactions between points by means of an internal length.

However, they are still some pending issues regarding these methods [3] (e.g., treatment of free boundaries, description of the damage state close to complete failure). In this paper, a modification of the nonlocal integral regularization method is proposed. The influence of a point on its neighbourhood is evolving during the loading and its intensity and direction depend on the stress state it encounters.

Through several numerical simulations, we show that our proposition improves the treatment of free boundaries and gives physically sound damage and strain field in the fracture process zone up to complete failure. The latter being a key parameter of durability analysis.

1 INTRODUCTION

Quasi-brittle materials show the presence of microcracks in their media. Under loading, these microcracks interact with each other, leading to nonlocal interactions. During the cracking, strain localization appears with a size and an orientation of the localized band as well as its evolution that can be directly linked to the nonlocal interactions due to microcracks.

In continuous media, the microcracks are not explicitly represented. As a consequence, additional generalized constitutive equations need to be introduced in the models to take into account the nonlocal character of the propagation and coalescence of microdefects. These models replace the local internal variable by its nonlocal counterpart. For the
nonlocal gradient model [2], the nonlocal internal variable fulfills a differential equation whereas for the nonlocal integral model [1], the nonlocal internal variable is a weighted spatial average.

In addition to restoring the objectivity of the numerical modeling for strain softening behavior, these models aim at describing the behavior of quasi-brittle materials for microcracked area which do not degenerate into a widely opened crack and size effect through the introduction of an internal length.

However, several drawbacks arise from the original models (e.g., description of the kinematic fields in the FPZ, damage initiation in crack tip-problem, description of the interactions in the vicinity of boundaries). To overcome these problems, we propose a new nonlocal integral method in which the weighting is enhanced by introducing the influence of the stress state on the interactions.

First, the original model associated to a damage model is recall. Then, the stress based nonlocal model is presented. Finally, several tests are performed addressing the different drawbacks quoted previously.

2 NONLOCAL DAMAGE MODEL

2.1 Continuum damage theory

A scalar isotropic damage model for describing the nonlinear behavior of concrete under monotonic loading is used. The general stress-strain relationship is:

\[ \sigma_{ij} = (1 - D)C_{ijkl} : \varepsilon_{kl} \]  

where \( \sigma_{ij} \) and \( \varepsilon_{kl} \) are the components of the Cauchy stress tensor and the strain tensor, respectively (\( i, j, k, l \in [1, 3] \)) and \( C_{ijkl} \) are the components of the fourth-order elastic stiffness tensor.

The evolution of \( D \) is driven by an equivalent strain \( \varepsilon_{eq} \) that quantifies the local deformation state in the material. Among several definitions, we consider here the equivalent strain defined by Mazars with its corresponding evolution law [6].

The damage scalar variable \( D \) is a function of the internal variable \( Y \). This parameter equals the damage threshold \( \varepsilon_{D0} \) initially. Its evolution is governed by the Kuhn-Tucker condition:

\[ \varepsilon_{eq} - Y \leq 0 \ , \ \dot{Y} \geq 0 \ , \ \dot{Y}(\varepsilon_{eq} - Y) = 0 \]  

Mazars has introduced a local measure \( \varepsilon_{eq} \) of the strain tensor defined by:

\[ \varepsilon_{eq} = \sqrt{\sum_{i=1}^{3} (\langle \varepsilon_i \rangle_+)^2} \]  

\( \langle \varepsilon_i \rangle_+ \) denotes the positive principal strains. This model considers that damage is driven by positive strains, i.e. extension. It allows to accurately reproduce the behavior of
quasi-brittle materials such as concrete. In this model, damage is determined as a linear combination of two damage variables (Eq. 4): $D_t$ and $D_c$ which are damage due to tension and compression respectively [6]:

$$D = \alpha_t D_t + \alpha_c D_c$$  \hspace{0.5cm} (4)

The parameters $\alpha_t$ and $\alpha_c$ depend on the stress state (e.g. $\alpha_t = 1$ in pure traction). The damage evolution is characterized by the following exponential law:

$$D_{c,t} = 1 - \frac{\varepsilon D_0 (1 - A_{c,t})}{Y} - \frac{A_{c,t}}{\exp \left( B_{c,t} (Y - \varepsilon D_0) \right)}$$  \hspace{0.5cm} (5)

$A_t$, $B_t$, $A_c$ and $B_c$ are the parameters governing the shape of the evolution law. The constitutive relation exhibits strain softening and as a consequence, needs a regularization technique.

2.2 Original integral nonlocal approach

In the nonlocal damage model, the equivalent strain given in Eq. 3 is replaced by an average equivalent strain $\varepsilon_{eq}$ over a volume $\Omega$ in the equation governing the growth of damage as defined by Pijaudier-Cabot and Bažant [1].

$$\varepsilon_{eq}(x) = \frac{\int_{\Omega} \phi(x - s) \varepsilon_{eq}(s) ds}{\int_{\Omega} \phi(x - s) ds}$$  \hspace{0.5cm} (6)

$\phi(x - s)$ is the weight function defining the interaction between the considered point located at $x$ and the neighboring points located at $s$. The most used nonlocal weight function is taken as the Gauss distribution function:

$$\phi(x - s) = \exp \left( - \frac{2 \|x - s\|^2}{l_c^2} \right)$$  \hspace{0.5cm} (7)

where $l_c$ is the internal length of the model.

2.3 Stress based nonlocal integral approach

In the proposed approach, the point of view of the calculation of nonlocal quantities is slightly different. We no longer consider what a point located at $x$ can receive but what a point located at $s$ can distribute. The nonlocality is defined as a quantity given by each point located at $s$ along its principal stress direction with an intensity depending on the level of the principal stress. We introduce in the nonlocal regularization both the notion of directionality as shown by Pijaudier and Dufour [7] in the limited case of the vicinity of boundaries and the variation of the intensity depending on the state of loading in the structure. The stress field allows the direct description of the presence of free boundary and the development of fracture process zone that are at the origins of
the modification of the nonlocal interactions. During the calculation, the evolution of
the interactions between points is considered through a single scalar $\rho$ that, multiplied
by the characteristic length $l_c$, defines the internal length of the model. This internal
length evolves from zero for stress-free material up to $l_c$ when maximum principal stress
is reached. It is important to notice that this coefficient depending on the stress state of
the distributed points does not introduce any parameter in the model.

Let us denote $\sigma_{\text{prin}}(s)$, the stress state of the point located at $s$, expressed in its principal
frame. The vectors forming this frame are $u_1(s), u_2(s)$, and $u_3(s)$ with the associated
principal stresses $\sigma_1(s), \sigma_2(s)$ and $\sigma_3(s)$.

$$\sigma_{\text{prin}}(s) = \sum_{i=1}^{3} \sigma_i(s) (u_i(s) \otimes u_i(s))$$

(8)

where $\otimes$ is the tensor product. We define an ellipsoid centered at point $s$, corresponding
to a homothety of the original interaction domain with a ratio $|\sigma_i(s)|$ along principal stress
direction $u_i(s)$. $f_i$ denotes the tensile strength of the material.

The choice of $f_i$ leads to no modification of the interactions at the tensile stress peak,
in the direction associated to the maximum tensile stress. The characteristic length $l_c$
associated to the material defines the maximum size of the domain of interactions and
so the internal length $\rho l_c$ of the stress based nonlocal model can not exceed this value.
As a consequence, we need to limit in compression the value of $\rho$ to one under loading
directions for which $|\sigma_i(s)|$ is higher than $f_i$.

By using the spherical coordinates ($\rho$, $\theta$ and $\phi$), the following equation describes the
ellipsoid associated to the stress state of the point located at $s$ (Fig. 1).

$$\rho(x, \sigma_{\text{prin}}(s))^2 = \frac{1}{f_i^2 (\frac{\sin^2 \varphi \cos^2 \theta}{\sigma_1^2(s)} + \frac{\sin^2 \varphi \sin^2 \theta}{\sigma_2^2(s)} + \frac{\cos^2 \varphi}{\sigma_3^2(s)})}$$

(9)

where $\theta$ is the angle between $u_1$ and the projection of $(x - s)$ onto the plane defined by
$u_1$ and $u_2$ and $\varphi$ is the angle between $u_3$ and $(x - s)$. Considering, these angles, we obtain:

$$\cos \theta = \frac{u_1 \cdot (u_3 \wedge ((x - s) \wedge u_3))}{\|u_3 \wedge ((x - s) \wedge u_3)\|} \quad \sin \theta = \frac{u_2 \cdot (u_3 \wedge ((x - s) \wedge u_3))}{\|u_3 \wedge ((x - s) \wedge u_3)\|}$$

$$\cos \varphi = \frac{u_3 \cdot (x - s)}{\|x - s\|} \quad \sin \varphi = \frac{(x - s) \cdot (u_3 \wedge ((x - s) \wedge u_3))}{\|x - s\| \cdot \|u_3 \wedge ((x - s) \wedge u_3)\|}$$

(10)

where $\wedge$ is the vector product and “.” is the scalar product. The weight function now
reads:

$$\phi(x - s) = \exp \left( - \left( \frac{2 \|x - s\|}{l_c \rho(x, \sigma_{\text{prin}}(s))} \right)^2 \right)$$

(11)
Figure 1: Definition of the $\rho$ coefficient giving the influence of $s$ on $x$

with $\rho(x, \sigma_{\text{prin}}(s))$ equal to the radial coordinate of the ellipsoid defined previously in the direction $(x - s)$.

The intensity of the influence of a point at $s$ on its neighborhood depends on the magnitude and direction of the principal stresses at $s$.

3 INITIATION OF FAILURE

In the framework of nonlocal elasticity, Eringen and coworkers [4] have pointed out that the point encountering the maximum stress is not located at the crack tip. Simone and coworkers [3] have extended this study to nonlocal damage models, showing that the bad description of the nonlocal field leads to a wrong initiation of damage. To illustrate this problem and to compare the numerical solution of the original and the stress based nonlocal method, a notched plate under tension is studied (Fig. 2) with a pre-existing crack of length $h = 0.0005$ m. Due to symmetry, only half of the specimen is described.

Figure 2: Compact Tension Specimen (CTS)

The notch is described geometrically by letting free the boundary. The influence of the
C. Giry, F. Dufour and J. Mazars

internal length of the model on the location of the maximum nonlocal equivalent strain is studied. The following parameters are used for the material: $E = 1000 \text{ MPa}; \nu = 0.2; l_c = 0.0001, 0.0002 \text{ or } 0.0005 \text{ m.}$

The equivalent strain defined by Mazars is calculated from the strain field obtained under an imposed displacement. The nonlocal equivalent strain is then computed according to Eq. 3. The evolution along the line AB in front of the crack is given on Fig 3 for both nonlocal methods. These results, obtained by Simone et al., show a shift of the maximum nonlocal equivalent strain with the original nonlocal method leading thus to a wrong location of damage initiation. Furthermore, this shift is proportional to the internal length.

In the original nonlocal method, the domain of interactions depends only on the distance between points. So, a point at the crack tip will be influenced in the same way by points in the shadow zone of the notch than by points in front of the notch. Since the strain gradient is smaller in front of the notch than at the back, the maximum nonlocal equivalent strain is shifted to the notch front.

For the same test, with the stress based nonlocal method, the shift is null whatever the characteristical length $l_c$ chosen. Indeed, the points in the shadow zone of the notch no more influence the point at the crack tip since they encounter a low stress state.

This study shows the capability of the stress based nonlocal method to correctly locate the inception of material nonlinearities in mode I problem with a pre-existing crack. This result is a key issue for size effect analysis.

4 SIZE EFFECT ANALYSIS: 3 POINT BENDING TEST

Size effects have been widely studied in the past regarding concrete structure and it is a key issue when one wants to transcript the material behavior identified at the scale of a laboratory specimen to a real structure.

The use of nonlocal models allows to reproduce this size effect by introducing an internal
length. However, we can observe that the parameters obtained depend a lot on the geometry and the stress state. Indeed, it has been shown the original nonlocal model show discrepancies when we compare results from one type of test to another (e.g. notched and unnotched beam) [5]. A first attempt to improve the results regarding size effect has been made by Krayani and coworkers [5]. By modifying the area of regularization close to free boundaries, a better redistribution of the state parameter was obtained leading to an improvement of the results.

We compare the original and the stress based nonlocal damage formulation through 3 point bending test on unnotched and notched beams with three geometrically similar sizes. The specimens with constant depth (b = 1 m), various heights (D = 80, 160, 320 mm) and corresponding lengths (L = 3D) are referred to as small, medium and large beam, respectively. Simulations are performed in 2D plane stress conditions. The model parameters used for these simulations are the same as the one in [5]: $E = 3.85 \times 10^4 MPa$, $\nu = 0.24$, $A_t = 0.95$, $A_c = 1.25$, $B_t = 9200$, $B_c = 1000$, $\varepsilon_{D_0} = 3.0 \times 10^{-5}$ and $l_c = 10$ mm.

4.1 Size effect on unnotched specimens

From the peak load $P_u$, we estimate the nominal strength $\sigma_N$, according to the elastic beam theory (Tab. 1):

$$\sigma_N = \frac{9 P_u}{2bD}$$

We notice that the results are quite close to each other, since the main difference is only for the interactions perpendicular to the lower free boundary. With the stress based nonlocal model, the interactions are along lines parallel to the bottom side of the beam thus to a smaller domain of interactions and a lower peak load.

We use now the Bazant’s size effect law for the case of unnotched beams [8]:

$$\sigma_N = f_{r\infty} \left(1 + \frac{D_b}{D}\right)$$

where $D_b$ and $f_{r\infty}$ are constants. These two constants are obtained from a linear regression.

<table>
<thead>
<tr>
<th>D(mm)</th>
<th>$P_u$(kN)</th>
<th>$\sigma_N$(MPa)</th>
<th>Stress based nonlocal</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>65.732</td>
<td>3.70</td>
<td>64.380</td>
</tr>
<tr>
<td>160</td>
<td>123.792</td>
<td>3.48</td>
<td>122.240</td>
</tr>
<tr>
<td>320</td>
<td>240.440</td>
<td>3.38</td>
<td>218.360</td>
</tr>
</tbody>
</table>
Table 2: Unnotched beam: Identification of $D_b$ and $f_r\infty$ for the two nonlocal methods

<table>
<thead>
<tr>
<th></th>
<th>Original nonlocal</th>
<th>Stress based nonlocal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_b (mm)$</td>
<td>10.34</td>
<td>18.31</td>
</tr>
<tr>
<td>$f_r\infty (MPa)$</td>
<td>3.30</td>
<td>2.98</td>
</tr>
</tbody>
</table>

4.2 Size effect on notched specimens

The size effect analysis is now performed on notched specimen with a $0.2D$ high notch located at mid-span. From the peak load $P_u$, we estimate the nominal strength $\sigma_N$, according to the elastic beam theory (Tab. 3):

$$\sigma_N = \frac{9}{2} \frac{P_u}{bD(0.8^2)}$$

Again using the Bazant’s size effect law for notched beams [8]:

Table 3: Notched beam: Peak load and nominal strength for the two nonlocal methods

<table>
<thead>
<tr>
<th>D (mm)</th>
<th>$P_u$ (kN)</th>
<th>$\sigma_N$ (MPa)</th>
<th>$P_u$ (kN)</th>
<th>$\sigma_N$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>42.316</td>
<td>3.72</td>
<td>35.630</td>
<td>3.13</td>
</tr>
<tr>
<td>160</td>
<td>64.426</td>
<td>2.83</td>
<td>59.130</td>
<td>2.60</td>
</tr>
<tr>
<td>320</td>
<td>97.454</td>
<td>2.14</td>
<td>94.440</td>
<td>2.07</td>
</tr>
</tbody>
</table>

$$\sigma_N = \frac{B f_r\infty}{\sqrt{1 + \frac{D}{D_0}}}$$

where B is a dimensionless geometry-dependent parameter and $D_0$ is a characteristic size. For each formulation, $D_0$ and $B f_r\infty$ are obtained from a linear regression. B can

Table 4: Notched beam: Identification of $D_0$ and $B f_r\infty$ for the two nonlocal methods

<table>
<thead>
<tr>
<th></th>
<th>Original nonlocal</th>
<th>Stress based nonlocal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_0 (mm)$</td>
<td>42.42</td>
<td>110.87</td>
</tr>
<tr>
<td>$B f_r\infty (MPa)$</td>
<td>6.25</td>
<td>4.08</td>
</tr>
</tbody>
</table>

be calculated according to Rilem recommendations ($B = 1.08$) [9]. One can compare the values of $B f_r\infty$ obtained with unnotched and notched specimen and give an error committed by the model regarding the description of size effect. Indeed, $f_r\infty$ is a parameter.
relative to the material and should not be affected by size effect. Another mean to observe the consistency of the formulations regarding size effect is to use the Bazant’s universal size effect law [8]:

\[
\sigma_N = \frac{B_{f_{\infty}}}{\sqrt{1 + \left(\frac{D}{D_0}\right)}} \left(1 + \left(\eta + \frac{D}{D_b}\right) \left(1 + \frac{D}{D_0}\right)^{-1}\right) \quad (16)
\]

We consider in this formula the parameters linked to the unnotched specimen as known with the first analysis and we fit the value of \(D_0\) in order to retrieve the values of the nominal strength of the notched specimens. The best fits are obtained for \(D_0 = 300\) mm

with the original nonlocal formulation and \(D_0 = 255\) mm with the stress based nonlocal formulation. A better fit of the universal size effect law on the notched beam results is obtained with the stress based nonlocal model. It confirms the results obtained with the first method of error estimator in the description of size effect.

This analysis shows the internal length, that is linked to the size of the FPZ and allows to describe size effect, depends on the material through a caracteristical length \(l_c\) as it is defined in the original version but also on the stress state as it is introduced in the stress based nonlocal model.
5 CRACKING EVOLUTION IN A 3 POINT BENDING TEST OF A NOTCHED BEAM

The efficiency of the stress based nonlocal method to describe the failure process of quasi-brittle material is explored through the comparison with experimental results on the evolution of crack opening along the height of a notched beam under three point bending test (3PBT). This beam tested at the GEM laboratory in Nantes by the second author is depicted in Fig. 5(a) with the associated mesh used for the numerical investigation. This beam has been modeled in 2D under plane stress conditions. The loading has been applied via displacement control. Both nonlocal methods have been successively used with the same set of parameters for the damage model describing concrete (see Eq. 5): $E = 30,000$ MPa; $\nu = 0.24$; $\varepsilon_{D_0} = 0.00004$; $\beta = 1.06$; $A_t = 0.9$; $B_t = 4000$; $A_c = 1.25$; $B_c = 1000$ and $l_c = 0.008$ m.

The beam is composed of isoparametric elements with linear interpolation. A peculiar attention was taken to describe finely the notch tip where stress concentration occurs. Image correlation technique was used during the experiment to follow the strain localisation process. Fig. 5(b) gives the orientation and the origin along the height of the beam of the measured cracking. We compare hereafter these experimental results with the one obtained from numerical calculations using the post treatment method proposed by Dufour and coworkers [10]. Fig. 6b, c and d show the crack opening along the height at different CMOD levels. One can observe that for the lowest CMOD considered, we have a cracking prediction close between the original and stress based nonlocal method. We are still in a diffused microcracking far from the crack tip that leads to a strain field similar between both methods. During the localisation process, the stress level and the internal length of the stress based nonlocal decreases, as a consequence we obtained a sharper strain profile that is closer to the one of a macrocrack for higher CMOD [11]. It leads so to a better estimation of the crack opening. A reason for the constant shift (error around 10%) between the experimental and the numerical results regarding the crack opening can be due to the 2D approximation used for the calculation. Indeed, experimentally, the crack opening was measured on surface and we can expect to have different values in the depth.

![Figure 5: Three point bending test: (a) Mesh of the specimen. (b) Axis of the crack opening.](image-url)
6 CONCLUSIONS

We have proposed in this paper a modification of the integral nonlocal model in order to adapt the regularisation close to free boundary and during the cracking process. The stress state of each point is used during the calculation in order to create an evolution of the interaction between points. Each point interacts with its neighborhood in function of the intensity and direction of its principal stress values. All these improvements are made with no additional parameter that would be difficult to calibrate and the computational cost is similar to the original nonlocal method since the connectivity matrix is identical. This can be easily implemented in any FE code that already includes nonlocal approach. The modification has been illustrated through several examples. The stress based nonlocal approach provides a better solution to model damage initiation. The proposed approach is capable to perfectly locate the damage initiation which is badly estimated with any other regularisation techniques. This result is a key issue when considering size effect analysis. The proposed approach gives a better description of size effect compared to the original one.

Furthermore, damage and strain profiles across a fracture process zone are more physically sounded. The result objectivity is conserved and our proposal allows to obtain a weak discontinuity that gets close to strong discontinuity upon mesh refinement. As a result the estimate of crack opening is much improved. This is a key issue as information on crack opening is a hot topic in structural engineering for durability analysis or the leakage rate estimation for confining vessels. It has been shown that continuous modelling can provide this kind of information. By improving the FE calculation and more particularly by taking into account the effect of a damaged zone on its vicinity, crack opening estimation are greatly improved.

In future works, loaded interface between two materials and loaded boundaries will be investigated. This will be of great interest for structural analysis with interaction between a crack in concrete and rebars.
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Abstract. Complex degradation processes of partial saturated media like soils during post-peak regime are strongly dependent on humidity, stress state, boundary conditions and material parameters, particularly porosity. To realistically and objectively describe the dramatic change from diffuse to localized failure mode or from ductile to brittle ones, accurate constitutive theories and numerical approaches are required. In this paper, a non-local gradient poroplastic model is proposed for partial saturated media based on thermodynamic concepts. A restricted non-local gradient theory is considered, following (Mroginski, et al. Int. J. Plasticity, 27:620-634) whereby the state variables are the only ones of non-local character. The non-local softening formulation of the proposed constitutive theory incorporates the dependence of the gradient characteristic length on both the governing stress and hydraulic conditions to realistically predict the size of the maximum energy dissipation zone. The material model employed in this work to describe the plastic evolution of porous media is the Modified Cam Clay, which is widely used in saturated and partially saturated soil mechanics. To evaluate the dependence of the transition point between ductile and brittle failure regime in terms of the hydraulic and stress conditions, the localization indicator for discontinuous bifurcation is formulated for both drained and undrained conditions, based on wave propagation criterion.
1 INTRODUCTION

The mechanic of porous media constitutes a discipline of great relevance in several knowledge areas like the Geophysics, the Civil Engineering, the Biomechanics and the Materials Science. The main purpose of the mechanic of porous media is the deformation modelling and pore pressure prediction, when the body is been subjected to several external actions and physical phenomena. By the way, the complexity of the real engineering materials implies that for its appropriate modelling they should be included in the concept or theory of partially saturated porous media with cohesive-frictional properties diverse. Besides, the failure behaviour of engineering materials during monotonic loading processes demonstrate a strong dependence on both the stress state and the hydraulic conditions governed during the process. In spite of this fact most of the proposals for continuous formulations of engineering materials like concrete and soils are based on non-porous continua theory [9, 12]. In fact, the traditional formulations commonly accepted by the scientific community for the study of this kind of materials are experimental evidences founded, and a consistent elastoplastic thermodynamic framework is not fully considered [8, 14, 18]. Although it provides a general useful approach for a lot of engineering problems.

Even though noteworthy theoretical developments based on the theory of porous media were recently presented [4, 5, 10]. Nevertheless, it can be observed a necessity of new non-local formulations based on the theory of porous media in order to solve the critical problem of uniqueness loss of the numerical solution in post-peak regime or in pre-peak regime when the volumetric elastoplastic behavior is non-associate.

In this work the thermodynamically consistent formulation for gradient-based elastoplasticity by [22] that follows general thermodynamic approach by [19] for non-local damage formulation is extended for porous media. Main feature of present proposal is the definition of a gradient-based characteristic length in terms of both the governing stress and hydraulic conditions to capture the variation of the transition from brittle to ductile failure mode of cohesive-frictional porous materials with the level of confinement pressure and saturation. Relevant items in this work are, on the one hand, the particularization of the proposed thermodynamically consistent theory for non-local elastoplastic porous media to partially saturated soils. On the other hand, the formulation of the discontinuous bifurcations condition and related failure indicator as well as their evaluations for different hydraulic conditions.

2 POROUS MEDIA DESCRIPTION

Porous media are multiphase systems with interstitial voids in the grain matrix filled with water (liquid phase), water vapor and dry air (gas phase) at microscopic level [6, 9] (see Fig. 1a).

Key argument to reconcile continuum mechanics with the intrinsic microscopic discontinuities of porous like materials composed by several interacting phases, is to consider
them as thermodynamically open continuum systems (see Fig. 1b). Thus, their kinematics and deformations are referred to those of the skeleton. Contrarily to mixture theories based upon an averaging process \[13, 14\], the representation of porous media is made by a superposition, in time and space, of two or more continuum phases. In case of non-saturated porous continua we recognize three phases, the skeleton, the liquid and the gaseous phases.

\[\text{Figure 1: Porous media description. a) Microscopic level ; b) Macroscopic level}\]

2.1 Stress tensors

The mechanical behavior of partially saturated porous media is usually described by the effective stress tensor \(\sigma'\), as follows

\[
\sigma' = \sigma - \delta p^w = \sigma^n + s
\]

being \(\sigma, s = \delta (p^a - p^w)\) and \(\sigma^n = \sigma - \delta p^a\) the total, net, and suction stress tensors, respectively, while \(\delta\) is the Kronecker delta. Moreover, \(p^a\) and \(p^w\) are the gas and water pore pressures, respectively. In several geotechnical problems the gas pore pressure can be considered as a constant term that equals the atmospheric pressure \[18\]. In these cases the suction tensor is counterpart to the water pore pressure, \(p\).

2.2 Flow theory of poroplasticity

Plasticity is a property exhibited by various materials to undergo permanent strains after a complete process of loading and unloading. Hence, poroplasticity is that property of porous media which defines their ability to undergo not only permanent skeleton strains, but also permanent variations in fluid mass content due to related porosity variations. To characterize current stages of thermodynamically consistent poroelastoplastic media and to describe their irreversible evolutions, internal variables such as the plastic porosity \(\phi^p\) or the plastic fluid mass content \(m^p\) must be considered in addition to the plastic strain \(\varepsilon^p\), and the irreversible entropy density \(s^p\).

Assuming the additive decomposition of Prandtl-Reuss type to the thermodynamic variables into elastic and plastic parts
\[ \dot{\varepsilon} = \dot{\varepsilon}^e + \dot{\varepsilon}^p \]
\[ \dot{m} = \dot{m}^e + \dot{m}^p \]
\[ \dot{s} = \dot{s}^e + \dot{s}^p \]

Both, the rate of skeleton plastic strains \( \dot{\varepsilon}^p \) and the rate of plastic fluid mass content \( \dot{m}^p \) are related to the irreversible evolution of the skeleton. Indeed, let \( \dot{\phi}^p \) be the rate of plastic porosity

\[ \dot{\phi}^p = \frac{\dot{m}^p}{\rho_{0}^f} \]

with \( \rho_{0}^f \) the initial fluid mass density.

3 GRADIENT-POROPLASTICITY

In this section the fundamentals of the thermodynamically consistent gradient plasticity theory for porous media by Mrogsinski, Etse and Vrech (2011) [15] are shortly described.

3.1 Dissipative stress in non-local porous media

Based on previous studies developed by [6, 19], we assume that arbitrary thermodynamic states of the dissipative material during isothermal processes are completely determined by the elastic strain tensor \( \varepsilon^e = \varepsilon - \varepsilon^p \), and the internal variables \( q_\alpha \) with \( \alpha = s, p \) for solid or porous phase, respectively, which are considered here as scalar variables. When considering poroplastic materials the elastic variation of fluid mass content \( m^e = m - m^p \) needs also to be included as a thermodynamic argument of the free energy, see [6]. Also, in order to capture non-local effects produced by monotonic external actions on each phase of the porous media we further assume that the gradient of the internal variables \( \nabla q_\alpha \), are the only ones of non-local character [15, 19, 22]. The extension to more than two scalar internal variables is straightforward. Hence, both \( q_\alpha \) and \( \nabla q_\alpha \) will appear as arguments in the Helmholtz free energy

\[ \Psi = \Psi(\varepsilon^e, m^e, q_\alpha, \nabla q_\alpha) \] (4)

While the Clausius-Duhem inequality (CDI),

\[
\int_{\Omega} \frac{1}{\theta} \left[ (\sigma - \rho \dot{\varepsilon}^e \Psi) : \dot{\varepsilon} + (p - \rho \dot{m}^e \Psi) \dot{m} + \rho \dot{\varepsilon}^e \Psi : \dot{\varepsilon}^p + \rho m^e \Psi \dot{m}^p + \sum_{\alpha} \rho \partial_{q_\alpha} \Psi q_\alpha - \sum_{\alpha} \rho \partial_{\nabla q_\alpha} \Psi \nabla q_\alpha \right] d\Omega \geq 0 \] (5)
where $\boldsymbol{\sigma}$ is the stress tensor, $p$ is the pore pressure and $\rho$ the mass density. Also, a following compact notation for partial derivative was adopted, $\partial_x (\bullet) = \frac{\partial (\bullet)}{\partial x}$. By, integrating the gradient term by parts and using de Divergence Theorem results

$$\int_{\Omega} \frac{1}{h} [(\boldsymbol{\sigma} - \rho \partial_{\varepsilon} \Psi) : \dot{\varepsilon} + (p - \rho \partial_{m_e} \Psi) \dot{m} + \rho \partial_{\varepsilon} \Psi : \dot{\varepsilon}^p + \rho \partial_{m_e} \Psi \dot{m}^p +$$

$$+ \sum_{\alpha} Q_{\alpha} \dot{q}_\alpha] \, d\Omega + \int_{\partial \Omega} \sum_{\alpha} Q_{\alpha}^{(b)} \dot{q}_\alpha \, d\partial \Omega \geq 0 \quad (6)$$

Where the dissipative stresses $Q_{\alpha}$ and $Q_{\alpha}^{(b)}$ defined in the domain $\Omega$ and on the boundary $\partial \Omega$, respectively, as

$$Q_{\alpha} = -\rho \partial_{q_\alpha} \Psi - \nabla \cdot (\rho \partial_{\nabla q_\alpha} \Psi) \quad \text{in} \ \Omega \quad (7)$$

$$Q_{\alpha}^{(b)} = -\rho \partial_{\nabla q_\alpha} \Psi \mathbf{n} \quad \text{on} \ \partial \Omega \quad (8)$$

where introduced.

In the standard local theory it is postulated that the last inequality of Eq. (6) must hold for any choice of domain and for any independent thermodynamic process. As a result, Colemans equation are formally obtained like in local plasticity.

$$\boldsymbol{\sigma} = \rho \partial_{\varepsilon} \Psi \quad (9)$$

$$p = \rho \partial_{m_e} \Psi \quad (10)$$

$$\mathcal{D} = \boldsymbol{\sigma} : \varepsilon^e + p \dot{m}^p + \sum_{\alpha} Q_{\alpha} \dot{q}_\alpha \geq 0 \quad \text{in} \ \Omega \quad (11)$$

$$\mathcal{D}^{(b)} = \sum_{\alpha} Q_{\alpha}^{(b)} \dot{q}_\alpha \geq 0 \quad \text{on} \ \partial \Omega \quad (12)$$

In case of $p = 0$ above equations takes similar form to those obtained by [19, 22] for non-porous media. Also, from Eqs. (11) and (12) it can be concluded that the dissipative stress $Q_{\alpha}$ can be decomposed into the local and non-local components

$$Q_{\alpha} = Q_{\alpha}^{loc} + Q_{\alpha}^{nloc} = -\rho \partial_{q_\alpha} \Psi - \rho \nabla \cdot (\partial_{\nabla q_\alpha} \Psi) \quad (13)$$

### 3.2 Thermodynamically consistent gradient-based constitutive relationship

Based on previous works [19, 22], the following additive expression is adopted for the free energy density of non-local gradient poroplastic materials

$$\Psi (\varepsilon^e, m^e, q_\alpha, \nabla q_\alpha) = \Psi^e (\varepsilon^e, m^e) + \Psi^{p,loc} (q_\alpha) + \Psi^{p,nloc} (\nabla q_\alpha) \quad (14)$$
with the elastic energy density,
\[ \rho \Psi^e = \sigma^0 : \varepsilon^e + \sigma^0 m^e + \frac{1}{2} \varepsilon^e : C^0 : \varepsilon^e + \frac{1}{2} M (B : \varepsilon^e - m^e)^2 \] (15)

\( \Psi_{p,loc} \) and \( \Psi_{p,nloc} \) are the local and non-local gradient contributions due to dissipative hardening/softening behaviors, which are expressed in terms of both the internal variables and their gradient, \( q_\alpha \) and \( \nabla q_\alpha \), respectively.

### 3.3 Non-local plastic flow rule

For general non-associative flow and hardening rule, we introduce the dissipative potential \( \Phi^* \) such that non-associative flow and hardening rules are defined

\[ \dot{\varepsilon}^p = \dot{\lambda} \partial_{\sigma} \Phi^* = \dot{\lambda} m_\sigma \quad ; \quad \dot{m}^p = \dot{\lambda} \partial_{p} \Phi^* = \dot{\lambda} m_p \quad ; \quad \dot{q}_\alpha = \dot{\lambda} \partial_{Q_\alpha} \Phi^* = \dot{\lambda} m_{Q_\alpha} \] (16)

where \( m_\sigma = \partial_{\sigma} \Phi^* \), \( m_p = \partial_{p} \Phi^* \), and \( m_{Q} = \partial_{Q_\alpha} \Phi^* \), being \( \Phi^* \) the plastic dissipative potential. To complete problem formulation in \( \Omega \), the Kuhn-Tucker complementary conditions are introduced as follow

\[ \dot{\lambda} \geq 0 \quad ; \quad \Phi (\sigma, p, Q_\alpha) \leq 0 \quad ; \quad \dot{\lambda} \Phi (\sigma, p, Q_\alpha) = 0 \] (17)

### 3.4 Rate constitutive equations

In the undrained condition and considering the additive decomposition of the free energy potential in Eq. (14) and the flow rule of Eq. (16), the following rate expressions of the stress tensor \( \dot{\sigma} \) and pore pressure \( \dot{p} \) are obtained

\[ \dot{\sigma} = C : \dot{\varepsilon} - \dot{\lambda} C : m_\sigma - MB \dot{m}^p + \dot{\lambda} MB m_p \] (18)
\[ \dot{p} = -MB : \dot{\varepsilon} + \dot{\lambda} MB : m_\sigma + M \dot{m}^p - \dot{\lambda} M m_p \] (19)

being \( M \) the Biot’s module, \( B = b I \) with \( b \) the Biot coefficient and \( I \) the second-order unit tensor, and \( C = C^0 + MB \otimes B \), whereby \( C^0 \) is the fourth-order elastic tensor which linearly relates stress and strain.

After multiplying Eq. (19) by \( B \) and combining with Eq. (18), a more suitable expression of the rate of the stress tensor for drained condition is achieved

\[ \dot{\sigma} = C^0 : \dot{\varepsilon} - B \dot{p} - \dot{\lambda} C^0 : m_\sigma \] (20)

while the evolution laws of the local and non-local dissipative stress in Eq. (13) results

\[ \dot{Q}_{loc}^\alpha = -\dot{\lambda} H_{loc}^\alpha m_Q \] (21)
\[ \dot{Q}_{nloc}^\alpha = \ell_a^2 \nabla \cdot \left( H_{nloc}^\alpha \nabla \dot{\lambda} \right) m_Q^2 + \dot{\lambda} H_{nloc}^\alpha \cdot \nabla Q_\alpha m_Q^2 \] (22)
where $m_Q^2 = \partial^2 \Phi^*/\partial Q^2$. Thereby, local hardening/softening module $H^\text{loc}_\alpha$ have been introduced as well as the new non-local hardening/softening tensor $H^\text{nloc}_\alpha$ as defined in [19]

$$H^\text{loc}_\alpha = \rho \frac{\partial^2 \psi_{p,\text{loc}}}{\partial q^2_{\alpha}}, \quad H^\text{nloc}_\alpha = \rho \frac{1}{l^2_{\alpha}} \frac{\partial^2 \psi_{p,\text{nloc}}}{\partial \nabla q_{\alpha} \partial \nabla q_{\alpha}}$$

(23)

with $H^\text{nloc}_\alpha$ a second-order positive defined tensor. For the characteristic length $l_\alpha$ three alternative definitions can be given, see [16, 19, 20]. On the one hand, it can be defined as a convenient dimensional parameter so as $H^\text{loc}_\alpha$ and $H^\text{nloc}_\alpha$ will get the same dimension. On the other hand, $l_\alpha$ can be interpreted as an artificial numerical stabilization mechanism for the non-local theory. Alternatively, as a physical entity that characterizes the material microstructure. In this last case, and for calibration purpose, specific numerical analysis on the representative volume element (RVE) need to be performed at micro scale level.

4 MODIFIED CAM CLAY CONSTITUTIVE MODEL FOR GRADIENT PLASTICITY

The modified Cam Clay plasticity model was originally proposed by [17] for normally consolidated clays. However, due to accurate predictions of consolidated clay mechanical behavior obtained with this model and the reduced number of involved parameters it has been extended to a wide range of soils including unsaturated soils [1, 3].

The main characteristics of the modified Cam Clay plasticity model are:

a- The yield function is an ellipse on the $(\sigma', \tau)$ plane

b- The volumetric component of the plastic strain on the Critical State Line (CSL) is null while the plastic flow develops under constant volume

c- Associated plasticity is assumed

The yield function is defined by

$$\Phi(\sigma', \tau, Q_\alpha) = \left(\sigma' + \frac{\tau^2}{m^2\sigma'}\right) - Q_\alpha$$

(24)

where $\sigma' = I_1/3 - \beta p$ is the effective hydrostatic stress, $\tau = \sqrt{3J_2}$ the shear stress, $m$ the CSL slope and $Q_\alpha$ thermodynamically consistent dissipative stress equivalent to the preconsolidation pressure $p_{co}$. Also $I_1$ and $J_2$ are the first and second invariants of the stress tensor and the deviator tensor, respectively.

To avoid overestimation of the volumetric compressibility coefficient $K_0$ by the conventional critical state model a non-associated flow rule was introduced by [11, 2]. Thereby, the following plastic potential function is proposed
\[ \Phi^* (\sigma', \tau, Q_\alpha) = \eta (\sigma'^2 - \sigma' Q_\alpha) + \left( \frac{\tau}{m} \right)^2 \]  

(25)

The \( \eta \) coefficient is a restriction function limiting the influence of the volumetric pressure on the softening regime,

\[ \eta = \eta_0 + \frac{a (1 + m \exp \left( \frac{-(\sigma + \beta p)}{v} \right))}{1 + n \exp \left( \frac{-(\sigma + \beta p)}{v} \right)} \]  

(26)

being \( a, n \) and \( m \) internal parameters of the exponential function, \( \eta_0 = 1 \) and \( v = \text{abs} \left( p_{co}/2 \right) \).

The thermodynamic consistency is achieved by assuming the following expression for the dissipative part of the free energy in Eq. (14)

\[ \rho \Psi^p (\varepsilon^p, \nabla \varepsilon^p) = \rho \Psi^{p,loc} (\varepsilon^p) + \rho \Psi^{p,nloc} (\nabla \varepsilon^p) = -\frac{1}{\chi} p_{co}^0 \exp (\chi \varepsilon^p) - \frac{1}{2} l_s^2 H^{nloc} \nabla^2 \varepsilon^p \]  

(27)

where \( \varepsilon^p \) is the volumetric plastic strain of the continuous solid skeleton expressed as a function of the internal variables which describe the plastic evolution of the porous and solid phases, in terms of the plastic porosity \( \phi^p \) and the plastic volumetric strain of soil grain \( \varepsilon_s^p \), respectively

\[ \varepsilon^p = \phi^p + (1 - \phi_0) \varepsilon_s^p \]  

(28)

From Eq. (13) the following expressions for local and non-local dissipative stresses are obtained

\[ Q^{loc}_\alpha (\varepsilon^p) = -\rho \partial_{\varepsilon^p} \Psi = p_{co}^0 \exp (\chi (\phi^p + (1 - \phi_0) \varepsilon_s^p)) \]  

(29)

\[ Q^{nloc}_\alpha (\nabla \varepsilon^p) = -\rho \nabla \cdot (\partial_{\nabla \varepsilon^p} \Psi) = l_s^2 H^{nloc} \nabla^2 \varepsilon^p + l_p^2 H^{nloc} \nabla^2 \phi^p \]  

(30)

where \( l_s \) and \( l_p \) are the characteristic length for solid and porous phase, respectively.

5 INSTABILITY ANALYSIS OF POROUS MEDIA

The global failure in a continuous media is generally preceded by local discontinuities taking place in areas or regions where the constituent material is subjected to a post-pick stress state. A large number of materials failure studies have been developed in the framework of continuous mechanics. Thereby, a succession of events that begins at microscopic scale and cause the progressive deterioration of the medium, which is initially treated as a continuous one, until transforming it in a discontinuous medium. Therefore, the following failure shapes are defined:
1. **Discrete failure:** this type of analysis lies beyond to the continuum mechanics and belongs to the fracture mechanics. The discontinuity is presented in the displacement velocity field, i.e. \([\dot{u}] \neq 0\) 1

2. **Localized failure:** this analysis is characterized by the continuity in the displacement velocity field, while its gradient exhibits the discontinuity, i.e. \([\dot{u}] = 0\) and \([\dot{\varepsilon}] \neq 0\)

3. **Diffuse failure:** this behaviour is generally presented in ductile materials. In this case the both velocity and deformation rate remains continuous, i.e. \([\dot{u}] = 0\) and \([\dot{\varepsilon}] = 0\).

These concepts of the solids mechanics can be appropriately extrapolated to the mechanics of porous media considering that the medium is composed by a solid skeleton surrounded, in the general case, by several fluids phases. The influence of these fluids phases is taken into account by its corresponding pore pressure.

Considering the Kuhn-Tucker complementary condition, the incremental constitutive equations Eq. (18) and Eq. (19), and the decomposition of the dissipative stress rate Eq. (21) and Eq. (22), the following expression for the plastic multiplier can be obtained

\[
\dot{\lambda} = \left(\dot{\Phi}^e + \dot{\Phi}^{nloc}\right) / h
\]  

with

\[
\dot{\Phi}^{nloc} = t^2_a \partial_Q \Phi \left\{ \partial_Q \Phi^* \left[ H^{nloc}_{\alpha} \nabla^2 \dot{\lambda} + \nabla H^{nloc}_{\alpha} \nabla \dot{\lambda} \right] + 2 \partial^2_Q \Phi^* \nabla Q \cdot H^{nloc}_{\alpha} \right\}
\]

\[
\dot{\Phi}^e = \dot{\Phi}^s + \dot{\Phi}^p = (\partial_\sigma \Phi C \dot{\varepsilon} - M \dot{F}_p \Phi B \dot{\varepsilon}) + \dot{m}/\rho_0 (M \dot{F}_p \Phi - \partial_\sigma \Phi B)
\]

\[
h = h_s + h_p + \tilde{H} = -\partial_\sigma \Phi C \partial_\sigma \Phi^* + M (\partial_\sigma \Phi B \partial_\sigma \Phi^* - \partial_\sigma \Phi B \partial_\sigma \Phi^* + \partial_\sigma \Phi \partial_\sigma \Phi^*) + \tilde{H}^{loc}_{\alpha}
\]

with \(\tilde{H}^{loc}_{\alpha} = H^{loc}_{\alpha} \partial_Q \Phi \partial_Q \Phi^*\).

Since we shall only concerned with the possibility of bifurcations in the incremental solution, the difference between two possible solutions of \(\dot{\sigma}\) must satisfy the homogeneous equilibrium equations, i.e. \(\nabla \dot{\sigma} = 0\).

An infinitive domain is considered and the solutions for the displacement rate \(\dot{u}\), the plastic multiplier \(\dot{\gamma}\) and the mass content \(\dot{\gamma}\) are expressed in terms of plane waves, as follows [19]

---

1 \([\bullet]\) is the jump operator, defined by \([\bullet] = \bullet^+ - \bullet^-\)
\[
\dot{u}(x,t) = \dot{U}(t) \exp\left(\frac{i2\pi}{\delta} n \cdot x\right) \tag{35}
\]

\[
\dot{\gamma}(x,t) = \dot{M}(t) \exp\left(\frac{i2\pi}{\delta} n \cdot x\right) \tag{36}
\]

\[
\dot{\lambda}(x,t) = \dot{\mathcal{L}}(t) \exp\left(\frac{i2\pi}{\delta} n \cdot x\right) \tag{37}
\]

being \(x\) the position vector, \(n\) is the normal direction of the wave and \(\delta\) is the wave length. Also, \(\dot{U}, \dot{M}\) and \(\dot{L}\) are spatially homogeneous amplitudes of the wave solutions.

Upon introducing the Eq. (31) into the incremental constitutive equations, Eq. (18), satisfying the equilibrium equation on the discontinuity surface, and considering the assumed solutions given in Eqs. (35)-(37), it is concluded that this equation is satisfied for each \(x\) if

\[
\left(\frac{2\pi}{\delta}\right)^2 n \cdot \left\{ C^0 \frac{\partial^2 \Phi^*}{\partial x_i \partial x_j} \frac{\partial^2 \Phi}{\partial x^i \partial x^j} \right\} n \dot{U} = 0 \tag{38}
\]

for drained conditions (\(\dot{p} = 0\)), and

\[
\left(\frac{2\pi}{\delta}\right)^2 n \cdot \left\{ C - \frac{C \partial^2 \Phi^*}{\partial x_i \partial x_j} \frac{\partial^2 \Phi}{\partial x^i \partial x^j} \right\} n \dot{U} = 0 \tag{39}
\]

for undrained conditions (\(\dot{m} = 0\)), where \(\tilde{h}^{nloc}\) is the generalized gradient module.

\[
\tilde{h}^{nloc} = \tilde{h}_s^{nloc} + \tilde{h}_p^{nloc} = n \cdot \left[ l_s^2 \left( \partial_{Q_p} \Phi \partial_{Q_p} \Phi^* H_s^{nloc} \right) + l_p^2 \left( \partial_{Q_p} \Phi \partial_{Q_p} \Phi^* H_p^{nloc} \right) \right] \cdot n \left(\frac{2\pi}{\delta}\right)^2 \tag{40}
\]

By calling \(A_d^{nloc}\) and \(A_u^{nloc}\) to the expressions into the bracket of Eq. (38) and Eq. (39), respectively, the acoustic tensor for gradient-regularized plasticity under drained and undrained conditions are deduced. It is clear that these expressions differs from the local counterpart only by the additional term \(\tilde{h}^{nloc}\). Thereby, when \(l_\alpha = 0\) the acoustic tensor for local plasticity is recovered, \(A_d^{loc} = A_d^{nloc}\) and \(A_u^{loc} = A_u^{nloc}\).

6 CONCLUSIONS

In this work a general thermodynamically consistent gradient constitutive formulation to describe non-local behaviour of porous media is proposed. The proposal is an extension
of the gradient-based thermodynamically consistent theories by [19] and [22] for non-
porous continua particularized to the Modified Cam Clay constitutive model. Porous
materials in this work are modelled from the macroscopic level of observation. They
are considered to defined open thermodynamic systems characterized by the presence of
occluded sub regions.

Discontinuous bifurcation theory to predict localized failure modes is consistently ex-
tended to porous media. As a result, the analytical expression of the localization tensor
for gradient regularized plasticity in porous media is obtained. This failure indicator is
particularized for both drained and undrained hydraulic conditions.
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Abstract. The present paper deals with nonisothermal plasticity at finite strain. Both isotropic and kinematic hardening are included through a non-associative model of Armstrong-Frederick-type. The model proposed in the present contribution is based on the recent works [1, 2]. Within the papers [1, 2], a variationally consistent update was proposed. This update allows computing the state of a thermomechanical solid by minimizing a certain energy potential. The non-trivial extension of [1, 2] to non-associative evolution equations was realized through the introduction of an extended principle of maximum dissipation augmented by a suitable parameterization of evolution equations. The latter formulation was recently presented in [3] within the context of isothermal plasticity. Recently, these authors have extended this approach to non-isothermal plasticity [4]. The predictive capabilities of this model are critically analyzed and demonstrated in the present contribution.

1 INTRODUCTION

Thermomechanically coupled problems were traditionally solved by decoupling the total problem into two sequential steps – the mechanical step in which the temperature is held fixed and the thermal step in which the configuration is fixed. The cornerstone of the aforementioned isothermal step was the radial return method. For capturing the heat dissipation due to plastic deformation, the most common model is the empirical rule of Taylor and Quinney. Unfortunately, this approach can violate the second law of thermodynamics, particularly if cyclic plasticity is considered. A further shortcoming of this approach is that the resulting thermomechanically coupled problem does not show a variational structure, cf. [1]. A variationally consistent reformulation of the thermomechanically coupled problem was recently given in [1]. In the present paper, the formulation presented in [1] is extended to non-associative evolution equations. This extension is based on a modified principle of maximum...
dissipation. Concerning isothermal plasticity, such a principle was advocated in [3].

2 A NOVEL VARIATIONALLY CONSISTENT FORMULATION FOR THERMOMECHANICALLY COUPLED PROBLEMS

Without going too much into detail, the variational principle governing the thermomechanically coupled problem as originally proposed in [1] and further elaborated in [4] is defined by the incremental potential

\[
I_{\text{inc}} = \int_{B_0} \left[ E_{n+1} - E_n - \Theta_{n+1} (N_{n+1} - N_n) + \left[ \int_t \tau dt \right] \right] dV
\]

Here, \( E \) is the internal energy, \( D \) is the dissipation, \( \Theta \) is the so-called external temperature, \( \chi \) is a Fourier-type dissipation potential, \( P \) is a potential defining the mechanical power associated with external forces, \( \Theta \) is the counterpart potential for temperature effects, \( t \) denotes the time and \( B_0 \) is the domain of the considered body. As shown in [1], the state of a deforming body can be described by the stationary conditions of functional (1) for standard dissipative solids (solids fulfilling the normality rule).

For a family of constitutive models showing non-associative evolution equations, the framework proposed in [1] was extended in [4]. This extension is also the focus of the present paper. Conceptually and in line with [3], the idea is an extended principle of maximum dissipation. More precisely, the dissipation functional \( D \), the flow rule and the evolution equations are chosen independently. For enforcing evolution equations different than those implied by the unconstrained principle of maximum dissipation, the concept of pseudo stresses is employed here. Such stresses are denoted as \( \Sigma \) in what follows. These stresses are inserted into the desired flow rule. By doing so, all constraints such as plastic incompressibility are automatically fulfilled, cf. [3].

Using the aforementioned parameterization, the unknown deformation \( \varphi \) and the unknown temperature \( \Theta \) at time \( t_{n+1} \) can be computed from the saddle point problem

\[
\left( \varphi_{n+1}, \Theta_{n+1} \right) = \arg \inf_{\varphi_{n+1}, \Theta_{n+1}} \sup_{\Delta \lambda, \Sigma_{n+1}, N_{n+1}} \left\{ \inf_{I_{\text{inc}}} I_{\text{inc}} \right\}.
\]

Here, \( \Delta \lambda \) is the integrated plastic multiplier. Problem (2) can be conveniently solved in a staggered fashion. For that purpose, a minimization with respect to the fully locally defined variables is performed first. This gives rise to the local constitutive update

\[
\left( \Delta \lambda, \Sigma_{n+1}, N_{n+1} \right) = \arg \inf_{\Delta \lambda, \Sigma_{n+1}, N_{n+1}} I_{\text{inc}} \bigg|_{\varphi_{n+1}=\text{const}, \Theta_{n+1}=\text{const}}.
\]

It can be conveniently solved by applying Newton-type procedures. Subsequently, the stresses follow from the relaxed energy as partial derivatives with respect to the conjugate strain variable.
3 EVOLUTION LAWS AND YIELD FUNCTION

When minimization problem (3) is to be solved, the evolution equations and the stresses have to be specified.

For defining the stresses, the Helmholtz energy is introduced via the classical Legendre-Fenchel transformation

\[ \Psi(F \theta) = \inf_N \left[ E(N, N) - N \theta \right], \]

where \( \alpha \) is a set of strain-like internal variables describing plastic deformation. If the set of internal variables is specified as \( \alpha = \{ \mathbf{F}^e, a_k, \alpha_i \} \), the Helmholtz energy reads

\[ \Psi = \{ \mathbf{F}^e, a_k, \alpha_i \}, \]

where \( \mathbf{F}^e, \mathbf{F}^p \) are the elastic and the plastic part of the deformation gradient. Based on \( \Psi \), the stresses are introduced in standard manner, i.e., as derivatives of \( \Psi \) with respect to the deformation gradient.

Having defined the stresses, the internal dissipation inequality can be written as (see [4])

\[ D_{\text{int}} = \Sigma : L^p + Q_k : \dot{a}_k + Q_i \dot{\alpha}_i \geq 0, \]

where \( L^p \) is plastic velocity gradient, \( \Sigma \) is the Mandel stress tensor and \( Q_k, Q_i \) are stress-like internal variables conjugate to the strain-like kinematic hardening variable \( a_k \) and the strain-like isotropic hardening variable \( \alpha_i \), respectively.

With (5) the temperature evolution can be defined from the balance of energy. After a straightforward computation it is given by

\[ c \dot{\Theta} = \rho_0 Q_0 - \nabla \cdot \mathbf{H} + D_{\text{int}} + \Theta \delta_{6 p} \mathbf{F}^e, \]

where \( c \) is the heat capacity at constant strain, \( \mathbf{H} \) is the outward heat flux vector and \( Q_0 \) is heat source per unit mass. The last term governs thermoelastic heating and it is frequently neglected.

According to (5), the internal dissipation depends crucially on the considered state. For distinguishing between plastic and elastic deformation, the by now classical a yield function is considered. In the present paper, this yield function is assumed to be of the type

\[ \phi(\Sigma, Q_k, Q_i, \Theta) = \Sigma^{eq}(\Sigma - Q_k(a_k)) - Q_i(\alpha_i) - Q_0^{eq}(\Theta) \leq 0. \]

Here, the initial yield stress \( Q_0^{eq}(\Theta) \) is chosen as temperature dependent. The function \( \Sigma^{eq} \) defining the shape of the yield function is assumed to be convex and positively homogenous function of degree one, i.e.,

\[ \Sigma^{eq}(c(\Sigma - Q_k)) = c \Sigma^{eq}(\Sigma - Q_k). \]

Finally, the evolution equations are defined. For that purpose and in line with the framework of generalized standard solids, a plastic potential is introduced. In the present paper, this potential is of the type

\[ g(\Sigma, Q_k, Q_i, \Theta) = \phi(\Sigma, Q_k, Q_i, \Theta) + \phi(Q_k). \]
The evolution equations are gradients of $g$. More precisely,

$$\mathbf{L}\dot{\mathbf{u}} = \lambda \partial_{\mathbf{L}\phi}, \quad \dot{\mathbf{k}} = -\rho + \lambda \partial_{\mathbf{Q}_i\phi}, \quad \dot{\alpha}_i = -\lambda.$$  \hspace{1cm} (10)

(10) is supplemented by the standard Karush-Kuhn-Tucker conditions.

In the case of a von Mises yield function and applying the concept of pseudo stresses $\mathbf{\tilde{\Sigma}}$, (10) can be re-written as

$$\mathbf{L}\dot{\mathbf{u}} = \lambda \frac{\text{Dev} \mathbf{\tilde{\Sigma}}}{\text{Dev} \mathbf{\Sigma}}, \quad \dot{\mathbf{k}} = -\lambda \frac{\text{Dev} \mathbf{\tilde{\Sigma}}}{\text{Dev} \mathbf{\Sigma}} + \lambda \partial_{\mathbf{Q}_i\phi}, \quad \dot{\alpha}_i = -\lambda.$$  \hspace{1cm} (11)

If the yield function is now combined with the dissipation inequality (5), the internal dissipation takes the form

$$D_{\text{int}} = \lambda Q_0' + \lambda Q_k : \partial_{\mathbf{Q}_k} \tilde{\phi} \geq 0.$$  \hspace{1cm} (15)

Accordingly, the second law of thermodynamics is automatically fulfilled, if the plastic potential (9) is convex. That can be guaranteed by using a convex yield function (which is the case for the von Mises model) and a convex function $\tilde{\phi}$.

4 EXAMPLE AND CONCLUSIONS

For demonstrating the efficiency of the discussed framework, the cyclic tension test is numerically analyzed, cf. [3, 5]. In line with [1, 2] adiabatic conditions are considered. The material response is defined by a Helmholtz energy of the type

$$\Psi = W(\mathbf{\tilde{C}}) + U(J) + T(\Theta) + M(J, \Theta) + \Psi^\rho(\mathbf{a}_k),$$  \hspace{1cm} (16)

where the potential $W(\mathbf{\tilde{C}})$ defining the elastic deviatoric response as a function of the deviatoric elastic right Cauchy-Green tensor $\mathbf{\tilde{C}}$, the potential $U(J)$ depending on the Jacobian determinant of the deformation gradient characterizing the elastic volumetric response, the part $T(\Theta)$ associated with thermal effects, the part $M(J, \Theta)$ related to thermoelastic effects and the potential $\Psi^\rho(\mathbf{a}_k)$ corresponding to kinematic hardening are chosen as

$$W(\mathbf{\tilde{C}}) = \frac{1}{2} \mu \left[ \text{tr}(\mathbf{\tilde{C}}) - 3 \right], \quad U(J) = \frac{1}{2} \kappa \left[ \frac{1}{2} (J^2 - 1) - \ln J \right],$$  \hspace{1cm} (17)

$$T(\Theta) = c_0 \left[ (\Theta - \Theta_0) - \Theta \ln \frac{\Theta}{\Theta_0} \right], \quad M(J, \Theta) = \left( \Theta - \Theta_0 \right) \left[ -3 \alpha U'(J) \right], \quad \Psi^\rho = \frac{1}{2} \mathbf{c} \mathbf{a}_k : \mathbf{a}_k.$$  

Thermal softening is accounted for by a temperature-dependent initial yield stress of type

$$Q_0^\text{eq}(\Theta) = y_v(\theta_v) \left[ 1 - \omega \left( \theta - \theta_v \right) \right].$$  \hspace{1cm} (18)
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The plastic response is completed by a von Mises yield function

\[ \phi(\Sigma, Q_\delta, \Theta) = \|\text{Dev} \Sigma - Q_\delta \|_2 - Q_0^\phi \]  

including kinematic hardening and the evolution equations and the flow rules are defined by the gradients of the convex plastic potential

\[ g(\Sigma, Q_\delta, \Theta) = \phi(\Sigma, Q_\delta, \Theta) + \bar{\phi}(Q_\delta); \quad \bar{\phi}(Q_\delta) = \frac{1}{2} \frac{b}{c} \|Q_\delta\|^2 \]

with respect to their dual variables. Finally, the thermal problem is governed by the Fourier dissipation potential

\[ \chi = \frac{1}{2} k \text{GRAD} \Theta \cdot \text{GRAD} \Theta. \]

The material parameters used in the numerical simulations are summarized in Tab. 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (SI units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>80 GPa</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>173.333 GPa</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1.15 \times 10^{-5} GPa</td>
</tr>
<tr>
<td>( b )</td>
<td>8.5</td>
</tr>
<tr>
<td>( c )</td>
<td>1.9</td>
</tr>
<tr>
<td>( \gamma_0 )</td>
<td>244.95 MPa</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>3.7518 N/mm²K</td>
</tr>
<tr>
<td>( \omega_0 )</td>
<td>0.002 K⁻¹</td>
</tr>
</tbody>
</table>

Within the variational framework, the part of the mechanical dissipation which is transferred to heat is consistently governed by the first law of thermodynamics. However, by assuming the classical Taylor-Quinney coupling, a Taylor-Quinney factor can be computed as a post-processing step, cf. [1]. The respective results for the first loading stage are shown in Fig. 1. Accordingly and as already mentioned in [1], the assumption of a constant factor is not in line with the first law of thermodynamics. More precisely, the evolution of this factor is highly non-linear. That confirms that the classical Taylor-Quinney assumption is not valid in general and can usually only be justified by a mean value of the more complex and physically more sound evolution shown in Fig. 1. Such problems can be conveniently and naturally solved by using the advocated variationally consistent thermomechanically coupled model.

**Figure 1**: Evolution of the Taylor-Quinney factor as predicted by the variationally consistent model
Marko Canadija and Jörn Mosler.

The plastic response is completed by a von Mises yield function
\[ \sigma_{\text{eq}} = \sqrt{\frac{3}{2}} (\sigma : \mathbf{S}) \]
including kinematic hardening and the evolution equations and the flow rules are defined by

\[ \dot{\mathbf{S}} = \\
\left( \begin{array}{ccc}
\frac{1}{2} \mathbf{C} \mathbf{C}^T & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{C} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{C}
\end{array} \right)
\]

with respect to their dual variables. Finally, the thermal problem is governed by the Fourier
\[ \chi = \Theta \cdot \nabla \Theta \]

The material parameters used in the numerical simulations are summarized in Tab. 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>80 GPa</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>173.33 GPa</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>51.15 GPa</td>
</tr>
<tr>
<td>( b )</td>
<td>8.5 ( \times 10^{-8} )</td>
</tr>
<tr>
<td>( c )</td>
<td>244.95 GPa</td>
</tr>
<tr>
<td>( y )</td>
<td>3.75 GPa</td>
</tr>
<tr>
<td>( c )</td>
<td>0.002 N/mm²</td>
</tr>
<tr>
<td>( \omega )</td>
<td>0.001 K</td>
</tr>
</tbody>
</table>

Within the variational framework, the part of the mechanical dissipation which is
transferred to heat is co nsistently governed by the first law of thermodynamics. However, by
assuming the classical Taylor-Quinney coupling, a Taylor-Quinney factor can be computed as
a post-processing step, cf. [1]. The respective results for the first loading stage are shown in
Fig. 1. Accordingly and as already mentioned in [1], the assumption of a constant factor is not
in line with the first law of thermodynamics. More precisely, the evolution of this factor is
highly non-linear. That confirms that the classical Taylor -Quinney assumption is not valid in
general and can usually only be justified by a mean value of the more complex and physically
more sound evolution shown in Fig. 1. Such problems can be conveniently and naturally
solved by using the advocated variationally consistent thermomechanically coupled model.

Figure 1: Evolution of the Taylor-Quinney factor as predicted by the variationally consistent model
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Abstract. The focus of this contribution is on a novel, improved technique for energy minimization in atomic simulations and its adaption to a variationally consistent formulation of the quasicontinuum (QC) method. The optimization algorithm called FIRE for Fast Inertial Relaxation Engine can be understood as a modification of the Steepest Descent (SD) method, which improves SD by accelerating the system in the direction of the force, making the minimization more aggressive. The performance of FIRE is assessed in the example of nanopillar compression with respect to efficiency and stability against competitive optimization methods.

1 MODELING

1.1 Fully nonlocal QC method based on energy calculation in clusters.

The main conceptual ingredients of the fully nonlocal QC-method which drastically reduce the computational burden of fully atomistic models are visualized in Fig. 1. Firstly, it is a finite element discretization (‘coarse-graining’) reducing the number of degrees of freedom in the crystal. Secondly, and even more important for reducing the computational costs, it is the calculation of atomic energies $E_k$ at lattice sites $k$ in spherical sampling clusters $C_i$ of radius $R_c$ defined as $C_i = \{k : |X_k - X_i| \leq R_c(i)\}$ instead of in the entire crystal. The energy of each cluster is multiplied with a weighting factor $n_i$ accounting for the energy contributions of atoms outside the cluster. The summation over all mesh
Figure 1: Approximations in the cluster-based QC method: (Left) Finite element discretization of the crystal where atoms in the interior of elements smoothly follow the deformation of the representative atoms (mesh nodes) by linear interpolation. (Right) Energy sampling in spherical clusters.

Nodes \( i \in \mathcal{L}_h \) and therefore over all clusters yields the QC-approximation of the total energy

\[
E^{\text{QC}} = \sum_{i \in \mathcal{L}_h} n_i \sum_{k \in \mathcal{C}_i} E_k. \tag{1}
\]

The atomic energies \( E_k \) are calculated using pair functionals of the Embedded Atom Method (EAM). Note, that the cluster radius \( R_c \) is a purely numerical parameter controlling the accuracy of the cluster summation rule, whereas the cut-off radius is a physical parameter and cannot be arbitrarily chosen. The weighting factors \( n_i \) are calculated such that the sum of the shape function values in the clusters multiplied with the weighting factors equals the sum of the shape function values at all lattice sites in the crystal, it reads

\[
\sum_{i \in \mathcal{L}_h} n_i \sum_{k \in \mathcal{C}_i} \varphi_j(X_k) = \sum_{k \in \mathcal{X}} \varphi_j(X_k) \quad \forall \ j \in \mathcal{L}_h. \tag{2}
\]

Stable equilibrium configurations of the crystal are minimizers of the total energy and correspond to configurations for which the resultant force at every finite element node \( a \) is zero, hence

\[
\min_{\{x_a\}} E^{\text{QC}} \implies f^{\text{QC}}_a = -\frac{\partial E^{\text{QC}}}{\partial x_a} = 0 \quad \forall \ a \in \mathcal{L}_h. \tag{3}
\]

For more details about the cluster-based QC method, we refer to [7] and [4], a comparison with the QC method based on Cauchy-Born elasticity can be found e.g. in [5] and [6].
1.2 Energy minimization based on acceleration and inertia

Energy minimization in atomic simulations at zero temperature is used to find the (inherent) equilibrium structure of a solid without the "noise" of thermal vibrations. When the equilibrium structure is searched at finite temperature, an established technique is to carry out molecular dynamics (MD) calculations, but then, to remove continuously kinetic energy from the system, a process called numerical "quenching". In [1] a simple MD scheme for structural relaxation was proposed which belongs to this class of minimizers. The algorithm dubbed FIRE for Fast Inertial Relaxation Engine (FIRE) crucially relies on inertia as its precursor Quick-Min (QM) does, see [2], but makes effective improvements. The strategy to descent to a minimum of the total energy is to follow an equation of motion given by

\[ \dot{v}(t) = \frac{1}{m} F(t) - \gamma(t) |v(t)| \left[ \dot{v}(t) - \hat{F}(t) \right], \]

(4)

with mass \( m \), velocity \( v = \dot{x} \), force \( F = -\nabla E^{QC}(x) \), and where the hat denotes a unit vector. Hence, the strategy is to accelerate in a direction that is "steeper" than the current direction of motion via the function \( \gamma(t) \), if the power \( P(t) = F(t) \cdot v(t) \) is positive. To avoid uphill motion the algorithm stops as soon as the power becomes negative. The parameter \( \gamma(t) \) must be chosen appropriately but should not be too large, because the current velocities carry information about the reasonable ‘average’ descent direction and energy scale, see [1]. The numerical treatment of the algorithm is based on an MD integrator like the Velocity Verlet algorithm providing the propagation of the trajectories due to conservative forces. The MD trajectories are continuously readjusted by a mixing rule of the velocities according to

\[ v \rightarrow (1 - \alpha)v + \alpha |v| \hat{F} \]

(5)

which follows from an Euler-step of the second term on the right in eq. (4) with time step size \( \Delta t \) and \( \alpha = \gamma \Delta t \). The propagation rules for the FIRE algorithm can be summarized as follows (initialization: set values for \( \Delta t \), \( \alpha = \alpha_{\text{start}} \), the global vectors \( x \) and set \( v = 0 \):

1. MD integrator: calculate \( x, F = -\nabla E^{QC}(x) \) and \( v \) using any common MD integrator (here: Velocity Verlet); check for convergence.
2. calculate force power \( P = F \cdot v \).
3. set \( v \rightarrow (1 - \alpha)v + \alpha |v| \hat{F} \).
4. if \( P > 0 \) and the number of steps since \( P \) was negative is larger than \( N_{\text{min}} \), increase the time step \( \Delta t \rightarrow \min(\Delta t_{\text{inc}}, \Delta t_{\text{max}}) \) and decrease \( \alpha \rightarrow \alpha_{\text{f}} \).
5. if \( P \leq 0 \), decrease time step \( \Delta t \rightarrow \Delta t_{\text{dec}} \), freeze the system \( v \rightarrow 0 \), and set \( \alpha \) back to \( \alpha_{\text{start}} \).
6. Return to MD integrator.
The FIRE-parameters used in the present work are set to $N_{\text{min}} = 5$, $\alpha_{\text{start}} = 0.1$, $f_{\text{inc}} = 1.1$, $f_{\text{dec}} = 0.5$ and $f_\alpha = 0.99$.

**Remark.**
The differences of FIRE compared with its precursor QM are twofold. Both algorithms take dynamical steps starting in the direction of the steepest descent. Furthermore they both reset the velocity if the force and velocity are in opposite directions. The first difference is, however, that FIRE employs variable time step sizes. The second difference is that QM projects the velocity onto the force vector according to

$$\mathbf{v} \rightarrow (\mathbf{v} \cdot \hat{\mathbf{F}}) \hat{\mathbf{F}}$$

whereas FIRE only projects a component of the velocity in the force direction, while maintaining momentum in other directions, see eq.(5), which avoids to adjust the direction of descent too hastily.

## 2 EXAMPLE: COMPRESSION OF A NANOPILLAR

The single-crystalline, fcc nanopillar made of aluminum is of cylindrical shape and exhibits height $H = 64 \, a_0$, diameter $D = 16 \, a_0$ with lattice constant $a_0 = 4.032 \, \text{Å}$. Crystallographic $<001>$-axes align with cartesian $X$-, $Y$- and $Z$-axes. The pillar is supported at the bottom in $z$-direction and all faces are free surfaces. After initial relaxation of the crystal without the presence of external forces, the top surface is loaded by a compressive force, which is mediated by displacement control in $z$-direction. For a proper geometry description the curved surface is in full atomic resolution, whereas the interior of the pillar.
is initially coarse-grained by finite elements. The cluster radius in the simulations is set to \( R_c = a_0/\sqrt{2} \), for the energy calculation an EAM-potential for aluminum is used.

The novel FIRE minimizer is tested against the performance of the Steepest Descent (SD) method, a nonlinear version of the Conjugate Gradient (CG) method and the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm. The total deformation range can be decomposed into three distinct ranges.

(I) For surface relaxations the energy landscape is typically rather flat, the process of energy-minimization using conventional optimization algorithms tends to get trapped in shallow holes representing local energy minimizers as indicated by residuals toggling up and down but cannot go below an accuracy threshold. FIRE in contrast, by virtue of its inertia can pass these local minima and can achieve virtually arbitrary accuracy. For the surface relaxation in the present example the performance of FIRE is in between L-BFGS and the CG method, the convergence of SD is very slow, see the top diagram in Fig. 3.

(II) The range of elastic compression is very ample and extends to a maximum compressive strain of 7.7%. The reason is that the pillar exhibits no initial dislocations which can serve as carriers of plastic deformation. Therefore, the present compression simulation probes the strength of the material rather than giving an example of classical, dislocation-mediated plasticity on the nanoscale. The diagram in the center of Fig. 3 belongs to a single loading step which is representative for the performance of the minimization algorithms in the entire elastic deformation range. FIRE performs better than the other optimizers and is even considerably faster than L-BFGS.

(III) At the point of material instability, where strain localizes in a crystallographic slip band coinciding with a \{111\} plane, CG and SD diverge, whereas L-BFGS and FIRE can pass the point of bifurcation. Here, FIRE is faster than L-BFGS, see the bottom in Fig. 3.

2.1 A note on the mechanics of nano-/micropillars

The mechanics of small-sized (diameter \( D \) in the range of approximately 100 nm – 2 \( \mu \)m), single-crystalline pillars has attracted considerable interest in recent years. The reason is that for these pillars subject to compression a size-dependence of the flow stress in the sense of ”smaller is stronger” has been measured, which was first reported in [3]. This behavior seems to be at odds with an earlier understanding, according to which size-dependence requires structural obstacles to dislocation motion like grain-boundaries or other interfaces (cf. Hall-Petch relationship). A single-crystalline specimen with a deformation state assumed to be quasi-homogeneous in contrast, was not expected to exhibit that size-dependence.
Figure 3: Convergence diagrams for different optimizers at characteristic deformation stages of the compressed nanopillar (left), contour plots for displacement component $u_z$ [Å] (right).
Figure 4: Compression of single-crystalline fcc nano-/micropillar. Deformed pillar right before (Left) and right after bifurcation (centre) with contour plots for $II(\text{dev}E) > 0.3$ in QC-simulation for Al and (right) in the experiment of a Ni-micropillar, picture from [3].

Note, that for the present simulations one atom has been removed from the middle of the pillar’s surface in order to attract stress at that local defect and thereby to trigger localization. This can be best seen in the left of Fig. 4, where atoms are displayed that exhibit a value for the second invariant of the Green-Lagrangian strain tensor $II(\text{dev}E) > 0.3$. Note that right before localization the largest deviatoric strain is observed at the site where the atom is removed. Nevertheless, localization starts from the intersecting surfaces at the loaded top, Fig. 4 (center), which indicates that this geometrical defect is stronger than the artificially introduced surface defect. Furthermore the contour plot of $II(\text{dev}E)$ in Fig. 4 reveals that right after the first microband has formed, a second slip system is activated.

3 CONCLUSION

Summarizing, in its modified formulation within the quasicontinuum method, FIRE is competitive with, in some cases superior to well-established efficient minimization algorithms like L-BFGS. Beyond its superior behavior with respect to efficiency and stability FIRE is easy to implement and can be operated intuitively. These benefits and promising results suggest to use FIRE in various other models, especially when stability issues are a major concern.
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Abstract. A modeling approach of the shear localization in thermoviscoplastic materials is developed in the framework of an energy-based variational formulation. The shear band structure in the layer (1D) sustaining a simple shearing deformation has been analysed in stationary and transient regimes. Starting from the optimization problem characterizing our variational formulation, we seek an approximate solution by way of a semi-analytical approach to predict the profiles of velocity and temperature in the band and obtain the evolution of some characteristic parameters, such as shear band width and maximum temperature, showing a good consistency with the solution obtained by the finite element method. Indeed, the results converge to the steady solution, in agreement with the canonical analytical solution [1].

1 INTRODUCTION

We have recently proposed a variational formulation of coupled thermo-mechanical boundary-value problems [2], allowing to write mechanical and thermal balance equations under the form of an optimization problem of a scalar function. This formulation applies to a wide range of material behaviors, possibly irreversible and dissipative, as long as they fit in the framework of Generalized Standard Materials [3]. The proposed variational structure brings several advantages. Beyond unifying a wide range of constitutive models in a common framework, the variational formulation also presents interesting mathematical properties. Among these, an important property is that of symmetry, inherent to all variational formulations, but which lacked to alternative coupled thermo-mechanical formulations previously proposed in the literature.

An adiabatic shear band is an intense shearing zone appearing in large plastic deformation with thermal instability at high strain rates. It’s encountered in many engineering problems: forming processes and impact loading of metallic materials, but also in thermo-plastic polymers. Understanding and predicting their onset and evolution is critical since
they usually are a precursor to macroscopic ductile fracture. Much work has thus been published on the topic. Molinari ([1], [4]), Wright ([5]) have derived the analytical expressions for velocity and temperature profiles (1D) in the steady state, but the results are based on specific constitutive relations. In general, the small width of the shear band and the material softening effect associated with the local heating bring a lot of difficulties to numerical simulations, such as mesh dependence, model quality and interactions between multiple bands. Many methods (XFEM [6], meshless method [7], interface element [8], …) have been used for bypassing these problems. However, it is necessary to know the approximate domain of the shear band width in most of these approaches. Here, we aim at constructing a semi-analytical model able to predict the internal structure of an adiabatic shear band and its evolution with time (and loading), starting from the variational formulation described in [2]. Indeed, thermo-mechanical coupling effects and conduction play a fundamental role in determining the velocity and temperature profiles within an adiabatic shear band.

2 Variational model in the steady state

We simplify the shear band model as its 1D problem illustrated in Fig.1: a layer of thickness $2H$ subjected to a simple shearing force. The velocity imposed on the boundary is $V_0$, and isothermal conditions ($T = T_0$) at $y = \pm H$ are considered. The material is chosen as a steel having thermoviscoplastic properties with parameters of the material described in [1]. Here, the elastic and the hardening effects are neglected to simplify the model. First, we consider the problem in case of the steady state, when the stress and the entropy in the layer are stationary.

2.1 Variational formulation

![Figure 1: 1D shear band problem [1]](image)

Using the total pseudo-potential function proposed by Yang et al.[2], and combined
with the stationary conditions, the power density function is reduced to:

$$\Phi(V, T) = \int_{-H}^{H} \Psi^*(\frac{T}{\Theta} \gamma; \Theta) - \chi(-\frac{T_y}{T}; \Theta) \, dy$$

where $$\Psi^*$$ is a dissipation pseudo-potential describing the viscoplasticity with thermal softening:

$$\Psi^*(\frac{T}{\Theta} \gamma; \Theta) = \frac{1}{m+1} \tau_0 \left( \frac{\gamma_0}{\Theta T_0} \right)^m \exp \left[ -\beta \left( \frac{\Theta}{T_0} - 1 \right) \right] \left( \frac{V_y T}{\Theta} \right)^{m+1} \quad m \in [0, 1]$$  \hspace{1cm} (1)

Parameters $$m$$ and $$\beta$$ are the strain rate sensitivity exponent and the thermal softening coefficient, and $$\tau_0$$ and $$\gamma_0$$ are the reference stress and strain rate. $$\Theta(y)$$ is the equilibrium temperature introduced to satisfy the symmetry property of the power density function. $$\chi$$ is a thermal conduction pseudo-potential obeying the Fourier law:

$$\chi\left(-\frac{T_y}{T}; \Theta\right) = \frac{1}{2} \lambda \Theta \left( \frac{T_y}{T} \right)^2$$ \hspace{1cm} (2)

where the parameter $$\lambda$$ is the thermal conductivity. Thus the problem of the shear band (Fig. 1) can be described as an optimization problem of the power density function:

$$\inf_{V} \max_{T} \{ \Phi(V, T) \}$$ \hspace{1cm} (3)

Taking variation with respect to the velocity, we can obtain the mechanical equilibrium equation, while the heat equation is obtained from stationarity condition on $$T$$. In addition, thermal equilibrium requires that $$\Theta = T$$.

2.2 Semi-analytical method

Considering boundary conditions in the 1D problem:

$$V|_{\pm H} = V_0; \quad T|_{\pm H} = T_0;$$

and taking advantage of the solutions obtained by Leroy and Molinari [1], the profiles of velocity and temperature can be written as follows with parameters $$h$$ and $$T_{\text{max}}$$:

$$V(y) = V_0 \frac{\tanh(y/h)}{\tanh(H/h)}, \quad T(y) = T_{\text{max}} - (T_{\text{max}} - T_0) \frac{\ln(\cosh(y/h))}{\ln(\cosh(H/h))}$$ \hspace{1cm} (4)

where $$h$$ is the shear band width, and $$T_{\text{max}}$$ is the central temperature. We introduce a new parameter $$T_{\text{max}}$$ to replace the material parameters used in [1], since this change avoids the limitation to specific constitutive relations and gives us a more general description of velocity and temperature in the layer.

Finally, the variational model of the shear band in the steady state is restated as follows:

$$\inf_{h} \max_{T_{\text{max}}} \{ \Phi(h, T_{\text{max}}) \}$$ \hspace{1cm} (5)
2.3 Results

In our calculations, a trust region method is used in view of the strong non-linearity of the Euler-Lagrange equations of (5). Table 1 shows the shear band widths and the central temperatures for different material parameters, in good agreement with the analytical solutions.

<table>
<thead>
<tr>
<th>m = 0.12; κ = 1/0.242373</th>
<th>variational model [h T&lt;sub&gt;max&lt;/sub&gt;]</th>
<th>analytical [h T&lt;sub&gt;max&lt;/sub&gt;]</th>
</tr>
</thead>
<tbody>
<tr>
<td>m = 0.012; κ = 1/0.403788</td>
<td>0.312643 775.026</td>
<td>0.312643 775.020</td>
</tr>
<tr>
<td>m = 0.06; κ = 1/0.3218</td>
<td>0.153552 851.299</td>
<td>0.153552 851.303</td>
</tr>
</tbody>
</table>

Fig. 2 illustrates the influence of the imposed velocity $V_0$ on $h$ and $T_{max}$. With the velocity increased, the shear band width $h$ decreases and the central temperature in the band increases. Obviously in a thermal softening material, a higher strain rate causes a smaller band width, and also brings more dissipation and heat generation in the band. In addition, the time of the formation of the shear band is so short that the heat cannot go out of the layer by conduction, leading to a higher central temperature.

3 Variational model in transient regime

For thermoviscoplastic materials under high strain rates, the rapid evolution of the shear band and its small width complicate numerical simulations. In this section, we will extend the stationary variational modeling to transient regime, establishing a variational update form of the 1D shear band problem.

3.1 Incremental variational formulation

The variational framework proposed in Yang et al.[2] also includes a time-discretized incremental variational problem, and it can be applied to the 1D shear band problem, yielding an incremental optimization problem. In particular, considering a time increment $[t_n, t_{n+1}]$, and assuming that $[F_n, T_n, F_p^n]$ is known, we proceed to obtain the variational update at time $t_{n+1}$. $F$ is the gradient of deformation, and we consider the conventional multiplicative decomposition:

$$F = F^e F^p$$

If the material satisfy the Von Mises law, the gradient of plastic deformation $F^p_{n+1}$ verifies the following equalities:

$$F^p_{n+1} = \exp[(\tau^p_{n+1} - \tau^p_n)\mathbf{M}] F^p_n$$
Shaopu SU, Laurent STAINIER

Figure 2: Influence of the imposed velocity $V_0$ about the shear band width and the central temperature $t_r(M) = 0, \quad M \cdot M = \frac{3}{2}$

where $\varepsilon^p$ is the cumulated plastic deformation. In general, $F$ is written:

$$F_{n+1} = I + \frac{\partial u_{n+1}}{\partial x}$$

Considering the 1D shear band problem, it reduces to:

$$F_{n+1} = \begin{bmatrix} 1 & \frac{\partial u_{n+1}}{\partial y} & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

Following [2], the total pseudo-potential for the thermo-mechanical coupled problem is then:

$$\Phi_n = \int_{-H}^{H} \left[ \mathcal{W}_n - \Delta t \chi \left( \frac{1}{T_{n+1}} \frac{\partial T_{n+1}}{\partial y} \right) \right] dy$$

where $\mathcal{W}_n$ is the optimized potential about $\varepsilon^p_{n+1}$ and $M$:

$$\mathcal{W}_n \left( F_{n+1}, T_{n+1}; F_n, T_n, F^p_{n+1}, \tilde{\tau}^p \right) = \inf_{\varepsilon^p_{n+1}, M} \left\{ W \left( F_{n+1}, T_{n+1}, F^p_{n+1}, \tilde{\tau}^p \right) \right\}$$

where $W \left( F_{n+1}, T_{n+1}, F^p_{n+1}, \tilde{\tau}^p \right)$ is the free energy, which includes the elastic energy, stored plastic energy and the heat storage capacity of the material [9]. In addition, the
notations $\Psi^*$ and $\chi$ are the same as previously: the dissipation pseudo-potential and the Fourier pseudo-potential. The entropy $\eta_n$ is defined by:

$$\eta_n = -W_{n,T_n} (F_n, T_n, F_p^n, \tau_p^n)$$

and $\Delta \tau_p = \tau_{n+1}^p - \tau_n^p$. Note that $W$ appears as a thermo-elastic pseudo-potential. Indeed Piola-Kirchhoff stress can be written as:

$$\frac{\partial W_n}{\partial F_{n+1}^p} = p_{n+1}$$

and the heat equation in the adiabatic form is given by taking variation about $T$:

$$\frac{\partial W_n}{\partial T_{n+1}^p} = -\Delta \eta + \frac{\Delta t}{T_{n+1}} D_{int}$$

where $D_{int}$ is the internal dissipation.

In view of the above variational framework, the incremental 1D problem of the shear band described in Fig.1 is written as:

$$\inf_{u_{n+1}} \max_{T_{n+1}} \Phi_n (u_{n+1}, T_{n+1}; u_n, T_n, F_p^n, \tau_p^n) (7)$$

When the time step tends towards 0, Euler-Lagrange equations of (7) are consistent with continuous mechanical and thermal equilibrium equations.

### 3.2 Numerical validation

In this section, we will use the finite element method (FEM) and a semi-analytical method to simulate the evolution of velocity and temperature in the layer. On the one hand, FEM gives us a more precise simulation of the formation of the shear band. However, it cannot avoid the difficulty of mesh dependence, the domain where the shear band occurs requiring a very fine mesh; on the other hand, the semi-analytical method, although less precise in early stages of shear band formation, shows a good convergence of the shear band width and is consistent with the results obtained by FEM. In addition, it has a better efficiency compared with FEM.

#### 3.2.1 Finite element method

Thanks to the symmetry of the total pseudo-potential, the tangent matrix of the FEM is also symmetrical, which is different from the traditional thermal-mechanical problem, and this character brings some algorithmic advantages. In the FEM model, elasticity and thermal capacity are considered [9]. But hardening effect is neglected for comparing with analytical results. Because of the thermal softening in the dissipation pseudo-potential, we choose the following form for its time-discretization [10]:

$$\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \Psi^* \left( \frac{T_{n+1}}{T_n} \frac{\Delta \tau_p^p}{\Delta t}; T(t) \right) dt \approx \frac{T_n}{T_{n+1}} \Psi^* \left( \frac{T_{n+1}}{T_n} \frac{\Delta \tau_p^p}{\Delta t}; T_n \right) + \frac{\Delta T}{T_{n+1}} \Psi^* \left( \frac{T_{n+1}}{T_n} \frac{\Delta \tau_p^p}{\Delta t}; T_{n+\alpha} \right)$$
The parameter $\alpha$ is choosen equal to 0.5. In the latter simulation by the semi-analytical method, we also use this form to approximate the dissipation, but $\alpha$ is choosen equal to 0.

Fig.3 gives us the results for profiles of velocity and temperature in the layer ($H = 1.25\text{mm}, V_0 = 0.01108\text{m/s}, T_0 = 300\text{K}$). As time increases, profiles of velocity change from a linear form to a nonlinear form, and step by step concentrate in the central zone, arriving at a steady state when time reaches $0.1\text{s}$. The stationary shear band width is $0.247\text{mm}$, and $T_{\text{max}} = 395\text{K}$.

![Figure 3: Evolution of the profiles of velocity and temperature($V_0 = 0.01108\text{m/s}$)](image-url)

We also analyse the evolution of the shear band when the imposed velocity is $1\text{m/s}$ (Fig.4). Compared with $V_0 = 0.01108\text{m/s}$, the time when the material reaches a steady state is shorter, the shear band width is smaller ($h = 0.014583\text{mm}$), and the central temperature is higher ($T_{\text{max}} = 2047\text{K}$), which is in agreement with the analytical solution. In addition, we can observe a heat affected zone in the process of the formation of the shear band because of the locally lower strain and the local annealing due to the temperature increase [4]. This transient effect is less obvious in the case of $V_0 = 0.01108\text{m/s}$.

For illustrating the evolution of shear band width and comparing it with the semi-analytical method, we choose two parameters to measure the shear localization: the kinematic width $h_v$ from the velocity distribution and the thermal width $h_T$ from the temperature distribution. Refering to the analytical formulation, they are calculated by:

$$h_{V_{n+1}} \text{ such that } V_{n+1}(h_{V_{n+1}}) \simeq V_0 \tanh(1)$$

$$h_{T_{n+1}} \text{ such that } \frac{2m}{\beta} \log(cosh\left(\frac{H}{h_{T_{n+1}}}\right)) = \frac{T_{\text{max}}}{T_0} - 1$$

Fig.5 presents the convergence of the kinematic width and the thermal width when $H = 1.25\text{mm}, V_0 = 0.01108\text{m/s}, T_0 = 300\text{K}$. With the time increased, the two widths decrease.
gradually and tends towards the same stationary value, which is consistent with the analytical solution.

Figure 4: Evolution of the profiles of velocity and temperature ($V_0 = 1\text{m/s}$)

Figure 5: Convergence of the shear band width ($V_0 = 0.01108\text{m/s}$)
3.2.2 Semi-analytical method

The strong shear localization causes difficulties in the simulation of the shear band by FEM. Indeed, it is necessary to have an approximation of the width before constructing the mesh. Therefore, we follow an idea initially proposed by Yang et al.[8], who derived a simple model of shear bands based on a linear velocity and a Gaussian temperature profiles. Neglecting the heat affected zone, and supposing that at each time step the distributions of velocity and temperature satisfy the canonical solutions, we write at \( t = t_{n+1} \):

\[
V(y) = V_0 \frac{\tanh(y/h_{n+1})}{\tanh(H/h_{n+1})}, \quad T(y) = T_0 - \frac{2m}{\beta} T_0 \ln \frac{\cosh(y/h_{n+1})}{\cosh(H/h_{n+1})} \tag{8}
\]

where \( m, \beta \) are the material parameters, the same as the analysis in the steady state. We then obtain the incremental optimization problem for the 1D shear band (Fig.1) as:

\[
\text{stat} \Phi_n(h_{n+1})
\]

It is important to note that, in contrast to previous approaches, the shear band width figures among the unknowns, and will be determined by computation. It is an important feature, since this width is controlled by the combined effect of internal dissipation and conduction, and we will use an example to illustrate that it can evolve as the shear band evolves towards its stationary structure.

In general, there is no shear band in the plane at the initial time, so we choose:

\[
h_0 = H
\]

Fig.6 shows us the evolution of velocity profiles and temperature profiles compared with the analytical stationary solutions when \( H = 1.25mm, V_0 = 0.01108m/s, T_0 = 300K \). Here the time step is chosen as \( \Delta t = 1e-3s \). Results obtained by the semi-analytical approach are consistent with those obtained by FEM. In addition, returning to Fig.5, we can get the comparison about the convergence of shear band width. The widths evolutions are in agreement with the results by FEM. Furthermore, computation time is reduced compared to that of FEM. Therefore the semi-analytical method presents a higher efficacy besides not requiring a mesh.

4 CONCLUSIONS

Considering a simplified 1D model of shear band in thermoviscoplastic materials, we have developed an energy-based variational semi-analytical approach to predict shear band internal structure. In stationary or transient regimes, the shear band width and the central temperature are determined and in good agreement with the work of Leroy et al.[1]. Compared with the finite element method, we not only got the validation of the variational modeling in the analysis of the formation of the shear band, but have also shown the efficiency and feasibility of the proposed semi-analytical method.
Shaopu SU, Laurent STAINIER

Figure 6: Evolution of the profiles of velocity and temperature by semi-analytical method ($V_0 = 0.01108\text{m/s}$)
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Abstract. In the present contribution, the thermodynamical and variational consistency of cohesive zone models is critically analyzed. Starting from cohesive zone models suitable for fully reversible deformation, the restrictions imposed by the second law of thermodynamics are investigated. It will be shown that a naive modeling approach leads to a contradiction of the dissipation inequality, even if a purely elastic response is desired. Based on such findings, a thermomechanically consistent model including dissipative effects is proposed. This model is finally recast into a variationally consistent form. Within the resulting model, all state variables are naturally and jointly computed by minimizing an incrementally defined potential. The predictive capabilities of this model are demonstrated by means of selected examples.

1 INTRODUCTION

Cohesive interface models dating back to the pioneering works [1, 2, 3] represent one of the most powerful and versatile tools available for the analysis of material failure. Within such models, the stress vector acting at a crack, usually given in terms of the crack width, resist the separation of the bulk material across the crack.

While the number of different cohesive interface models in the literature is tremendous (for an overview, see [4, 5] and references cited therein), interface laws specifically designed for material failure at finite strains are still relatively rare – particularly for anisotropic solids. However, geometrically nonlinear effects and anisotropic mechanical responses do play an important role in many applications, e.g., in delamination processes, cf. [6].

Clearly, considering a geometrically exact description, the constraints imposed by the fundamental principles of constitutive modeling such as those related to the principle
of objectivity are not automatically fulfilled and thus, they require special attention. However and as shown in [7], such principles are often not carefully considered. More precisely, except for the framework presented in [7], the existing cohesive zone models described with respect to the current, i.e., deformed, configuration which account for an anisotropic mechanical response, do not fulfill all of the aforementioned physical principles. Particularly, the second law of thermodynamics is not fulfilled. In the present paper, a physically sound framework complying with these fundamentals of physics is discussed.

2 KINEMATICS

In what follows, a body $\Omega$ is considered to be separated during deformation into the two parts $\Omega^-$ and $\Omega^+$ by means of a crack or a shear band denoted as $\partial_s \Omega$, i.e., $\Omega = \Omega^- \cup \Omega^+ \cup \partial_s \Omega$. The orientation of $\partial_s \Omega$ with respect to the undeformed configuration is locally defined by its normal vector $N$. In line with standard notation, the normal vectors are postulated as $N^- = -N^+ = N$.

The motion of the sub-bodies $\Omega^-$ and $\Omega^+$ is described by the deformation mapping $\varphi$ which can be written as $\varphi = \text{id} + u$ with id being the identity mapping and $u$ being the displacement field. Denoting $u^\pm$ as the displacement field in $\Omega^+$ and $\Omega^-$ and $H_s$ as the Heaviside function of $\partial_s \Omega$, a displacement field $u$ characterizing a crack or a shear band is discontinuous and thus, it is of the type

$$u = u^- + H_s (u^+ - u^-).$$

(1)

With Eq. (1), the displacement discontinuity $[u]$ at $\partial_s \Omega$ can be defined as

$$[u] = u^+ - u^- \quad \forall X \in \partial_s \Omega.$$

(2)

Since the deformation in $\Omega^-$ and that in $\Omega^+$ are in general uncoupled, the normal vectors $n^-$ and $n^+$ on both sides of a crack are usually not parallel. For this reason, a fictitious intermediate configuration $\bar{x}$ between $x^-$ and $x^+$ is frequently introduced as

$$\bar{x} = (1 - \alpha) x^- + \alpha x^+, \quad \alpha \in [0;1].$$

(3)

In most cases, $\alpha$ is set to $\alpha = 1/2$.

3 CONSTITUTIVE MODELING

3.1 Elastic interfaces

In the most general case, the mechanical response of an elastic interface can be defined by means of a Helmholtz energy of the type

$$\Psi = \Psi([u], a_1, \ldots, a_n).$$

(4)

Here, $a_i$ are structural vectors describing the material’s symmetry. By introducing the surface deformation gradient associated with the fictitious intermediate configuration of
a deformed crack as
\[ \bar{F} = (1 - \alpha) F^- + \alpha F^+, \quad \alpha \in [0; 1], \] (5)

Eq. (4) can be re-written as
\[ \Psi = \Psi([u], F^-, F^+, A_1, \ldots, A_n), \quad \text{with} \quad \dot{A}_i = 0. \] (6)

Here, \( A_i \) are the vectors obtained by applying a pull-back to the spatial vectors \( a_i \). With Eq. (6), the rate of the Helmholtz energy is computed as
\[ \dot{\Psi} = \frac{\partial \Psi}{\partial [u]} \cdot \dot{[u]} + \frac{\partial \Psi}{\partial F^-} : \left[ (1 - \alpha) \dot{F}^- + \alpha \dot{F}^+ \right]. \] (7)

It bears emphasis that the deformation gradients \( F^\pm \) and the displacement discontinuity \([u]\) are only weakly coupled \((F^+ = F^- + \text{GRAD} [u])\). Hence, the stress power consists of three terms in general. By introducing two stress tensors \( P^\pm \) of first Piola-Kirchhoff type being conjugate to the deformation gradients \( F^\pm \), the stress power can thus be written as
\[ \dot{\omega} = T \cdot \dot{[u]} + P^- : \dot{F}^- + P^+ : \dot{F}^+. \] (8)

Consequently, by applying the standard Coleman & Noll procedure, cf. [8], the constitutive equations
\[ T = \frac{\partial \Psi}{\partial [u]}, \quad P^- = \frac{\partial \Psi}{\partial F^-} = (1 - \alpha) \frac{\partial \Psi}{\partial F^-}, \quad P^+ = \frac{\partial \Psi}{\partial F^+} = \alpha \frac{\partial \Psi}{\partial F^+} \] (9)

are derived. As a result, two boundary-like laws are also implicitly defined by the Helmholtz energy (6) in addition to the classical constitutive model (9), see also [9]. These additional tensors are required for thermomechanical consistency. This can be seen more explicitly by ignoring them. In this case, the dissipation reads
\[ \mathcal{D} = T \cdot \dot{[u]} - \dot{\Psi} = - \frac{\partial \Psi}{\partial F^-} : \left[ (1 - \alpha) \dot{F}^- + \alpha \dot{F}^+ \right] \neq 0. \] (10)

Consequently, the dissipation would be non-vanishing, even in case of a hyperelastic-type model. It bears emphasis that these additional stress tensors have not been considered in any of the existing cohesive zone models.

3.2 Dissipative effects

In this section, the hyperelastic model described before is combined with damage mechanics. For that purpose, a Helmholtz energy of the type
\[ \Psi = \sum_{i=1}^{n} \prod_{j=1}^{n} (1 - d_i^{(j)}) \Psi_i([u], F^+, F^-) \] (11)
is adopted. Here, $d_i^{(j)} \in [0; 1]$ are damage variables. The underlying idea corresponding to Eq. (11) is that the energy is decomposed into that related to the different relevant failure modes. One typical example is given by the decomposition of the energy into mode-I and mode-II/III failure energies. Application of the Coleman & Noll procedure to Eq. (11) yields the stress response

$$T = \sum_{i=1}^{n} \Pi_{j=1}^{n} (1 - d_i^{(j)}) \frac{\partial \Psi_i}{\partial \|u\|}$$

$$P^- = (1 - \alpha) \sum_{i=1}^{n} \Pi_{j=1}^{n} (1 - d_i^{(j)}) \frac{\partial \Psi_i}{\partial F}$$

$$P^+ = \alpha \sum_{i=1}^{n} \Pi_{j=1}^{n} (1 - d_i^{(j)}) \frac{\partial \Psi_i}{\partial \bar{F}},$$

(12)

together with the reduced dissipation inequality

$$D = \dot{\omega} - \dot{\Psi} = \sum_{i=1}^{n} \sum_{j=1}^{n} \Pi_{k=1,k \neq j}^{n} (1 - d_i^{(k)}) \Psi_i([u], F^+, F^-) d_i^{(j)} \geq 0.$$  

(13)

Since the elastic energies $\Psi_i$ are assumed to be non-negative and $d_i^{(j)} \in [0; 1]$, the second law of thermodynamics is automatically fulfilled, if $d_i^{(j)}$ is monotonically increasing, i.e.,

$$d_i^{(j)} \geq 0.$$  

(14)

For fulfilling Ineq. (14) and also for accounting for cross-softening, the damage evolution is defined as

$$d_i^{(j)} = d_i^{(j)}(\kappa_j).$$  

(15)

with

$$\kappa_i(t_{n+1}) = \max\{\kappa_i(t_n); \Psi_i(t_{n+1})\}, \quad \kappa_i(t = 0) = \kappa_i(0).$$

(16)

Accordingly, $\kappa_i$ is the history of the maximum stored elastic energy related to failure mode $i$ and thus, it is monotonically increasing. Hence, if $d_i^{(j)}(\kappa_j)$ is also chosen as a monotonically increasing function, the second law of thermodynamics is automatically fulfilled. The term cross-softening results from Eq. (15) and means that mode-I crack opening leads to a reduction in the shear stiffness as well.

4 VARIATIONAL CONSTITUTIVE UPDATES

Following [7], the variational principle

$$\inf I_{inc}^{0,\Omega}, \quad I_{inc}^{0,\Omega} := \int_{t_n}^{t_{n+1}} \mathcal{E} \, dt = \Psi(t_{n+1}) - \Psi(t_n) + \int_{t_n}^{t_{n+1}} D \, dt.$$  

(17)
is equivalent to the proposed constitutive modeling framework. Thus, all state variables follow naturally from energy minimization. More explicitly,

\begin{equation}
(k_1(t_{n+1}), \ldots, k_n(t_{n+1})) = \arg \inf I_{inc}^{\Omega}(\{\mathbf{u}\}_{n+1}, \mathbf{F}_{n+1}, k_1(t_{n+1}), \ldots, k_n(t_{n+1})) \big|_{\mathbf{u}=\text{const}}.
\end{equation}

Finally, the reduced potential as implicitly introduced by Eq. (18) defines the stress response in the hyperelastic-like manner

\begin{equation}
T = \frac{\partial \tilde{I}_{inc}^{\Omega}}{\partial \mathbb{U}}, \quad P^\pm = \frac{\partial \tilde{I}_{inc}^{\Omega}}{\partial F^\pm}, \quad \text{with} \quad \tilde{I}_{inc}^{\Omega} = \inf \{I_{inc}^{\Omega}\}.
\end{equation}

With these notations, the total energy (work) of the considered structure is given by

\begin{equation}
I_{total} = I_{total}(\varphi) = \int_{\Omega} \tilde{I}_{inc}^{\Omega} dV - I_{ext} + \int_{\partial \Omega} \tilde{I}_{inc}^{\varphi} dA
\end{equation}

where the potential $I_{ext}$ is associated with external forces, while the potential $\tilde{I}_{inc}^{\Omega}$ is the bulk’s counterpart of the interface-related potential $I_{inc}^{\Omega}$. As straightforward computations shows that a minimization of potential (20) results in the classical equilibrium conditions in weak form, i.e.,

\begin{equation}
\delta I_{total} = 0 = \int_{\Omega} \mathbf{P} : \delta \mathbf{F} \, dV - \frac{\partial I_{ext}}{\partial \varphi} \cdot \delta \mathbf{u} + \int_{\partial \Omega} \left[ T \cdot \delta \mathbb{U} + P^\pm \cdot \delta F^\pm \right] dA, \quad \forall \delta \mathbf{u}
\end{equation}

Here, Eqs. (12), together with $\mathbf{P} := \partial_{\mathbf{F}} I_{inc}^{\Omega}$ has been inserted. The term $\partial I_{ext}/\partial \varphi$ is a generalized force. Eq. (21) can be conveniently discretized by finite elements. Further details are omitted here. They can be found in [7] and will be discussed in the respective presentation.
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Abstract. In this paper we consider the mixed variational formulation of the quasi-static stochastic plasticity with combined isotropic and kinematic hardening. By applying standard results in convex analysis we show that criteria for the existence, uniqueness, and convergence can be easily derived. In addition, we demonstrate the mathematical similarity with the corresponding deterministic formulation which further may be extended to a stochastic variational inequality of the first kind. The aim of this work is to consider the numerical approximation of variational inequalities by a “white noise analysis”. By introducing the random fields/processes used to model the displacements, stress and plastic strain and by approximating them by a combination of Karhunen-Loève and polynomial chaos expansion, we are able to establish stochastic Galerkin and collocation methods. In the first approach, this is followed by a stochastic closest point projection algorithm in order to numerically solve the problem, giving an intrusive method relying on the introduction of the polynomial chaos algebra. As it does not rely on sampling, the method is shown to be very robust and accurate. However, the same procedure may be applied in another way, i.e. by calculating the residuum via high-dimensional integration methods (the second approach) giving a non-intrusive Galerkin techniques based on random sampling—Monte Carlo and related techniques— or deterministic sampling such as collocation methods. The third approach we present is in pure stochastic collocation manner. By highlighting the dependence of the random solution on the uncertain parameters, we try to investigate the influence of individual uncertain characteristics on the structure response by testing several numerical problems in plain strain or plane stress conditions.

1 Introduction

The deterministic description of the inelastic behaviour [4, 10] is not applicable to heterogeneous materials due to the uncertainty of corresponding characteristics at the
micro-structural level. Namely, the deterministic approach has one disadvantage: the description of the material parameters is given by the first order statistical moment called a mean value or mathematical expectation. However, such representation neglects the most important property of material characteristics — their random nature. Due to this reason, we consider a mathematical model which approximates material parameters as random fields and processes in order to closely capture the real nature of the random phenomena.

The history of the stochastic elastoplasticity begins with the work of Anders and Hori [1]. They declared elastic modulus as the source of the uncertainty and treated all following subsequent uncertainties with the help of a perturbation technique. Thereafter, Jeremić [6] introduced the Fokker-Plank equation approach based on the work of Kavvas [85], who obtained a generic Eulerian-Lagrangian form of the Fokker-Plank equation, exact to second-order, corresponding to any nonlinear ordinary differential equation with random forcing and random coefficient. In other words, Jeremic and his co-workers have obtained the deterministic substitute of the original stochastic partial differential equation. However, these methods are or mathematically very complicated to deal with or not enough accurate to be used for. Namely, the perturbation technique is limited only on the problems described by small variation of input properties. Its another disadvantage is known as a “closure-problem ” or dependence of the lower-order moments on the higher-order moments. Similarly, the Fokker-Planck method predicates the mean behaviour exactly but it slightly over-predicates the standard deviation of the solution. The main reason for this are the Dirac delta initial conditions. The error may be minimised only by a better approximation of the Dirac initial condition on the expense of the computational cost.

In this paper we introduce the spectral stochastic finite element methods into the uncertainty quantification of stochastic elastoplastic material. The difficulty arising in this case comparing to other problems considered until now is the tensorial representation of some material characteristics such as constitutive tensor. Thus, we introduce the new method which is able to overcome this difficulty.

2 STRONG FORMULATION OF EQUILIBRIUM EQUATIONS

Consider a material body occupying a bounded domain $\mathcal{G} \in \mathbb{R}^d$ with a piecewise smooth Lipschitz continuous boundary $\partial \mathcal{G}$ on which are imposed boundary conditions in Dirichlet and Neumann form on $\Gamma_D \subseteq \partial \mathcal{G}$ and $\Gamma_N \subset \partial \mathcal{G}$ respectively, such that $\Gamma_D \cap \Gamma_N = \emptyset$ and $\partial \mathcal{G} = \bar{\Gamma}_N \cup \bar{\Gamma}_D$. The probability space is defined as a triplet $(\Omega, \mathcal{B}, \mathbb{P})$, with $\mathcal{B}$ being a $\sigma$-algebra of subsets of $\Omega$ and $\mathbb{P}$ a probability measure. The balance of momentum localized about any point $x$ in domain $\mathcal{G}$ in time $t \in \mathcal{T} := [0, T]$ leads to an equilibrium equation.
and boundary conditions required to hold almost surely in $\omega$, i.e. $\mathbb{P}$-almost everywhere:

\begin{equation}
\begin{aligned}
\text{div} \, \sigma + f &= 0 \quad \text{on } G, \\
\sigma \cdot n &= g, \quad \text{on } \Gamma_N, \\
u &= 0, \quad \text{on } \Gamma_D
\end{aligned}
\end{equation}

where $u$ and $v$ denote the displacement and velocity fields over $G$, $f$ the body force, $\sigma$ stress tensor, $n$ the exterior unit normal at $x \in \Gamma_N$, and $g$ a prescribed surface tension. For the sake of simplicity we use homogeneous Dirichlet boundary conditions and under the assumptions of small deformation theory we introduce the strain $\varepsilon(u) = Du$, with the linear bounded operator defined as a mapping $D : u_1(x)u_2(\omega) \rightarrow (\nabla u_1(x))u_2(\omega)$ [10, 5, 4].

3 VARIATIONAL FORMULATION

The strong formulation is not suitable for solving and thus one introduces the mixed formulation of elastoplastic problem, given by next theorem:

**Theorem 3.1** There are unique functions, $w \in H^1(\mathcal{T}, Z^*)$ and $w^* \in H^1(\mathcal{T}, Z^*)$ with $w(0) = 0$ and $w^*(0) = 0$, which solve the following problem a.e. $t \in \mathcal{T}$:

\begin{equation}
\forall z \in Z : a(w(t), z) + \langle w^*(t), z \rangle = \langle f(t), z \rangle
\end{equation}

and

\begin{equation}
\forall z^* \in K : \langle \dot{w}(t), z^* - w^*(t) \rangle \leq 0.
\end{equation}

Here $a(w(t), z)$ represents the bilinear form, $w$ is the primal variable, $z$ is the test function, $f(t)$ the loading, $w^*$ the dual variable and the duality operator $\langle \cdot, \cdot \rangle$ is defined as:

\begin{equation}
\langle y_1, y_2 \rangle = \mathbb{E} \left( \int_G y_1 \cdot y_2 \, dy \right).
\end{equation}

The first equation represents the equilibrium equation, while the second is the flow rule describing the rate of change of the plastic deformation. If the stress stays inside the domain $\mathcal{K}$ one has elastic response, otherwise the response is plastic.

4 STOCHASTIC CLOSEST POINT PROJECTION

Computationally the solution of the elastoplastic problem collapses to the (iterative) solution of a convex mathematical programming problem, which has goal to find the closest distance in the energy norm of a trial state to a convex set $\mathcal{K}$ of elastic domain, known as a closest point projection. In other words, one search for:

\begin{equation}
\Sigma_n(\omega) = \arg \min_{\Sigma(\omega) \in \mathcal{K}} I(\omega),
\end{equation}
where $I$ is given as:

$$I := \arg \min_{\Sigma \in \mathcal{K}} \frac{1}{2} \langle \langle \Sigma^{\text{trial}} - \Sigma_n, A^{-1} : (\Sigma^{\text{trial}} - \Sigma_n) \rangle \rangle$$

(6)

in the time step $n$ described by an implicit Euler difference scheme. Here, $\Sigma^{\text{trial}}$ describes the trial stress leading to the typical operator split of the closest point projection algorithm into two steps: elastic predictor and plastic corrector.

**Predictor step** The predictor step calculates the polynomial chaos expansion of displacement $u^k_n$ (in iteration $k$) by solving the equilibrium equation Eq. (1) [9, 8]. The displacement is then used for the calculation of the strain increment $\Delta \varepsilon^k_n$ and the trial stress $\Sigma^k_n$ assuming step to be purely elastic. If the stress $\Sigma^k_n$ lies outside of the admissible region $\mathcal{K}$ we proceed with the corrector step. Otherwise, $\Sigma^k_n = \Sigma^k_n$ represents the solution and we may move to the next step.

**Corrector step** The purpose of the corrector step is to project the stress outside of admissible region back onto a point in $\mathcal{K}$. To do this, we define the corresponding Lagrangian to a minimisation problem Eq. (5):

$$L(\omega) = I(\omega) + \lambda(\omega) \varphi(\Sigma)(\omega),$$

(7)

where the function $\varphi(\Sigma)(\omega)$ represents the yield function describing the convex set $\mathcal{K} := \{ \Sigma(\omega) \in \mathcal{S} | \varphi(\Sigma) \leq 0 \text{ a.s. in } \Omega \}$. Hence, the standard optimality conditions [7] become:

$$0 \in \partial_\Sigma L = \partial_\Sigma I(\omega) + \lambda \partial_\Sigma \varphi(\omega) \text{ a.s..}$$

(8)

The problem of closest point projection becomes complicated since we deal with uncertain parameters, i.e. polynomial chaos variables (PCV), which require the introduction of the polynomial chaos algebra called PC algebra.

5 **NUMERICAL RESULTS**

Two test problems in plane strain conditions are considered: rectangular strip with hole Fig. (1) under extension and Cooke’s membrane Fig. (2) excited by a shear force on the right edge. The finite element discretisation is done using eight-nodded quadrilateral elements. For random parameters are declared the shear and bulk modulus, yield stress and the isotropic hardening. Due to the positive definiteness of these properties, we model them as lognormal random fields, i.e. the piecewise exponential transformation of a Gaussian random field with prescribed covariance function and correlation lengths.

5.1 **Plate with Hole**

The geometry and the boundary conditions for this particular problem are given in Fig. (1). The extension force is of deterministic nature, and in the initial state doesn’t depend on the parameter $\omega$. However, in each iteration it gets mixed with the uncertainty.
of input parameters and hence becomes random. The randomness in input parameters depend on the choice of the values of the standard deviations as well as correlation lengths. The more large correlation length is, the less random field oscillates. Two representative examples of input random fields are given in Fig. (2), where the values of correlation lengths are chosen as moderate, 3 times less then the dimension of a plate.

Solving the equilibrium equation, one obtains the displacement as a solution. In Fig. (3) we compared it with the initial configuration as well as with the deterministic value. Furthermore, we have calculated the shear stress, whose first two statistical moments are given in Fig. (4). Similarly, the Von Mises stress gives the statistical moments in Fig. (5).

The problem is solved in few different ways: by a pure sampling technique such as Monte Carlo or Latin Hypercube sampling [3], then by intrusive stochastic Galerkin method relying on white noise analysis and corresponding algebra [9] and non-intrusive variant of this method which uses the sparse grid collocation points [2]. The accuracy of these methods in the mean sense is almost the same, and hence we give the comparison of the variance convergence in Fig. (6). As one may notice, the normalised residual error is the smallest in a case of latin hypercube technique, while the intrusive method has the same convergence rate until certain error. In that point the method converges satisfying
less strict criteria. The reason is the numerical error introduced by a polynomial algebra, as well as in the span space of the basis functions needed for the local Galerkin projections.

Figure 3: Comparison of the mean value of the total displacement in stochastic configuration with the deterministic and initial value

Figure 4: The shear stress $\sigma_{xy}$: mean value and standard deviation

Figure 5: Von Mises stress: the mean value and standard deviation
Figure 6: Comparison of the convergence of variance between latin hypercube sampling (LH), intrusive stochastic Galerkin method (ppGM) and non-intrusive stochastic Galerkin method (ccGM)
In practice very often one has to calculate the probability of stress taking the value less than some critical point. In Fig. (7) we show three probabilities schemes with respect to three different yield stress values. If the value is bigger, one has smaller probability to exceed the limit, which is expected.

![Probability Excideence for Different Values of Yield Stress](image)

Figure 7: The probability excideence for different values of yield stress: \(\sigma_y = 200, \sigma_y = 250\) and \(\sigma_y = 300\)

5.2 Cooke’s membrane

The Cooke’s membrane is subjected to load in \(y\) direction on the right boundary and constrained on the left as it is shown in Fig. (8). As in previous case, the random parameters are chosen in the same way, just with different mean values, and hence standard deviations.

The comparison of the mean displacements is given in Fig. (9), and as one may notice the difference is large enough not to be neglected.

The influence of the correlation lengths on the structure response is given in Fig. (10) and Fig. (11) for the \(xx\) component of deformation. In the case of large covariance lengths the random field fluctuates less and the response is more similar to deterministic one. However, in a case of small correlation lengths the field of compression grows into the larger area.

Besides the mean statistics of the response structure, one may show the variance of the deformation \(\varepsilon_{xx}\) in Fig. (12).

6 CONCLUSION

The idea of random variables as functions in an infinite dimensional space approximated by elements of finite dimensional spaces has brought a new view to the field of stochastic
Figure 8: Geometry of the problem: Cooke's membrane

Figure 9: Comparison of the mean values of the displacement for initial, deterministic and stochastic configuration
Figure 10: The mean value of deformation $\varepsilon_{xx}$ for the large covariance length $l_c = 20$

Figure 11: The mean value of deformation $\varepsilon_{xx}$ for the small covariance length $l_c = 2$

Figure 12:
elastoplasticity. In this paper, we have proposed an extension of stochastic finite element method and related numerical procedures to the resolution of inelastic stochastic problems in the context of Galerkin methods. In some way this strategy may be understood in a sense of model reduction technique due to the applied Karhunen Loève and polynomial chaos expansion. A Galerkin projection minimises the error of the truncated expansion such that the resulting set of coupled equations gives the expansion coefficients. If the smoothness conditions are met, the polynomial chaos expansion converges exponentially with the order of polynomials. In contrast to the Monte Carlo the Galerkin approach, when properly implemented, can achieve fast convergence and high accuracy and can be highly efficient in particular practical computations.
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Abstract. Bio-membranes are the basic separation structure in animal cells. Their complex behaviour, rich physical properties, formation and dynamics have been the object of experimental and theoretical investigation for biologists, chemists and physicists for many years. Bio-membranes are made out of several kinds of lipids self-assembled in a fluid bilayer, which presents a fluid behaviour in-plane and solid out-of-plane (curvature elasticity). Vesicles are closed fluid membranes, which play an important role in biophysical processes such as transfer of proteins, antibodies or drug delivery into the cells. Vesicles serve as simplified models of more complex cell membranes, as well as the basis for bio-mimetic engineered systems. Bio-membranes only exist in solution and intimately interact with the surrounding fluid, which owing to the characteristic sizes and velocities, can be modeled with the incompressible Stokes equations. The aim of our work is to simulate the dynamics of the interaction between a bio-membrane and the fluid media surrounding. We take as basis our previous work on bio-membrane simulations [1], in which the solution of the fourth order PDE governing the bending elasticity of a vesicle is tackled with a phase-field or diffuse interface approach. The nonlinear, fourth-order PDE governing the phase field are conveniently solved using the local maximum-entropy (LME) approximants, a type of meshfree shape functions [2]. We merge the phase field model with the Stokes fluid media to treat naturally the coupling between the viscous forces in the fluid, the elastic forces due to the membrane, and the various constraints in the problem. The dynamics arise from a variational principle, and dictate the Lagrangian motion of the particles, convecting the phase field.
1 INTRODUCTION

Biomembranes or biological membranes have been object of experimental and theoretical investigation for biologists, chemists and physicists during many years. Biomembranes are composed by several kinds of lipids self-assembled in a fluid bilayer, which presents a liquid behaviour in-plane and solid out-of-plane. Vesicles are closed biomembranes which play an important role in biophysical processes and serve as simplified models of cell membranes to study aspects of the interaction between the lipid bilayer structure and the surrounding fluid. To simulate the dynamic behaviour of a vesicle both biomembrane solid structure and surrounding fluid have to be properly modelled. The Canham-Helfrich bending energy model is normally used to describe the solid behaviour, while the fluid is modelled as a Stokes flow. Two different approaches can be used to describe the equations for equilibrium shapes of vesicles in the continuum media approach, sharp-interface and phase-field or diffuse-interface models. In this work a phase-field model proposed by Du et al. [4] is used. This kind of models represent the interface between the inner and outer fluid as a diffuse-interface whose thickness is controlled by a transition parameter ε. The derived equations are highly non-linear and involve fourth-order spatial partial differential operators. The weak form of the equations necessitates piecewise smooth and globally \( C^1 \) continuous basis functions because products of second derivatives are involved in the integration of the variational formulation. The equations are discretized with LME [1] approximation schemes because they present interesting features such as positivity, monotonicity, variation diminishing property (the interpolation is not more wiggly than the data) and smoothness (\( C^\infty \)). Adaptivity strategies are also required to make computationally affordable the phase-field approach. The fluid is commonly modelled as a Stokes flow because the Reynolds number is low. The idea is to apply the same numerical scheme to compute both the phase-field bending energy and the bulk effect of the fluid field surrounding the membrane. It is well-known that the Stokes problem lacks pressure stability if velocity and pressure are described with the same interpolation space, which demands a stabilization method to handle the problem. We borrowed finite element method (FEM) stabilization strategies to develop a LME stabilizing method. The structure of this paper is as follows. Section 2 introduces the formulation of the phase-field model and its numerical treatment. The capability of the adaptive strategy is also illustrated. In Section 3, we describe the Stokes flow problem and the stabilizing LME method, whose performance is tested through numerical benchmarks. Some concluding remarks are collected in Section 4.

2 MODEL OF THE BIOMEMBRANE: A PHASE-FIELD APPROACH

The phase-field model of a biomembrane is presented in this section. The numerical treatment, which includes discretization, nonlinear solver and adaptivity strategy, is also introduced. A numerical example of a dumbbell shape is set to evaluate the performance of the proposed scheme.
2.1 Problem formulation and numerical treatment

The phase-field model describing the equilibrium shapes for vesicles can be posed as an energy constrained-minimization problem:

Minimize

\[ E(\phi) = \frac{k}{2\epsilon} \int_{\Omega} \left( \epsilon \Delta \phi + \left( \frac{1}{\epsilon} \phi + C_0 \sqrt{2} \right) \left( 1 - \phi^2 \right) \right)^2 d\Omega \]  

subject to

\[ V(\phi) = \frac{1}{2} \left( Vol(\Omega) + \int_{\Omega} \phi d\Omega \right) = V_0 \]  

\[ A(\phi) = f_A \int_{\Omega} \left[ \frac{\epsilon}{2} |\nabla \phi|^2 + \frac{1}{4\epsilon} (\phi^2 - 1)^2 \right] d\Omega = A_0 \]

where \( \phi \) is the phase-field, \( \epsilon \) the transition parameter, \( C_0 \) the spontaneous curvature, \( f_E = 3\sqrt{\frac{2}{3}} \), \( f_A = 3\sqrt{\frac{2}{3}} \), \( k \) the bending rigidity, \( V_0 \) and \( S_0 \) the volume and area constraints, respectively.

These equations are discretized with LME approximation schemes, augmented Lagrangian methods are used to impose the linear and nonlinear constraints, while L-BFGS and Newton-Raphson techniques are applied to solve the nonlinear problem. An adaptive algorithm based on Centroidal Voronoi Tessellations [5] is proposed to reduce the computational cost. A detailed explanation about the approximants, the discretization procedure, the numerical strategy to solve the problem and the adaptive algorithm is given in [6].

2.2 Numerical example

The energies computed for the dumbbell equilibrium shape considering different values of \( \epsilon \) and several levels of refinement for uniform grid of points can be seen in Table 1. The number of nodes for each grid and the values of the average nodal spacing \( \bar{h} \) (average element size in FEM terminology) are denoted in the first and second column, respectively. The remaining columns correspond to the values of energies for different values of transition parameter \( \epsilon \).

It is remarkable that the accuracy of phase-field results is intrinsically associated to the value of the transition parameter \( \epsilon \), which is in turn directly related with the size of the discretization: we consider that the relation \( \epsilon \geq 2\bar{h} \) is quite reasonable. In Table 1 it is shown that values of energy converge for each fixed \( \epsilon \) (columns) and the error becomes gradually less as the grid of points is refined. The largest errors are presented by the values of the upper supra-diagonal, and it happens because they do not fulfill the mentioned relation between the transition paremeter and the discretization size.

The effect of the adaptive strategy applied to a grid of 6124 points is shown in Figures 1 and 2, respectively. Former illustrates the grid of points, while latter the phase-field.
Table 1: Energies of the dumbbell equilibrium shape for different uniform grids of points and several values of $\epsilon$.

<table>
<thead>
<tr>
<th># nodes</th>
<th>$h$</th>
<th>$\epsilon = 0.05$</th>
<th>$\epsilon = 0.04$</th>
<th>$\epsilon = 0.03$</th>
<th>$\epsilon = 0.02$</th>
<th>$\epsilon = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6124</td>
<td>0.024</td>
<td>9.29504</td>
<td>9.15560</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12271</td>
<td>0.017</td>
<td>9.30167</td>
<td>9.15918</td>
<td>9.00361</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>24597</td>
<td>0.012</td>
<td>9.30627</td>
<td>9.16106</td>
<td>9.00310</td>
<td>8.87045</td>
<td>-</td>
</tr>
<tr>
<td>49145</td>
<td>0.0084</td>
<td>9.31053</td>
<td>9.16315</td>
<td>9.00362</td>
<td>8.86669</td>
<td>-</td>
</tr>
<tr>
<td>98388</td>
<td>0.0059</td>
<td>9.31307</td>
<td>9.16407</td>
<td>9.00331</td>
<td>8.86445</td>
<td>8.81432</td>
</tr>
<tr>
<td>146545</td>
<td>0.0048</td>
<td>9.31439</td>
<td>9.16421</td>
<td>9.00217</td>
<td>8.86005</td>
<td>8.77677</td>
</tr>
<tr>
<td>296344</td>
<td>0.0034</td>
<td>9.31650</td>
<td>9.16512</td>
<td>9.00251</td>
<td>8.86033</td>
<td>8.77359</td>
</tr>
</tbody>
</table>

The effect of the adaptive strategy applied to a grid of 6124 points is shown in Figures 1 and 2, respectively. Former illustrates the grid of points, while latter the phase-field solutions. The value of the transition parameter $\epsilon$, and thus the value of the average nodal spacing $\bar{h}$, is decreased in each step. The accuracy obtained at the end of the process reaches that obtained with a uniform grid of 296344 points.

Three-dimensional views of the dumbbell equilibrium shape are illustrated in Figure 3.
3 MODEL OF THE FLUID: STOKES FLOW

The Stokes flow problem and the stabilization with LME approximation schemes are explained in this section. The performance of the method is illustrated with classical benchmark tests.

3.1 Introduction

The Stokes problem can be formulated in general form as:

\[-\nu \Delta u + \nabla p = f \quad \text{in } \Omega \quad \nabla \cdot u = 0 \quad \text{in } \Omega \quad u = u_d \quad \text{on } \Gamma_d \]

where \( v \) is the velocity, \( p \) the pressure, \( f \) the vector of body forces, \( \nu \) the kinematic viscosity, and \( \Omega \subset \mathbb{R}^d \).

Let be \( V = H^1_0(\Omega)^d \) and \( Q = L_2(\Omega)/R \) the velocity and pressure spaces, respectively. Then, the weak form is set to find \( u \in V \) and \( p \in Q \) such that:

\[ a(u, v) - b(p, v) = l(v) \quad v \in V \quad b(q, u) = 0 \quad q \in Q \]

This weak form is widely studied in literature, and it is well-known that the existence and uniqueness of the solution require equations to satisfy the Ladyzhenskaya-Babuška-

Figure 2: Phase-field density for different grids of 6124 points corresponding to the dumbbell equilibrium shape.
Brezzi (LBB) condition. This rule states that the following inf-sub condition has to be fulfilled to guarantee the stability of the system (matrix of the system derived non singular):

\[
\inf_{q \in Q} \sup_{v \in V} \frac{b(q, v)}{\|q\|_Q \|v\|_V} \geq K_b > 0
\]  (6)

This condition holds true if \( b(q, v) = (q, \nabla \cdot v) \), \( q \in Q = L^2(\Omega)/R \) and \( v \in V = H^1_0(\Omega)^d \), properties which are always kept by the Stokes problem at a continuous level. Unfortunately, when the equations are discretized with restrictive spaces, that is, \( Q_h \subset Q \) and \( V_h \subset V \), the LBB condition can fail and the pressure become unbounded. In particular, it is proven that using the same discretization space for both pressure and velocity results in a loss of stability, which is the cardinal issue of numerical methods for solving the Stokes problem.

### 3.2 Stabilization of Stokes equations

Main strategies to deal with this obstacle are mixed formulations and stabilization of Stokes equations. The mixed formulations tackle the problem by seeking admissible pairs of spaces that fulfill the inf-sup condition. Stabilization techniques use a discretization based on a single space for both pressure and velocity, and add terms to the original weak form to give coercivity to the resulting matrix.

We are interested in the coupled problem posed by the bending model of biomembranes and the Stokes flow in which they are immersed. LME approximants present nice characteristics to solve the phase-field governing the structure behaviour and, to earn simplicity in the numerical scheme and reduce the computational cost, we find convenient to use the same discretization space for the fluid problem.
Stabilization techniques have undergone a large and satisfactory development in the FEM context [3]. We develop a LME stabilization method inspired in FEM stabilization ideas. Because of the noticeable differences between FEM and LME, the application of the FEM based methods is not direct and redefinition of parameters is needed. The discretization of the Stokes problem leads to the following system:

\[
\begin{bmatrix}
K & -D^T \\
D & 0
\end{bmatrix}
\begin{bmatrix}
U \\
P
\end{bmatrix}
= 
\begin{bmatrix}
F \\
0
\end{bmatrix}
\tag{7}
\]

where \(K\) comes from the Laplacian velocity and it is definite positive, while \(D\) corresponds to the pressure terms and introduces the inestability to the total matrix. To stabilize the system we need to add an extra term to the weak form [3]:

\[
\int_{\Omega} \tau \mathcal{P}(w, q) \mathcal{R}(u, p) \, d\Omega \tag{8}
\]

where \(\mathcal{R}(u, p)\) is the residual or strong form of the problem (which ensures the consistency of the new weak form), \(\tau\) is a parameter which controls the measure of the stabilization to be applied and \(\mathcal{P}\) is a partition of the differential operator. Different choices of this partition lead to different stabilization methods.

To summarize the effect of the stabilization methods and to provide an integrated way of implementation in the code, the following general term becomes adequate from now on [2]:

\[
\int_{\Omega} \tau_1 ( -\alpha \nu \Delta w + \beta_1 \nabla q ) ( -\nu \Delta u + \nabla p - f ) \, d\Omega \tag{9}
\]

where \(\alpha\) and \(\beta_1\) are parameters that take values 1, 0, −1 the former, and 1, −1 the latter. The different combinations of the values enable the user to jump from one stabilization method to another while maintaining the same term structure.

This last expression can be developed in a larger group of terms to add their discretized matrices to the original matrix form of the Stokes problem, resulting:

\[
\begin{bmatrix}
K + \alpha K_{st} & -D^T - \alpha D^T_{st} \\
\beta_2 D - \beta_1 D_{st} & \beta_1 L_{st}
\end{bmatrix}
\begin{bmatrix}
U \\
P
\end{bmatrix}
= 
\begin{bmatrix}
F - \alpha F'_{st} \\
\beta_1 F''_{st}
\end{bmatrix}
\tag{10}
\]

where \(\beta_2 = -\beta_1\) and \(L_{st}\) is a positive definite matrix since comes from a pressure Laplacian. This matrix gives to the global matrix the stabilization needed to be non singular and subsequently provide a solution for the system.

The parameter \(\tau\) is a stabilization parameter that have to be defined by the the method, an which usually involves a constant to be calibrated by the user. In FEM, some expressions that work element wise have been developed, performing very well. Since in LME we work with a set of points instead of a mesh, some redefinition of the parameter has to be worked out. In FEM, the normal parameter to use is the nodal spacing. In meshless methods, this nodal spacing is usually interpreted as a the range of the shape functions,
creating functions-wise parameters. Here we propose an expression based on this concept but defining a pointwise parameter, which show a fairly direct way for implementation and excellent results in simulations.

\[ \tau_1 = \frac{C}{\nu} \bar{\rho}^2; \]  

(11)

where \( \bar{\rho} \) is the mean over the neighbors, \( N\bar{\rho} = \sum_{i=1}^{N} \rho_i \) with \( 1, 2, \ldots, N \) the list of neighbors of gauss point.

### 3.3 Numerical examples

We select and apply the GLS-LME stabilization technique \((\alpha = 1 \text{ and } \beta_1 = 1)\) to the classical Poiseouille and Colliding flows benchmark tests for the Stokes problem. Here we only illustrate the performance of the method for the Colliding flow, but similar results were obtained for the Poiseouille problem. Since these tests have analytical solution we can accurately compare the results of the simulations.

---

**Figure 4**: Definition of the Colliding flow problem.

The essential boundary conditions of the problem are plotted in Figure 4. The velocity field is illustrated in the Figure 5 without the application of stabilizing method (left) and after stabilization (right). Although we have illustrated the solutions corresponding to a coarse grid of points for clearness purposes, the observed patterns are maintained in refined grids. The velocity stabilized solutions do no present a strange physical behaviour when compared with the analytical one. The same behaviour can be seen in the Figure 6 where we plot the pressure for the solution without stabilization. Disproportionate values of pressure and oscillations are observed. This anomalous behaviour dissapears after the
stabilization and the obtained solution recovers the smoothness, matching the analytical field.

Figure 5: Colliding flow velocity stabilization: (left) Velocity field with no stabilization computed with 225 nodes, and (right) Velocity field stabilized computed with GLS-LME, 225 nodes and $\gamma = 1.0$.

Figure 6: Colliding flow pressure stabilization: (left) Pressure field with no stabilization computed with 625 nodes, and (right) Pressure field stabilized computed with GLS-LME, 625 nodes and $\gamma = 1.0$.

This fact is reflected in detail with the recovery of the optimal rate after the stabilization in the convergence charts for $L_2$ norm, as it is illustrated in the Figure 7.

Another set of simulations have been run over an unstructured grid in order to test the capability of the point-wise $\tau_C$ parameter introduced before. As can be observed in 7, both for pressure and velocity the optimal slopes are recovered. This important result enables the use of this fairly direct implementation parameter to manage adaptive processes which are needed in high accurate or tridimensional computations.
4 COUPLING STRATEGY AND NUMERICAL EXAMPLES

Once the main two ingredients of the numerical simulation have been tested and performed separately, a coupling strategy have to be set in order to generate an efficient algorithm which can represent the evolution of a biological process. The idea we present here is a change of scope from a phase-field eulerian approach to a fully lagrangian one where the phase-field no longer will be solved over a stacionary set of points, but will be considered as a material property which is transported within the fluid and therefore solved in terms of its final position. This immediately generates a coupled monolithic algorithm where the Stokes equations are solved considering the potential forces coming from the phase-field bio-membrane.

We state the dynamic problem form a variational standpoint (stokes) by setting an optimization over the total system incremental energy \( \dot{W} \) (biomembrane bending energy change and Stokes bulk fluid dissipation)

\[
\dot{W} = \dot{E} + D
\]

Being \( E \) the bending elastic energy of the biomembrane in terms of a phase-field \( \phi \), and \( D \) the dissipation, which become described as:

\[
E = \frac{k}{2\epsilon} \int_{\Omega_t} (\epsilon \Delta_t \phi_t + \left( \epsilon^2 \phi_t + c_0 \sqrt{2} \right)(1 - \phi_t^2)^2) d\Omega_t
\]

\[
D = \int_{\Omega_t} 2\mu \Delta: \Delta + \kappa (\nabla \cdot v)^2 d\Omega_t
\]

Where \( \Delta = \frac{1}{2} (\nabla v + \nabla v^T) - \frac{1}{3} I (\nabla \cdot v) \) and \( \Omega_t \) the space domain at time \( t \).

This expression can be worked out taking into account the incompressibility of the media, leading to the following simplified expression
Which will be used from now on as the dissipation expression for the bulk Stokes fluid.

We discretize the original time interval for a process in smaller time steps $[t_0..t_k, t_{k+1}..t_{end}]$, and calculate the evolution between two generic states $t_k$ and $t_{k+1}$, by applying a minimization over the incremental energy,

$$\Delta E_{k\rightarrow k+1} = \int_{t_k}^{t_{k+1}} W dt \approx W_{k\rightarrow k+1} \Delta t$$  \hspace{1cm} (16)$$

We define,

$$W_{k\rightarrow k+1} = \dot{E}_{k\rightarrow k+1} + D_{k\rightarrow k+1}$$  \hspace{1cm} (17)$$

The differential equation is

$$\partial_t \partial \varphi E(\varphi, \varphi_t) + \partial \varphi \dot{D}(\varphi_t) = 0$$  \hspace{1cm} (18)$$

If we use a classic alpha-method to integrate through time, we have

$$W_{k\rightarrow k+1} = \theta W_{k+1} + (1-\theta) W_k$$  \hspace{1cm} (19)$$

The aim of the algorithm is to minimize the whole energy action at a given step, setting all the expressions in terms of an unknown deformation mapping. The calculations will be brought to the reference state, in which the spatial discretization will take place, by means of mesh-free shape functions. A numerical simulation over an axisymmetric cylinder with a bio-membrane embedded can be observed in figure 8, where the forces of the elastic potential coming from the phase-field can be seen over the fluid domain, governing the evolution for the shape, which can be identified following the line where forces are stronger.

5 CONCLUSIONS

We explain how the biomembranes structural behaviour can be modeled through an energy constrained-minimization phase-field problem. We indicate algorithms to solve the problem and also propose an adaptive strategy based on LME approximants and Centroidal Voronoi Tessellations. We illustrate the performance of the proposed method with a representative example of a dumbbell equilibrium shape.

We propose a stabilization technique inspired in the well-known FEM stabilization methods to solve the Stokes problem with LME. We design a pointwise stabilization parameter suitable for the new environment and we illustrate the capability of the proposed scheme in the classical Colliding flow benchmark problem.

We present a coupling algorithm based on a lagrangian variational approach which enable us to represent the dynamics of an evolution by means of a monolithic scheme, using the deformation mapping to solve both the membrane and the fluid.
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Abstract. We present a new, fully deterministic method to compute the updates for parameter estimates of quasi-static plasticity with combined kinematic and isotropic hardening from noisy measurements. The materials describing the elastic (reversible) and/or inelastic (irreversible) behaviour have an uncertain structure which further influences the uncertainty in the parameters such as bulk and shear modulus, hardening characteristics, etc. Due to this we formulate the problem as one of stochastic plasticity and try to identify parameters with the help of measurement data. However, in this setup the inverse problem is regarded as ill-posed and one has to apply some of regularisation techniques in order to ensure the existence, uniqueness and stability of the solution. Providing the apriori information next to the measurement data, we regularize the problem in a Bayesian setting which further allow us to identify the unknown parameters in a pure deterministic, algebraic manner via minimum variance estimator. The new approach has shown to be effective and reliable in comparison to most methods which take the form of integrals over the posterior and compute them by sampling, e.g. Markov chain Monte Carlo (MCMC).

1 INTRODUCTION

The deterministic description of the properties of heterogeneous material and their parameter identification are not quite suitable having in mind the uncertainties arising at the micro-structural level. Thus, we may consider them as unknown and try to identify from the given experimental data in a Bayesian manner. By measuring some quantities of interest such as deformation, one cannot estimate the material characteristics (Young’s modulus, shear and bulk modulus, etc) straightforwardly since the problem is ill-posed and suffers from the issues of the existence, uniqueness and stability of the solution. In order
to regularize the problem, we may give additional information next to the measurement data in a form of distribution function of unknown characteristics — so called a priori information. This kind of regularization technique is known as Bayesian.

In recent studies [2, 8, 9, 11, 13, 21], the Bayesian estimates of the posterior density are taking the forms of integrals, computed via asymptotic, deterministic or sampling methods. The most often used technique represents a Markov chain Monte Carlo (MCMC) method [5, 9, 13], which takes the posterior distribution for the asymptotic one. This method has been improved by introducing the stochastic spectral finite element method [14] into the approximation of the prior distribution and corresponding observations [11, 13]. This group of methods is based on Bayes formula itself. Another group belongs to so-called ‘linear Bayesian’ [6] methods, which update the functionals of the random variables. The simplest known version represents the Kalman-type method [4, 1, 3, 22].

In order to avoid the sampling procedure required by previous methods, we describe the minimum variance estimator based on ‘white noise’ analysis. Starting with a probabilistic model for the uncertain parameters (the maximum entropy principle) we cast the identification problem in a direct algebraic estimation framework, which has shown to be effective and reliable. In this way not only that the sampling at any stage of the identification procedure is avoided but also the assumption of gaussianity.

The paper is organized as follows: in first section we briefly describe the forward problem 1, then we introduce the update procedure concentrating on one parameter, i.e. shear modulus and give the numerical results for two test problems in plain strain conditions.

2 FORWARD PROBLEM

Consider a material body occupying a bounded domain \( G \subset \mathbb{R}^d \) with a piecewise smooth Lipschitz continuous boundary \( \partial G \) on which are imposed boundary conditions in Dirichlet and Neumann form on \( \Gamma_D \subseteq \partial G \) and \( \Gamma_N \subset \partial G \) respectively, such that \( \Gamma_D \cap \Gamma_N = \emptyset \) and \( \partial G = \Gamma_N \cup \Gamma_D \) [20, 7, 10]. The probability space is defined as a triplet \((\Omega, \mathcal{B}, \mathbb{P})\), with \( \mathcal{B} \) being a \( \sigma \)-algebra of subsets of \( \Omega \) and \( \mathbb{P} \) a probability measure. The balance of momentum localized about any point \( x \) in domain \( G \) in time \( t \in \mathcal{T} := [0, T] \) leads to an equilibrium equation and boundary conditions required to hold almost surely in \( \omega \), i.e. \( \mathbb{P} \)-almost everywhere:

\[
\begin{align*}
\text{div} \sigma + f &= 0 \quad \text{on } G, \\
\sigma \cdot n &= g, \quad \text{on } \Gamma_N, \\
u &= 0, \quad \text{on } \Gamma_D
\end{align*}
\] (1)

where \( \mathbf{u} \) and \( \mathbf{v} \) denote the displacement and velocity fields over \( G \), \( f \) the body force, \( \sigma \) stress tensor, \( n \) the exterior unit normal at \( x \in \Gamma_N \), and \( g \) a prescribed surface tension. For the sake of simplicity we use homogeneous Dirichlet boundary conditions and under

\[1\)The paper with this subject is also part of the proceedings, search for authors}
the assumptions of small deformation theory we introduce the strain \( \varepsilon(u) = Du \), with the linear bounded operator defined as a mapping \( D : u_1(x)u_2(\omega) \rightarrow (\nabla S u_1(x))u_2(\omega) \).

The strong form of equilibrium equation given by Eq. (1) may be reformulated in a variational setting, which includes the uncertain parameters such as the elastic and hardening properties, yield stress, loading etc. These quantities are modeled as random fields/processes approximated by polynomial chaos and Karhunen Loève expansions [14], which further allow the use of the stochastic Galerkin projection procedures in low-rank and sparse format [16]. In other words, the problem collapses to the constrained-stochastic optimization one, where the closest distance in the energy norm of a trial state to the convex set of the elastic domain is found by a stochastic closest point projection algorithm[15, 19].

3 ESTIMATION OF SHEAR MODULUS VIA DIRECT GENERAL BAYESIAN APPROACH

In the scope of this paper we show the procedure of identifying one representative property \( q \) of elastoplastic material called shear modulus, often denoted by \( G \). As this property is regarded as positive definite, we take the lognormal distribution with appropriate covariance function as a corresponding a priori information and solve the forward problem in Eq. (1) in order to obtain the solution (stress, displacement, etc.). The functional of the solution represents the 'forecast' measurement \( y_f \) further used in the update procedure. Besides this, one employs the information gathered by experimental (here simulated) measurements which are disturbed by some additional independent noise \( \epsilon \).

Let us define the random variable \( q \) as a measurable mapping [18]:

\[
q : \Omega \rightarrow Q,
\]

where \( Q \) is a deterministic Hilbert space. If we denote the space of random variables with finite variance as \( S := L_2(\Omega) \), then \( Q \)-valued random variables belong to a space \( L_2(\Omega, Q) := Q \otimes S \), obtained as a tensor product of corresponding deterministic and stochastic spaces.

According to previous definitions, we may define the linear measurement as a random variable/field:

\[
z = \hat{y} + \epsilon,
\]

where

\[
\hat{y} = Y(q, u), \quad \hat{y} \in \mathcal{Y}
\]

represents some functional of the solution linear in parameter \( q \). The measurement error is here assumed to be Gaussian with prescribed covariance \( C_\epsilon \). Thus, the measurement is random and belongs to a subspace \( \mathcal{Y}_0 \subseteq \mathcal{Y} := \mathcal{Y} \otimes S \).

In the same manner, the a priori information \( q_f \) belongs to a closed subspace \( \mathcal{Q}_f \subset \mathcal{Q} \), allowing the prediction of the observation \( y \) via linear mapping \( H : \mathcal{Q} \rightarrow \mathcal{Y} \), i.e.

\[
y = Hq_f, \quad y \in \mathcal{Q}_0 = H^*(\mathcal{Y}_0).
\]
Collecting these two informations, we are able to estimate the posterior $q_a \in \mathcal{Q}$ as the orthogonal or minimum variance projection of $q$ onto the subspace $\mathcal{Q}_f + \mathcal{Q}_0$ [18, 17, 12]:

$$q_a(\omega) = q_f(\omega) + K (z(\omega) - y(\omega)),$$

where $q_f$ is the orthogonal projection onto $\mathcal{Q}_f$, $K$ the “Kalman gain” operator and $C$ appropriate covariances.

In order to numerically compute the previous estimate Eq. (6) one introduces a projection operator $P$, which projects the parameter set onto the subspace $\mathcal{Q} = \mathcal{Q}_N \otimes \mathcal{S}_J$. Here $\mathcal{Q}_N$ is a finite element discretization of a deterministic space $\mathcal{Q}$ and $\mathcal{S}_J$ the discretization of the stochastic space, obtained by taking the polynomial chaos expansion (PCE) of the solution space as the ansatz function. The projection of Eq. (6) then reads:

$$\hat{q}_a(\omega) = \hat{q}_f(\omega) + K (\hat{z}(\omega) - \hat{y}(\omega)),$$

giving the PCE of posterior $\hat{q}_a(\omega)$ as the final estimate, from which all other further properties, such as statistical moments, probability density functions, etc. are efficiently computed.

4 NUMERICAL RESULTS

Two test problems in plane strain conditions are considered: rectangular strip with hole Fig. (1) and Cooke’s membrane Fig. (6). Due to lack of measurement data, we describe the virtual reality by constant value of shear modulus (deterministic truth), and simulate experiment by measuring the shear stress as the most suitable quantity (depends linearly on parameter). The measurements are preformed in all nodal points (including boundary conditions) obtained by finite element discretization of the domain of consideration with the help of eight-noded quadrilateral elements.

4.1 Plate with hole

The update procedure is performed as a sequential row of several measurements and updates. In each sequential step the loading is changed by its intensity and sign in prescribed manner. In this particular example the loading changes such that the force is
first of extension type, and then compression. The identification starts by measuring the shear stress Fig. (2) in the sensors positions, assuming the a priori distribution Fig. (3) as a lognormal random field and then updating the parameter to $q_a$ which is in the next update taken as a priori distribution. This new update is characterized by a new loading and hence new measurement set of data. This cycle repeats until the convergence is achieved.

![Figure 2: The shear stress as a measurement](image)

![Figure 3: Apriori $G$ - one realisation](image)

The posterior distribution with each update changes in the direction of the truth, which is reflected in the convergence given by a RMSE (root mean squared error) between the
PCEs of the posterior $\hat{q}_f^i$ and truth $\hat{q}_t$ in each update $i$:

$$\varepsilon^i = \frac{\|\hat{q}_f^i - \hat{q}_t\|_{L_2(\Omega)}}{\|\hat{q}_t\|_{L_2(\Omega)}}, \quad i = 1, \ldots, I$$  \hspace{1cm} (8)

As one may see in Fig. (4) the error decreases with each update, such that in 4th step one obtains the error circa 2% in almost all points besides the corners where it increases a bit. The possible explanation of such behavior is the existence of the boundary conditions imposed in these nodes.

![Figure 4: Relative RMSE of variance [%] after 4th update in 10% equally distributed measurement points](image)

Figure 5: Comparison of apriori and posterior distribution

The comparison of probability density functions of prior and posterior after first update
lead us to the same conclusion, since the posterior is much more narrowed and goes in the direction of the truth which is deterministic.

4.2 Cooke’s membrane

![Diagram of Cooke's membrane](image)

Figure 6: Geometry of the problem: Cooke’s membrane

The Cooke’s membrane is subjected to load in $y$ direction on the right boundary and constrained on the left as it is shown in Fig. (6). The identification of shear modulus is done in the similar manner as in previous example, by sequential procedure. Thus, the measurement in each update changes since the loading alters according to some prescribed scheme. This change one may see in Fig. (7) from the first up to the third update.

After the third update in Fig. (8) one may notice that the initial lognormal field changes to a uniform value of shear modulus over spatial domain with the small variation on the boundary (see Fig. (9)). The same conclusion is made by calculating the root mean square error as before (see Fig. (10)), as well as comparison of probability density functions, see Fig. (11).

5 CONCLUSION

The mathematical formulation of the stochastic inverse elasto-plastic problem is recast via projection of the minimum variance linear Bayesian estimator onto the polynomial chaos basis. The update requires one solution of the stochastic forward problem via stochastic Galerkin method based on model reduction techniques together with the stochastic closest point projection method. The estimation is purely deterministic and doesn’t require sampling at any stage, as well as assumption of linearity in the forward model and Gaussian statistics.
Figure 7: The measurement mean value in a case of plate with hole

Figure 8: The realisations of apriori of shear modulus and its update
Figure 9: Change of variance of shear modulus from apriori to 3rd update

Figure 10: RMSE [%] of variance after first update for the case when mean is larger 30% than truth
Figure 11: Comparison of apriori and posterior distribution
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Abstract. This paper describes the application of a domain decomposition technique for multiscale modelling of fracture behaviour in masonry. The use of multiple domains allows for a difference in employed mesh sizes for the macro- and mesoscale. For domains which play a crucial role in the failure process, we apply a mesoscale level meshing, while less critical components can be modelled by a less computationally expensive macroscale mesh. The crack behaviour is modelled by using the GFEM method, while the joint degradation is described using a plasticity based cohesive zone model, with a smooth yield surface. For the purpose of domain decomposition, we propose the use of a FETI method.

1 INTRODUCTION

The design of masonry structures, as it is done today, is still based on codebooks and rules of thumb, which often lead to a lack of control over safety factors and non-optimal structure dimensions. As such, it would be useful to develop reliable numerical tools that predict the behaviour of masonry structures.

The majority of numerical tools currently available for constitutive description of masonry structures are proven to be accurate on small scale structures, but when used on large scale structures, excessive computational effort is required and numerical instabilities occur [14, 7, 5]. Hence, in order to lower the computational cost it is more efficient to focus on regions of the masonry structure where cracks occur. It is also known that the mortar phase is relatively weak, which due to the periodic arrangement of the phases leads
to a stiffness degradation along preferential orientations, i.e. the crack path in masonry (often) follows the joints. A domain decomposition method can be employed to decompose the masonry structure into several domains, and concentrate our computational efforts on the domains which undergo inelastic behaviour.

It is possible to adopt such a technique in two different ways to describe a multiscale model for masonry structures. The first approach consists of initializing the discretized masonry structure as a coarse grid consisting of several domains. Once a domain meets a given criterion, indicating the occurrence of inelastic behaviour, it will be isolated and evaluated on a mesoscale using a finer background mesh. Afterwards, the results from the mesoscale computation will be integrated into the macroscale parent grid using a domain decomposition technique. An other way to use the domain decomposition technique is to define the regions in the discretized structure where possible inelastic behaviour could occur beforehand. These domains will be meshed at mesoscale, while the remainder of the structure will be meshed with a coarse grid on macroscale.

In this contribution the second approach will be presented, as illustrated in Figure 1. As shown in the figure, the mesoscale domains are concentrated under and above the window, since under uniform compression the inelastic behaviour most likely will occur in those regions. The evaluation at macroscale is done with an homogenized stiffness, as described in [14], and the mesoscale crack behaviour is modelled using a discontinuous model based on the Generalized Finite Element Method (GFEM) [18, 10, 5]. Crack growth is given by a plasticity based cohesive zone model, in terms of tractions and displacements. This approach does not constitute a completely new method, but rather an application of domain decomposition techniques on masonry structures, in order to reduce the computational effort and increase the numerical stability within the inelastic regions. The proposed method will serve as a good basis for the future development of
the automated 'detect-and-refine' approach we have mentioned earlier.

2 THE GENERALIZED FINITE ELEMENT METHOD

The generalized finite element method belongs to the numerical family of discontinuous models. These models are classified as discontinuous, because displacements are represented as discontinuities.

The basic idea of this approach is to enhance the displacement field by discontinuous functions that allow for jumps along the discontinuity surface. A key feature of this method is that the behavior of the crack can be completely captured within the discontinuity, while the surrounding continuum remains elastic. Such a discontinuous function can be added using the partition of unity property of finite element shape functions $\varphi_i$ [1, 20].

$$\sum_{i=1}^{n} \varphi_i(x) = 1 \quad \forall x \in \Omega \quad (1)$$

When using GFEM, it is necessary to know the possible locations of the crack path before computation. This results in a topology which consists of a number of cells $\mathcal{S}_i$, defined by possible cracks. Within the partition of unity method, the discontinuity information is processed on the level of a cell [18]. The displacement field for a cell reads

$$u(x) = \hat{u}(x) + \sum_{i=1}^{N_H} \mathcal{H}_i \tilde{u}(x) \quad (2)$$

where: $\hat{u}(x)$ equals the regular set of displacements en $\tilde{u}(x)$ equals the enhanced set of displacements.

$$\mathcal{H}_i = \begin{cases} 1 & \text{if } x \in \mathcal{S}_i \\ 0 & \text{otherwise} \end{cases} \quad (3)$$

It is logical to use the GFEM to describe crack behaviour in masonry walls, as the topology of a masonry wall is mostly known, and it is easy to fit a background mesh where the joints coincide with boundaries of an element boundary (see Figure 2).
3 THE DOMAIN DECOMPOSITION APPROACH

In this section a basic formulation of the Finite Element Tearing and Interconnecting (FETI) method is introduced, a method which belongs to the family of dual domain decomposition methods. Here the given formulation is adopted for a finite element analysis, further details on this method can be found in Farhat et al. [6].

Consider a body divided in two domains ($N_s = 2$) as shown in Figure 3, each domain $\Omega^{(s)}$ has a displacement field $u^{(s)}$ and after discretization the local equilibrium reads,

$$K^{(s)} u^{(s)}(x) = f^{(s)}$$ (4)

where $(s)$ is the number of the respective domain, $K^{(s)}$ the stiffness matrix and $f^{(s)}$ the external force vector. For the two domains given in Figure 3, the continuity of the solution field is given by:

$$u^{(1)} = u^{(2)} \text{ at } \Gamma_I$$ (5)

When incorporating the continuity requirement of (5) with (4), the solution reads

$$\begin{bmatrix} K^{(1)} & 0 & B^{(1)T} \\ 0 & K^{(2)} & B^{(2)T} \\ B^{(1)} & B^{(2)} & 0 \end{bmatrix} \begin{bmatrix} u^{(1)} \\ u^{(2)} \\ \lambda \end{bmatrix} = \begin{bmatrix} f^{(1)} \\ f^{(2)} \\ 0 \end{bmatrix}$$ (6)

where the matrices $B^{(s)}$ contain the values +1 or -1 at those positions that correspond to the interface of the respective domain $\Omega^{(s)}$, and Lagrange multipliers $\lambda$ are introduced to enforce the compatibility constraints. Since the domains can be part of the macroscale, where the displacement field is continuous or part of the mesoscale, where a discontinuity can be incorporated in the displacement field [1, 5]. This results in two expressions of the displacement vector,

$$u(x)^{(s)} = \begin{cases} \hat{u}(x)^{(s)} \\ \hat{u}(x)^{(s)} + \sum_{i=1}^{N_H} \mathcal{H}_i \tilde{u}(x)^{(s)} \end{cases} \text{ if } x \in \text{ macroscale} \text{ if } x \in \text{ mesoscale}$$ (7)
To solve the interface problem, we solve this for the local displacement field $u(x)^{(s)}$

$$u(x)^{(s)} = K^{(s)^{+}} \left( f^{(s)} - B^{(s)^{T}} \lambda \right) - R^{(s)} \alpha^{(s)}$$  \hspace{1cm} (8)

where $K^{(s)^{+}}$ is the inverse of the stiffness matrix for a domain $\Omega^{(s)}$ with no rigid modes or a generalized inverse if the domain $s$ is floating, in which case $R^{(s)}$ are the rigid body modes. $\alpha^{(s)}$ are the amplitudes of the rigid body modes [13].

4 A PLASTICITY BASED COHESIVE ZONE MODEL

In a cohesive zone model, the fracture behaviour is regarded as a gradual phenomenon in which separation takes place across a cohesive zone. Such a cohesive zone does not represent any physical material, but rather the cohesive forces which occur when material elements are being pulled apart [2, 20].

The constitutive relationship for the cohesive zone is defined in terms of tractions and separations. First, the basic equations of the plasticity theory in the traction space are presented. Next, the proposed material model will be discussed, based on the plasticity yield surface which was proposed in earlier work [9].

4.1 The cohesive zone model

In this study, the plasticity theory is embedded in a finite element environment using a cohesive zone model. Hence, it is necessary to describe the mathematical relation between the tractions $\mathbf{T}$ and separations $\Delta$, each with a normal and tangent component. Following classical elasto-plasticity, the total deformation rate vector of a discontinuity can be decomposed in two parts, an elastic and a plastic component:

$$\dot{\Delta} = \dot{\Delta}^e + \dot{\Delta}^p$$  \hspace{1cm} (9)

where the elastic deformation rate is related to the traction rate by the elastic stiffness matrix $D$ as

$$\dot{T} = D\dot{\Delta}^e$$  \hspace{1cm} (10)

A definition of a yield surface is used to bound the elastic region, and can be used as a fracture criterion. As the constitutive model is expressed in terms of tractions and separations, the yields surface needs to be defined in the traction space $\{T_n, T_t\}$, where $T_n$ stands for the normal component of the traction vector, and $T_t$ for the tangential component of the traction vector. A suitable mathematical description for a smooth yield surface $F$ is given by a cubic Bézier function [9, 19], as illustrated in Figure 4.

4.2 Proposed material model

All simulations of plastic deformation are based on the notion of a yield function $f$, such that $f < 0$ in the elastic regime, $f = 0$ on the yield locus, and $f > 0$ when plastic
deformation occurs. Our employed yield function is described by

\[ f(T, T^\mu) = \sqrt{T_n^2 + T_t^2} - \sqrt{(T_n^\mu)^2 + (T_t^\mu)^2} \]  \hspace{1cm} (11)

In case \( f > 0 \), the computed traction vector \( T^{(t)} \) is located outside the yield surface, and plastic deformation occurs. For the adopted yield surface, its evolution throughout the computation is governed by the decrease of tensile strength, compression strength and cohesion. The decrease of compression strength is not implemented and remains constant in this work, since the influence of the decrease of tensile strength and cohesion in masonry cracking is substantial in comparison with the decrease of compression strength.

The decrease of tensile strength and cohesion are given by the following expressions:

\[ f_t = f_p^0 \cdot \exp \left[ -\beta_n \cdot \frac{f_p}{G_I^f} \cdot \Delta_{pl}^n \right] ; \quad \Delta_{pl}^n = \int_0^t \dot{\Delta}_{pl}^n \, dt \]  \hspace{1cm} (12)

\[ c = c_r + \left( \frac{C}{c_p} - c_r \right) \cdot \exp \left[ -\beta_t \cdot \frac{c}{G_{II}^f} \cdot (\Delta_{pl}^t) \right] ; \quad \Delta_{pl}^t = \int_0^t \dot{\Delta}_{pl}^t \, dt \]  \hspace{1cm} (13)

where \( f_p^0 \) is the initial tensile strength, \( G_I^f \) the mode I fracture energy, \( G_{II}^f \) the mode II fracture energy, \( c_p \) is the value of the cohesion obtained before plastic deformation occurs, \( c_r \) is the residual cohesive strength and \( \frac{C}{c_p} \) is the initial cohesive strength. The material parameters \( \beta_n \) and \( \beta_t \) control the rate of softening for each internal variable. \( \Delta_{pl}^t \) and \( \Delta_{pl}^n \) are respectively the tangent- and normal plastic deformations of the displacement vector \( \Delta \).
5 IMPLEMENTATION NON-LINEAR ANALYSIS

The algorithms described in the previous sections are implemented in a Matlab® environment. An algorithm outline of the implemented code considering the non-linear analysis with a domain decomposition technique is presented in Table 1.

6 CONCLUSIONS

In this paper, we have presented a multiscale approach to modelling masonry fractures using a domain decomposition technique. The fracture behaviour is based on a plasticity cohesive zone model with a smooth yield surface, and discontinuities are incorporated using the Generalized Finite Element Method. Implementation of the algorithms was done in a Matlab® environment and the domains are chosen in such way that there is a minimal computational effort.

ACKNOWLEDGMENTS

The authors would like to thank the Xios Hogeschool limburg, departement IWT for funding for this work and the KU Leuven, Department of Civil engineering for collaboration in this research.
# Algorithm outline of the non-linear conversion analysis

For each loading step $\Delta t$ do:

1. Initialize solution field $\Delta u_0^{(s)}$ and interface connectivity $B^{(s)}$.

2. Compute strain $\Delta \epsilon_i^n \leftarrow \Delta u_i^{(s)}$ and the displacement jumps $\Delta_i \leftarrow \Delta u_i^{(s)}$ in the cohesive zones for each integration point $n$ in $\Omega^{(s)}$.

3. Compute stress $\Delta \sigma_i^n \leftarrow \Delta \epsilon_i^n$ and the tractions $T_i \leftarrow \Delta_i$ in the cohesive zones for each integration point $n$ in $\Omega^{(s)}$.
   - check if $f < 0$ else plastic deformation occurs

4. Compute internal force vector $\Delta f_{int,i}^{(s)}$.

5. Update internal force vector $f_{int,i+1}^{(s)} = f_{int,i}^{(s)} + \Delta f_{int,i}^{(s)}$.

6. Apply prescribed displacements or forces.

7. FETI solver
   - compute rigid body modes $R^{(s)}$.
   - compute Lagrange multipliers $\lambda_i$ and the amplitudes $\alpha_i^{(s)}$.
   - update external force vector with interdomain forces $f_{ext,t+\Delta t}^{(s)} = f_{ext,t+\Delta t}^{(s)} - B^{(s)^T} \lambda_i$
   - Compute displacements increment $\delta u_i^{(s)} = K_i^{(s)^+} \left( f_{ext,t+\Delta t}^{(s)} - f_{int,i+1}^{(s)} \right) - R^{(s)} \alpha_i^{(s)}$.

8. Update displacement vector $u_i^{(s)} = \Delta u_i^{(s)} + \delta u_i^{(s)}$.

9. Assemble domain quantities $u_i^{(s)}$ in global quantities $u_{i+1}$.

10. check for convergence $\| \delta u_{i+1} \| \leq \epsilon \cdot \| \Delta u_{1} \|$. Else go to 2 if criterion is met go to the next loading step.

---

**Table 1**: Algorithm outline of the non-linear conversion analysis
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Abstract. The aim of this paper is to describe a method for identifying micro material parameters using only macroscopic experimental data. The FE² method is used to model the behavior of the complex materials with heterogeneous micro-structure. The resulting least squares problem, with the difference of the simulated and the measured macroscopic data in the objective function, is minimized using gradient-based optimization algorithms with respect to the microscopic material parameters. The gradient information is derived analytically within the discretized scheme.

1 INTRODUCTION

Advanced materials are characterized by their heterogeneity and diverse functionality at multiple scales. In order to use and employ these new materials and exploit their whole potential a good understanding of the functioning and mechanism is necessary. Mechanical modeling of heterogeneous materials is an essential part of this, but still presents a challenge for computational mechanics. Computational homogenization is designed to handle heterogeneity at different scales.

The concept of (computational) homogenization requires separated scales, that means macro phenomena appear on a much larger length scale than the micro scale and its phenomena. Thus the material behavior of each macroscopic point is determined by an underlying microscopic domain. It is assumed that there exists a subdomain of finite volume on the micro scale, which is representative for the mechanical behavior of the entire microscopic domain, thus often called representative volume element (RVE). In contrast to the macro scale, the material behavior on the micro scale is determined directly by a constitutive law and the micro material parameters. The mechanical equilibrium equations at macro and micro scale are further complemented by a scale linking condition,
often called macro homogeneity condition. An appropriate choice of the boundary condition on the microscopic scale leads to the formulation for the macroscopic stresses and strains as the volumetric means (or more general, some adequate boundary integrals) of their microscopic counterparts.

Since the micro material parameters are an important ingredient for this two-scale simulation, knowledge of the parameters and its acquisition is quite an important topic. Classical parameter identification and its macroscopic experiments are well established and one might want to utilize this experience, when given the task to identify microscopic material parameters. Ultimately, the task at hand is to identify microscopic material parameters using only macroscopic experiments.

The identification of micro parameters in a two-scale homogenization problem is also investigated in [1, 2, 3], using numerical sensitivities or gradient-free optimization techniques together with miscellaneous homogenization techniques. This paper couples classical parameter identification [4] and computational homogenization, more precisely the FE² method [5]. Gradient-based optimization is used to solve the resulting two-scale parameter identification problem.

In a previous work [6] a two-scale parameter identification using analytical gradient-information was investigated for elasticity, which yields simplifications and less computational costs compared to the present extension to plasticity. The main focus of this work is on the derivation of the gradient information in a two-scale FE scheme.

The paper is structured as follows: In section 2 a short overview of the direct problem, the FE² method and a fix of notation is given. In section 3 the two-scale parameter identification problem is defined and the gradient information derived. An example in section 4 illustrates the functionality of the method. The paper is concluded in the last section with a discussion and an outlook on further investigation.

2 DIRECT PROBLEM

For the equilibrium at the macro domain \( \Omega \) we have a standard quasi-static problem (1) with body forces \( \mathbf{b} \) and stresses \( \boldsymbol{\sigma} \) and adequate boundary conditions. Herein macroscopic quantities are marked by an overbar. At the micro scale neglecting body forces leads to the equilibrium equation (2) in the micro domain \( \Omega(\mathbf{X}) \) at the macroscopic point \( \mathbf{X} \). The continuous formulation is complemented by the macro homogeneity condition (4). The micro boundary condition on e.g. the displacements \( \mathbf{u} \) (3) links the macro strain \( \mathbf{\varepsilon} \) to the microscopic scale. The up-scaling of the micro stresses leads to the definition of the macro stresses (5) as the boundary integral of the dyadic product of the reference point
and the tractions \( t \) at the micro scale. In summary:

\[
\begin{align*}
\nabla \cdot \tilde{\sigma} &= \bar{b} \quad \text{in } \tilde{\Omega} \quad \text{with } \tilde{u}|_{\partial \tilde{\Omega}_D} = \tilde{u}_p, \ (\tilde{\sigma} \cdot \tilde{n})|_{\partial \tilde{\Omega}_N} = \tilde{t}_p \quad (1) \\
\nabla \cdot \sigma &= 0 \quad \text{in } \Omega(\bar{X}) \quad \text{with appropriate b.c., e.g.} \quad (2) \\
u &= \bar{X} \cdot \tilde{\varepsilon} \quad \quad \quad \text{on } \partial \Omega(\bar{X}) \quad \text{(down-scaling)} \quad (3) \\
\left( \delta \tilde{\varepsilon} : \tilde{\sigma}(\bar{X}) \right) &= \int_{\Omega(\bar{X})} \delta \varepsilon : \sigma \, dV \quad (4) \\
\tilde{\sigma}(\bar{X}) &= \sum_j \bar{X}_j \otimes t_j \, dA \quad \text{(up-scaling)} \quad (5)
\end{align*}
\]

The material behavior on the micro scale is modeled by the common von Mises plasticity for small strains with linear isotropic hardening, whereas the material behavior on the macro scale is solely determined by the micro scale and has no constitutive law of its own. The micro material parameters are compression modulus \( K \) and shear modulus \( \mu \) for the elastic part and yield stress \( \sigma_Y \) and hardening modulus \( h \) for the plastic part. For the convenience in the subsequent analysis the parameters are summarized in vector \( \alpha = (K, \mu, \sigma_Y, h) \).

Application of the standard FE\(^2\) method [5] results in the vectorial residuals \( \bar{R}(\bar{u}(\alpha), \alpha) \) and \( R(u(\tilde{\varepsilon}(\alpha), \alpha), \alpha) \) on the macro and micro scale, respectively. The residuals vanish in equilibrium (6), (7). The discrete down-scaling (8) is now defined at each boundary node \( j \) of the RVE. The discrete macroscopic stresses can be computed as the sum over the boundary nodes of the discrete quantities (9).

After application of the FE\(^2\) method, the following discrete equations for the direct problem are important for the parameter identification:

\[
\begin{align*}
\bar{R}(\bar{u}(\alpha), \alpha) &= 0 \quad (6) \\
R(u(\tilde{\varepsilon}(\alpha), \alpha), \alpha) &= 0 \quad (7) \\
u_j &= \bar{X}_j \cdot \tilde{\varepsilon}(\alpha) \quad (8) \\
\tilde{\sigma} &= \sum_j \bar{X}_j \otimes f_j \quad (9)
\end{align*}
\]

A short remark on the microscopic boundary conditions: There are other appropriate choices besides the 'linear displacement' boundary condition given here. The 'periodic' (periodic fluctuations and anti-periodic tractions) boundary condition is often chosen. However, the resulting discretized problem can be transformed in such a way that the structure is the same as for the system resulting from the 'linear displacement' boundary condition. After the transformation of the system to contain only the independent nodes one has prescribed displacements \( u_J = \bar{X}_J \cdot \tilde{\varepsilon} \) at the nodes \( J \) spanning the RVE, while the forces on the remaining nodes vanish.
3 INVERSE PROBLEM

3.1 Problem formulation

The objective function measures the difference between simulated and measured displacements $\bar{u}$ and forces $\bar{f}$ of the macro scale. Both contributions have weighting factors, $w_u$ and $w_f$, to compensate for dimension differences.

$$f = w_u \sum_i \| \bar{u}_i(\alpha) - \bar{u}_i^{\text{measured}} \|^2 + w_f \sum_j \| \bar{f}_j(\alpha) - \bar{f}_j^{\text{measured}} \|^2$$

(10)

Displacements and forces can be measured at different points, which is indicated by the different indices $i$ and $j$. The goal is to identify the microscopic material parameters, which minimize the difference for the given data. Then the task at hand can be described as a minimization problem under certain constraints, namely that the material parameters are feasible and the mechanical equilibria on micro and macro scale are satisfied.

$$\min f(\alpha) \quad \text{s.t. } \alpha \text{ is feasible and } \bar{u}, \bar{u} \text{ in equilibrium}$$

(11)

The model with the identified parameters can be validated if the objective function is sufficiently small also for a separate data set of measured displacements and forces resulting from a different experiment.

3.2 Gradient information

In order to employ gradient-based optimization techniques to minimize the objective function, the gradient information is required. Due to better convergence behavior and lower computational costs the analytical derivation is preferred over a numerical calculation, e.g. using finite differences. The necessary gradient information is calculated as a total derivative of the objective function with respect to the parameter vector $\alpha$, denoted by $\frac{d}{d\alpha}$.

$$\frac{df}{d\alpha} = w_u \sum_i (\bar{u}_i(\alpha) - \bar{u}_i^{\text{measured}}) \cdot \frac{d\bar{u}_i(\alpha)}{d\alpha} + w_f \sum_j (\bar{f}_j(\alpha) - \bar{f}_j^{\text{measured}}) \cdot \frac{d\bar{f}_j(\alpha)}{d\alpha}$$

(12)

A look at the macroscopic residual $\bar{R}(\bar{u}(\alpha), \alpha) = \bar{R}^{\text{int}}(\bar{u}(\alpha), \alpha) - \bar{R}^{\text{ext}}(\alpha) = 0$, consisting of an internal part $\bar{R}^{\text{int}}$ and an external part $\bar{R}^{\text{ext}}$, is necessary in order to determine the derivatives of the simulated quantities. The force term $\bar{f}_j$ in the objective function incorporates the external forces contained in $\bar{R}^{\text{ext}}$ in an way appropriate to the experiments and available measurements. The degrees of freedom (DOFs) of the macroscopic residual are partitioned into prescribed displacement DOFs ($p$) and remaining DOFs ($r$). Here the remaining DOFs contain DOFs at internal nodes, where the body forces are prescribed and DOFs at the boundary, where tractions are prescribed. The vectorial residual at the macro scale is differentiated w.r.t. the material parameters, the partial derivatives...
are denoted as $\frac{\partial}{\partial \alpha}$ and $\frac{\partial}{\partial \alpha}$, respectively. The assumption, that the prescribed terms are independent of the material parameters, i.e. $\frac{\partial \bar{u}}{\partial \alpha} = 0$, $\frac{d \bar{R}_{\text{ext}}}{d \alpha} = 0$, finally leads to

$$0 = \frac{\partial \bar{R}_{\text{int}}}{\partial \bar{u}} \cdot \frac{d \bar{u}}{d \alpha} + \frac{\partial \bar{R}_{\text{int}}}{\partial \alpha} - \frac{d \bar{R}_{\text{ext}}}{d \alpha} \quad (13)$$

$$0 = \frac{\partial \bar{R}_{\text{int}}}{\partial \bar{u}} \cdot \frac{d \bar{u}}{d \alpha} + \frac{\partial \bar{R}_{\text{int}}}{\partial \alpha} \quad (14)$$

With the assumption that $\bar{K}_{rr} := \frac{\partial \bar{R}_{\text{int}}}{\partial \alpha}$, a part of the stiffness matrix of the direct problem, is regular, we can calculate the derivative of the displacements w.r.t. the material parameters:

$$\frac{d \bar{u}}{d \alpha} = 0, \quad \frac{d \bar{u}}{d \alpha} = -\bar{K}_{rr}^{-1} \cdot \frac{\partial \bar{R}_{\text{int}}}{\partial \alpha} \quad (15)$$

Furthermore, one can calculate the total derivative of the macroscopic external forces from (13) using $\bar{K}_{pr} := \frac{\partial \bar{R}_{\text{int}}}{\partial \alpha}$ and equation (15) as

$$\frac{d \bar{R}_{\text{ext}}}{d \alpha} = 0, \quad \frac{d \bar{R}_{\text{ext}}}{d \alpha} = \frac{\partial \bar{R}_{\text{int}}}{\partial \alpha} - \bar{K}_{pr} \cdot \bar{K}_{rr}^{-1} \cdot \frac{\partial \bar{R}_{\text{int}}}{\partial \alpha} \quad (16)$$

Now it can be seen, that the determination of the derivatives is similar to solving the linearized direct problem with an artificial load $\frac{\partial \bar{R}_{\text{int}}}{\partial \alpha}$. In order to construct this artificial load vector, the partial derivative of the macroscopic stresses w.r.t. microscopic parameters will be determined in the following. The element-wise contributions to the internal residual consist of the derivatives of the macro shape functions, summarized in the B-matrix $\bar{B}^T_e$ (independent of material parameters) and the macro stresses $\bar{\sigma}(\bar{\varepsilon}, \alpha)|_e$

$$\frac{\partial \bar{R}_{\text{int}}(\bar{u}, \alpha)|_e}{\partial \alpha} = \int_{\Omega_e} \bar{B}^T_e \cdot \frac{\partial \bar{\sigma}(\bar{\varepsilon}, \alpha)|_e}{\partial \alpha} dV \quad (17)$$

In the classical one scale parameter identification the derivative of the stresses can be obtained by differentiating the constitutive law. However, the use of a two-scale modeling scheme in the present work necessitates further calculations at this point. By definition (9) we calculate the macro stresses as the sum of dyadic products of the reference position and the reaction forces at boundary nodes and thus its derivative can be expressed as

$$\frac{\partial \bar{\sigma}(\bar{\varepsilon}, \alpha)}{\partial \alpha} = \sum_j X_j \otimes \frac{\partial f_j(\bar{\varepsilon}, \alpha)}{\partial \alpha} \quad (18)$$

Clearly, it is necessary to calculate the derivatives at the micro scale. Starting once again with the vectorial residual, but now for the microscopic problem, and its total derivative w.r.t. the material parameters, we use the partitioning into prescribed displacement DOFs and prescribed force DOFs. An illustration is given in figure 1.
nodes with prescribed displacement
remaining nodes with prescribed forces
dependent node with prescribed disp.
dependent node with prescribed force

Figure 1: Schematic distribution of prescribed displacements/forces for 'linear displacement' (left) and 'periodic' (right) boundary conditions in 2D

On the micro scale the prescribed forces do not depend on the material parameters, but the prescribed displacements do. The prescribed displacements on the micro scale depend on the macro strain and therefore on the material parameters. Their derivative follows from equation (8) as

\[
\frac{d u_p}{d \alpha} = X_p \cdot \frac{d \tilde{\varepsilon}}{d \alpha}.
\]  

(19)

Therefore, the total derivative of the micro residual can be expressed as

\[
0 = \frac{d R}{d \alpha} = \frac{\partial R_{\text{int}}}{\partial u} \cdot \frac{d u}{d \alpha} + \frac{\partial R_{\text{int}}}{\partial \alpha} - \frac{d R_{\text{ext}}}{d \alpha}
\]

(20)

\[
= \begin{pmatrix} K_{pp} & K_{pr} \\ K_{rp} & K_{rr} \end{pmatrix} \begin{pmatrix} X_p \cdot \frac{d \tilde{\varepsilon}}{d \alpha} + \left( \frac{\partial \tilde{\varepsilon}}{\partial \alpha} \right) \frac{\partial R_{\text{int}}}{\partial u_r} \\ \frac{\partial R_{\text{int}}}{\partial \alpha} - \left( \frac{\partial \tilde{\varepsilon}}{\partial \alpha} \right) R_{p} \end{pmatrix}.
\]

(21)

The derivative of the internal residual w.r.t. the displacement \( \frac{\partial R_{\text{int}}}{\partial u} \) is the stiffness matrix \( K \) of the direct micro problem, containing the submatrices \( K_{pp}, K_{pr}, K_{rp}, K_{rr} \) related to prescribed or remaining nodes, respectively. One can reformulate the second line associated with the prescribed force DOFs in (21) by using the assumption that \( K_{rr} \) is regular and arrive at an expression for the total derivative of the displacements.

\[
0 = K_{rp} \cdot X_p \cdot \frac{d \tilde{\varepsilon}}{d \alpha} + K_{rr} \cdot \frac{d u_r}{d \alpha} + \frac{\partial R_{\text{int}}}{\partial \alpha}
\]

(22)

\[
\Rightarrow \frac{d u_r}{d \alpha} = -K_{rr}^{-1} \cdot \left( K_{rp} \cdot X_p \cdot \frac{d \tilde{\varepsilon}}{d \alpha} + \frac{\partial R_{\text{int}}}{\partial \alpha} \right)
\]

(23)

Inserting this in the first line of (21) and reordering of the terms leads to

\[
\frac{d R_{p}}{d \alpha} = K_{pp} \cdot X_p \cdot \frac{d \tilde{\varepsilon}}{d \alpha} - K_{pr} \cdot K_{rr}^{-1} \cdot \left( K_{rp} \cdot X_p \cdot \frac{d \tilde{\varepsilon}}{d \alpha} + \frac{\partial R_{\text{int}}}{\partial \alpha} \right) + \frac{\partial R_{\text{int}}}{\partial \alpha}
\]

(24)

\[
= \left( K_{pp} - K_{pr} \cdot K_{rr}^{-1} \cdot K_{rp} \right) \cdot X_p \cdot \frac{d \tilde{\varepsilon}}{d \alpha} - K_{pr} \cdot K_{rr}^{-1} \cdot \frac{\partial R_{\text{int}}}{\partial r} + \frac{\partial R_{p}}{\partial \alpha}
\]

(25)

When we express \( \frac{d R_{\text{ext}}}{d \alpha} \) by means of partial derivatives

\[
\frac{d R_{p}}{d \alpha} = \frac{\partial R_{\text{ext}}}{\partial \alpha} \cdot \frac{d \tilde{\varepsilon}}{d \alpha} + \frac{\partial R_{\text{ext}}}{\partial \alpha}.
\]

(26)
we can identify by comparison of coefficients the following terms
\[
\frac{\partial \mathbf{R}_p}{\partial \tilde{\varepsilon}} = \left( \mathbf{K}_{pp} - \mathbf{K}_{pr} \cdot \mathbf{K}_{rr}^{-1} \cdot \mathbf{K}_{rp} \right) \cdot \mathbf{X}_p
\] (27)
\[
\frac{\partial \mathbf{R}_p}{\partial \alpha} = \frac{\partial \mathbf{R}_p}{\partial \alpha} = -\mathbf{K}_{pp} \cdot \mathbf{K}_{rr}^{-1} \cdot \frac{\partial \mathbf{R}_p}{\partial \alpha}.
\] (28)

The sum to calculate the macro stress is constructed over the boundary nodes, where displacements are prescribed, i.e. \( \frac{\partial f_j}{\partial \alpha} = \left( \frac{\partial \mathbf{R}_p}{\partial \alpha} \right)_j \). Therefore we only need (28) to construct the partial derivative of the macro stresses. It remains to calculate the partial derivative of the internal residual w.r.t. the material parameters. For this the internal variables like plastic strain, back stress and hardening evolution are summarized in the vector \( \mathbf{\beta} \). The inelastic material model is dealt with by using a recursive strategy to differentiate w.r.t. the material parameters, described in detail in [4]. The key point of this strategy is to view the stress and internal variables \( \mathbf{\beta} \) as dependent on the current and last load steps as well as the material parameters, i.e. \( \mathbf{\sigma}^k = \mathbf{\sigma}^k \left( \varepsilon^k, \varepsilon^{k-1}, \mathbf{\beta}^k, \mathbf{\beta}^{k-1}, \alpha \right) \), and \( \mathbf{\beta}^k = \mathbf{\beta}^k \left( \varepsilon^k, \varepsilon^{k-1}, \mathbf{\beta}^{k-1}, \alpha \right) \), and differentiate accordingly. The partial derivatives needed for parameter identification consider all dependencies but the strain of the current step, i.e. \( \frac{\partial \mathbf{\sigma}^k}{\partial \alpha} \) and \( \frac{\partial \mathbf{\beta}^k}{\partial \alpha} \). The total derivatives from the last step are a vital ingredient for this calculation and are constructed at the beginning of the current step using the results from the last step. The total derivative of the microscopic displacements w.r.t. the material parameters (23) can be constructed by means of the partial derivatives
\[
\frac{\partial \mathbf{u}_r(\tilde{\varepsilon}(\alpha), \alpha)}{\partial \alpha} = -\mathbf{K}_{rr}^{-1} \cdot \frac{\partial \mathbf{R}_p}{\partial \alpha} \quad \text{and} \quad \frac{\partial \mathbf{u}_r(\varepsilon(\alpha), \alpha)}{\partial \varepsilon} = -\mathbf{K}_{rr}^{-1} \cdot \mathbf{K}_{rp} \cdot \mathbf{X}_p
\] (29)
as \( \frac{\partial \mathbf{u}_r}{\partial \alpha} = \frac{\partial \mathbf{u}_r}{\partial \varepsilon} \cdot \frac{\partial \varepsilon}{\partial \alpha} + \frac{\partial \mathbf{u}_r}{\partial \alpha} \), once \( \frac{\partial \varepsilon}{\partial \alpha} \) is known. Thus, we have a classical parameter identification step in the integration points. The special dependency of the prescribed micro displacements on the material parameters resulting from the two-scale homogenization scheme influences only the global microscopic equations (23) and (25).

3.3 Algorithm

The iteration procedure to calculate micro material parameter derivatives of displacements and forces at macroscopic scale and its steps are illustrated by the following scheme.

INIT \((k = 0)\): Initialize the derivatives of the macro displacements \( \frac{\partial \mathbf{u}_r^0}{\partial \alpha} = \mathbf{0} \). Furthermore, initialize the derivatives of the micro displacements \( \frac{\partial \mathbf{u}_r^0}{\partial \alpha} = \mathbf{0} \), \( \frac{\partial \mathbf{u}_r^0}{\partial \varepsilon} = \mathbf{0} \), and of the micro internal variables \( \frac{\partial \mathbf{\beta}^0}{\partial \alpha} = \mathbf{0} \), \( \frac{\partial \mathbf{\beta}^0}{\partial \varepsilon} = \mathbf{0} \) on all micro domains.

ITERATION

I) set \( k \rightarrow k + 1 \), known: \( \frac{\partial \mathbf{u}_r^{k-1}}{\partial \alpha} \)
II) after macro equilibrium calculations, on each macro element for each integration point:

A) construct \( \frac{d\bar{\varepsilon}^k}{d\alpha} \) from \( \frac{du^k}{d\alpha} \)

B) invoke subproblem on micro scale for each integration point

i) known:
\[ \frac{d\bar{\varepsilon}^k}{d\alpha}, \frac{\partial u^k}{\partial \bar{\varepsilon}^k}, \frac{\partial u^k}{\partial \alpha}, \frac{\partial \beta^k}{\partial \varepsilon^k}, \frac{\partial \beta^k}{\partial \alpha}, \frac{\partial f^k}{\partial \alpha} \]

ii) construct \( \frac{d\bar{u}^k}{d\alpha} = \frac{d\bar{\varepsilon}^k}{d\alpha} \cdot \frac{du^k}{d\alpha} + \frac{\partial u^k}{\partial \bar{\varepsilon}^k} \cdot \frac{d\bar{\varepsilon}^k}{d\alpha} \)

iii) after micro equilibrium calculations, on each micro element for each integration point:

a) construct \( \frac{d\varepsilon^k}{d\alpha} \) from \( \frac{du^k}{d\alpha} \)

b) construct \( \frac{d\beta^k}{d\alpha} = \frac{\partial \beta^k}{\partial \varepsilon^k} \cdot \frac{d\varepsilon^k}{d\alpha} + \frac{\partial \beta^k}{\partial \alpha} \cdot \frac{d\varepsilon^k}{d\alpha} \)

c) calculate \( \frac{\partial \sigma^k}{\partial \alpha}, \frac{\partial \beta^k}{\partial \varepsilon^k} \) and save \( \frac{\partial \beta^k}{\partial \alpha} \) for next step

d) calculate \( \frac{\partial R_{\text{int},k}^i}{\partial \alpha} \)

iv) assemble global artificial load vector \( \frac{\partial R_{\text{int},k}^i}{\partial \alpha} \)

v) determine \( \frac{\partial u^k}{\partial \alpha}, \frac{\partial u^k}{\partial \bar{\varepsilon}^k} \) \( \text{(29)}, \frac{\partial f^k}{\partial \alpha} \) \( \text{(28)} \) and save \( \frac{\partial u^k}{\partial \alpha}, \frac{\partial u^k}{\partial \bar{\varepsilon}^k} \) for next step

vi) calculate \( \frac{\partial \bar{\varepsilon}^k}{\partial \alpha} \) \( \text{(18)} \) from \( \frac{\partial f^k}{\partial \alpha} \) and give it back to macro scale

C) use \( \frac{\partial \beta^k}{\partial \alpha} \) to calculate \( \frac{\partial R_{\text{int},k}^i}{\partial \alpha} \) \( \text{(17)} \)

III) assemble global artificial load vector \( \frac{\partial R_{\text{int},k}^i}{\partial \alpha} \)

IV) solve for \( \frac{du^k}{d\alpha} \) \( \text{(15)}, \frac{df^k}{d\alpha} \) \( \text{(16)} \) and go to step I.

4 NUMERICAL EXAMPLE

In a first investigation on the functionality of the proposed multi-scale method for parameter identification, reidentification for numerical examples is considered. Therefore the numerical simulations are carried out for given material parameters on the micro scale. Then the optimization algorithm is employed to solve the problem for several starting points.

The example setting is illustrated in figure 2. The geometry at the macroscopic scale is a punched disk, which is elongated in five steps to a total of 1.5 % elongation. The hole has a radius of 1 mm and is centered at the quadratic disk with base length 4 mm and thickness 1 mm. The microscopic domain consists of a cube with an ellipsoidal void. The ellipsoid with radii \( a = 4.8, b = 3.2, c = 4.0 \) is placed at the center of a cube with base length 10. 'Linear displacement’ boundary conditions were employed.

We assume a microscopic material law of von Mises plasticity with linear isotropic hardening. For the reference solution the material parameters at the micro scale are given as \( K = 73.53, \mu = 28.20, \sigma_Y = 0.30, h = 15.00 \) in GPa. The displacements at the
front and back as well as the resultant force on top and bottom of the macro disk are the entries in the objective function. The optimization algorithm `lsqnonlin` from MATLAB’s Optimization Toolbox is used to minimize the optimization problem. Four starting points are presented: 1 (80.47, 31.63, 0.27, 16.86), 2 (84.23, 34.07, 0.28, 18.50), 3 (69.26, 33.93, 0.23, 17.85), 4 (88.90, 30.61, 0.25, 15.94).

Results for each starting point are shown in figure 3. The plot on the left depicts the infinity norm of the gradient of the objective function against the iterations of the optimization. The decrease indicates the convergence to a stationary point. The plot on the right depicts the maximal relative error of the identified material parameters with respect to the reference parameters, also against the iterations of the optimization. In both plots the y-axes use a logarithmic scale. As can be seen, the optimization convergences and the identified micro parameters indeed coincide with the reference parameters.

5 CONCLUSIONS

In this paper the coupling of classical parameter identification and the FE²-method is described. The gradient information of the objective function is derived leading from macroscopic derivatives down to microscopic derivatives. A calculation scheme covering
the main steps within the recursive approach at the two scales is shown. The example illustrates that the correct material parameters of the micro scale, both elastic and plastic ones, can be identified using only the macroscopic data. The optimization converges successfully in a small to moderate number of steps. Thus we conclude that the two-scale parameter identification can be solved using the proposed scheme.

However, more research into the stability and robustness of the method is required. The method relies on observable nonlinear effects at the macro scale. If the plastic effects on the micro structure appear only very locally confined, the effects on the macro scale may become negligible small and therefore pose only insufficient data.

Furthermore, for improving the computational costs we will investigate the effects of separate identification of elastic and plastic materials as well as the effects of the coupling of 2-D macro to 3-D micro simulations.
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Abstract. This contribution deals with a comparative investigation of two 3D material models for concrete. The models under consideration are a modified version of the Extended Leon model and the damage-plasticity model proposed by Grassl and Jirásek. The results of extensive comparisons of the model response with test data motivated some modifications of both concrete models, in particular, regarding the evolution of damage.

1 INTRODUCTION

Several 3D constitutive models for concrete were proposed in the last decade. E.g., Pivonka [2] developed a modified version of the Extended Leon model [1], which is formulated within the framework of plasticity theory, and applied it to the numerical simulation of pull-out tests of anchor bolts. Schütt [3] proposed a non-smooth multi-surface damage-plasticity model and employed it for the analysis of composite structures. Huber [4] compared a 3D multi-surface plasticity model for concrete with a 3D gradient enhanced damage model. Recently, a 3D concrete model, based on a combination of plasticity theory and damage theory, was proposed by Grassl and Jirásek [5].

This contribution focuses on a comparative investigation of the modified Extended Leon model [2] and the damage-plasticity model [5]. To this end, the models are implemented into the commercial FE-analysis program system ABAQUS [6] by means of a return mapping algorithm, which is enhanced by substepping and error-control in order to improve robustness and accuracy of the stress update.

The results of extensive validation of the model response by material tests motivated some modifications of both concrete models, in particular, regarding the evolution of damage.
damage. Furthermore, the numerical simulation of a well-known 3D benchmark test demonstrates the capabilities of an enhanced version of the damage-plasticity model for the analysis of concrete structures.

2 3D CONSTITUTIVE MODELS FOR CONCRETE

2.1 Modified Extended Leon Model

The Extended Leon model is a single-surface plasticity model with nonlinear hardening and softening. It was developed by Etse [1] and modified later by Pivonka [2]. The latter version is described and employed in this paper.

The yield function of the Extended Leon (EL) model

\[
f_{EL}(\sigma^m, \rho, \theta; \alpha_h, \alpha_s) = \left[ 1 - q_h(\alpha_h) \left( \frac{\rho r(\theta)}{f_{cu}} \right)^2 + \sqrt{\frac{3}{2}} \frac{\rho r(\theta)}{f_{cu}} \right]^2 + \frac{q_h^2(\alpha_h)}{f_{cu}} m_s(\alpha_s) \left( \frac{\sigma^m + \rho r(\theta)}{\sqrt{6}} \right) - q_h^2(\alpha_h) q_s(\alpha_s) \]

(1)

is formulated in terms of the hydrostatic stress \(\sigma^m\), the deviatoric radius \(\rho\), the Lode angle \(\theta\), the strain-like internal hardening variable \(\alpha_h\) and the strain-like internal softening variable \(\alpha_s\); \(f_{cu}\) denotes the uniaxial compressive strength of concrete and \(r(\theta)\) a deviatoric shape function, with the limiting cases of a triangular and circular yield function in the deviatoric plane.

The plastic strain rate is described by a flow rule, which is associated in the deviatoric plane and non-associated in the meridional plane.

Hardening behavior of the Extended Leon model is described by the normalized strength parameter

\[
q_h(\alpha_h) = \begin{cases} 
q_{h_0} + (1 - q_{h_0}) \sqrt{\alpha_h (2 - \alpha_h)} & \text{if } \alpha_h < 1 \\
1 & \text{if } \alpha_h \geq 1 
\end{cases} 
\]

(2)

where \(q_{h_0} = f_{cy}/f_{cu}\) denotes the initial value of \(q_h\), which represents the ratio of the elastic limit stress under compressive loading, \(f_{cy}\), and the uniaxial compressive strength.

The evolution law of the strain-like internal hardening variable is given as

\[
\dot{\alpha}_h(\sigma^m, \rho, \theta; \alpha_h, \alpha_s) = \frac{\|\dot{\varepsilon}^p\|}{x_h(\sigma^m)} = \dot{\gamma} h_k(\sigma^m, \rho, \theta; \alpha_h, \alpha_s) 
\]

(3)

with \(x_h(\sigma^m)\) denoting the hardening ductility parameter, which increases with increasing hydrostatic pressure. Hence, the rate of the internal hardening variable \(\alpha_h\) is decreasing for increasing values of the confining pressure.
Softening behaviour is controlled by the decohesion parameter

\[ q_s(\alpha_s) = \begin{cases} 1 & \text{if } \alpha_h < 1 \\ e^{-(\alpha_h/\alpha_s)} & \text{if } \alpha_h \geq 1 \end{cases}, \]

which is driven by the strain-like internal softening variable \( \alpha_s \); \( \alpha_u = G_I^f/(l_{char} f_{tu}) \) is employed for regularizing the softening behavior with \( G_I^f \) as the specific mode I fracture energy of concrete, \( l_{char} \) as the characteristic length of the finite element and \( f_{tu} \) as the uniaxial tensile strength.

The evolution law of the strain-like internal softening variable \( \alpha_s \) is defined as

\[ \dot{\alpha}_s(\sigma^m, \rho, \theta; \alpha_h, \alpha_s) = \left\| \langle \dot{\varepsilon}_p \rangle \right\|_{x_s(\sigma^m)} = \dot{\gamma}_h s(\sigma^m, \rho, \theta; \alpha_h, \alpha_s), \]

with \( x_s(\sigma^m) \) denoting the softening ductility parameter depending on the maximum value of the mean stress.

The friction parameter \( m_s \) in (1) is defined as

\[ m_s(\alpha_s) = \begin{cases} m_0 & \text{if } \alpha_h < 1 \\ m_r - (m_r - m_0) q_s(\alpha_s) & \text{if } \alpha_h \geq 1 \end{cases}, \]

where \( m_0 \) and \( m_r \) are the initial and the residual friction parameter, respectively.

## 2.2 Damage-plasticity model by Grassl and Jirásek

The damage-plasticity model by Grassl and Jirásek [5] is a single-surface model with nonlinear isotropic hardening, formulated within the framework of plasticity theory, and nonlinear isotropic softening, described on the basis of damage theory. The yield function of the damage-plasticity (DP) model is given in terms of the effective mean stress \( \bar{\sigma}^m \), the effective deviatoric radius \( \bar{\rho} \) and the effective Lode angle \( \bar{\theta} \) and the strain-like internal hardening variable \( \alpha_p \):

\[
 f_{p,DP}(\bar{\sigma}^m, \bar{\rho}, \bar{\theta}; \alpha_p) = \left[ 1 - q_h(\alpha_p) \left( \bar{\sigma}^m + \frac{\bar{\rho}}{\sqrt{6}} \right)^2 + \sqrt{\frac{3}{2}} \frac{\bar{\rho}}{f_{cu}} \right]^2 + \frac{m_0 q_h^2(\alpha_p)}{f_{cu}} \left( \bar{\sigma}^m + \frac{\bar{\rho}}{\sqrt{6}} r(\bar{\theta}) \right) - q_h^2(\alpha_p). \]

The shape of the yield function in the deviatoric plane is controlled by a deviatoric shape function \( r(\bar{\theta}) \); \( m_0 \) denotes a friction parameter. The plastic strain rate is described by a flow rule, which is non-associated in both the deviatoric and the meridional plane.
Hardening is described by the normalized strength parameter
\[ q_h(\alpha_p) = \begin{cases} 
q_{h_0} + (1 - q_{h_0}) \alpha_p \left( \alpha_p^2 - 3\alpha_p + 3 \right) & \text{if } \alpha_p < 1 \\
1 & \text{if } \alpha_p \geq 1
\end{cases} \]  
(8)
The evolution of the strain-like internal hardening variable is given as
\[ \dot{\alpha}_p(\bar{\sigma}_m, \bar{\rho}, \bar{\theta}; \alpha_p) = \frac{\|\dot{\epsilon}^p\|}{x_h(\bar{\sigma}_m)} 4 \cos^2(\bar{\theta}) = \dot{\gamma} h_p(\bar{\sigma}_m, \bar{\rho}, \bar{\theta}; \alpha_p) \]  
(9)
with the hardening ductility parameter \( x_h(\bar{\sigma}_m) \), defined in a different manner from the
Extended Leon model (cf. [5]). The yield surface (7) in the principal stress space is shown
for five different states during hardening in Fig. 1.

Softening material behavior of the damage-plasticity model is described by an isotropic
damage law. The damage loading function is formulated in the strain-space as
\[ f_{d,DP}(\epsilon, \epsilon^p; \alpha_d) = \tilde{\epsilon}(\epsilon, \epsilon^p) - \alpha_d, \]  
(10)
where \( \tilde{\epsilon} \) represents the equivalent strain and \( \alpha_d \) the strain-like internal softening variable.

Since the original version of the evolution law of the damage variable produces sharp
bends of compressive stress-strain curves at the transition from hardening to softening, it
is replaced in the present work by
\[ \omega(\bar{\sigma}_d^m; \alpha_d) = 1 - X(\bar{\sigma}_d^m) \frac{1}{\left( 1 + \frac{\alpha_d}{\varepsilon_{f,t}} \right)^2} - \left[ 1 - X(\bar{\sigma}_d^m) \right] e^{-\left( \alpha_d/\varepsilon_{f,t} \right)^2} \]  
(11)
with $\varepsilon_{f,t}$ and $\varepsilon_{f,c}$ controlling the slope of the softening curve and

$$X(\sigma_d^m) = \begin{cases} 
0 & \text{if } \sigma_d^m \leq -\frac{f_{cu}}{3} \\
\frac{3\sigma_d^m}{f_{cu}} + 1 & \text{if } -\frac{f_{cu}}{3} < \sigma_d^m < 0 \\
1 & \text{if } \sigma_d^m \geq 0 
\end{cases}$$

(12)

determining the weight of the second and third term in (11) on the damage variable. Since $\sigma_d^m$ is equal to the effective mean stress at the onset of softening, $X$ is a constant parameter. For tensile loading with $\sigma_d^m \geq 0$ the shape of the softening curve is controlled only by the hyperbolic function which results in a steeper initial descent of the softening envelope. In contrast, for compressive loading with $\sigma_d^m \leq -\frac{f_{cu}}{3}$ the shape of the softening curve is controlled only by the quadratic exponential function. Thus, the sharp bend of stress-strain curves at the transition from hardening to softening, produced by the original damage law, is avoided. For $-\frac{f_{cu}}{3} < \sigma_d^m < 0$ multi-axial combined tension-compression loading is controlled by a combination of both functions.

The rate of the strain-like internal softening variable is given as

$$\dot{\alpha}_d = \begin{cases} 
0 & \text{if } \alpha_p < 1 \\
\dot{\varepsilon}_{p,\text{vol}} x_s(\dot{\varepsilon}_{p,\text{vol}}) & \text{if } \alpha_p \geq 1 
\end{cases},$$

(13)

where $\dot{\varepsilon}_{p,\text{vol}} = \dot{\varepsilon}_{ij}^P \delta_{ij}$ denotes the volumetric plastic strain rate and the softening ductility parameter $x_s(\dot{\varepsilon}_{p,\text{vol}})$ controls the evolution of the strain-like internal softening variable.

3 STRESS UPDATE ALGORITHM

For both concrete models the implicit backward Euler method is employed for integrating the constitutive rate equations. The resulting nonlinear system of equations is solved at each integration point for the stresses, the internal variables and the consistency parameters by means of Newton’s method. The consistent (damage-)elasto-plastic tangent moduli are employed for achieving a quadratic rate of asymptotic convergence at the structural level.

In order to increase the robustness of the stress update for larger strain increments the return mapping algorithm is enhanced by a substepping method proposed by Pérez-Foguet et al. [7]. It is characterized by subdividing the total strain increment of the time step under consideration into $m$ subincrements and performing the return mapping algorithm consecutively for all subincrements of the total strain increment by analogy to the well known single step method. Fig. 2 shows a comparison of the robustness of the single-step return mapping algorithm with the subincremented version of the return mapping algorithm for a set of trial stresses consisting of a grid of $51 \times 51$ equally spaced points. The grid is defined by $\sigma_m^{\text{trial}} = [-80, 20]$ N/mm$^2$, $\rho^{\text{trial}} = [0, 40]$ N/mm$^2$ and
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$\theta_{\text{trial}} = \pi/3$. For all stress points of this grid the initial values of the stresses, internal variables and damage variables are chosen as zero.

Fig. 2 clearly shows that in contrast to the single-step stress update, the stress update with subincrementation converges for all investigated trial stresses. In the hardening region the relative errors of the stresses are increasing with increasing distance from the boundary of the elastic domain, indicated in Fig. 2 by the black curve. In the softening domain the relative errors are larger than in the hardening domain because the nonlinearity of the underlying problem in tension is more pronounced than in compression.

In order to avoid larger integration errors as shown in Figure 2 (right), the size of the initial subincrement is determined according to a user-defined error threshold value for the stresses. To this end, for the time step under consideration two solutions for the stresses are computed based on different subincrement sizes. If the relative error of the stresses is smaller than the user-defined threshold value, then the solution is accepted, otherwise the number of subincrements is increased.

The single step integration and the subincrementation mainly differ by the computation of the consistent tangent moduli, since the latter method requires additional terms resulting from the variation of the stresses and internal variables of the previous subincrement [7, 8] and, in addition, the consistent tangent moduli for the actual subincrement depend on those of the previous subincrement. Hence, computing the consistent elasto-plastic tangent moduli for the substepping method is more expensive than computing those for the single-step method.

Figure 2: Iso-error maps for the stress update by the single-step Newton method (left) and the Newton method with subincrementation (right); white dots indicate points with failure of convergence.
4 VALIDATION AND APPLICATION

The modified Extended Leon model by Pivonka and the damage-plasticity model by Grassl and Jirásek were validated by experimental data of several test series on concrete specimens subjected to different stress paths, which are available in the literature. The investigation is documented in [8]. This validation confirmed the superiority of the damage-plasticity model. In the following, exemplarily, only a comparison of the results of triaxial compression tests with different levels of confinement, described in [9], with the respective model response is presented.

In a further validation step the modified damage-plasticity concrete model is applied to the numerical simulation of well-known 3D benchmark tests, including cylindrical concrete specimens subjected to torsional loading, cyclic loading tests of RC squat bridge columns and tests on beam-shaped concrete specimens, subjected to combined bending and torsional loading. In the following, only the latter benchmark test is addressed briefly. The analysis of all benchmark tests is documented in [8].

4.1 Validation by material tests

The material parameters of the concrete specimens, tested by Imran and Pantazopoulou [9], are given in Table 1. In this table $G_{f}^{I}$ is estimated according to [10] from the maximum aggregate size of $d_{\text{max}} = 10$ mm.

<table>
<thead>
<tr>
<th>parameter</th>
<th>(mean) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{c}$</td>
<td>30000.00 N/mm$^2$</td>
</tr>
<tr>
<td>$\nu_{c}$</td>
<td>0.15</td>
</tr>
<tr>
<td>$f_{\text{cu}}$</td>
<td>47.40 N/mm$^2$</td>
</tr>
<tr>
<td>$f_{\text{tu}}$</td>
<td>4.74 N/mm$^2$</td>
</tr>
<tr>
<td>$G_{f}^{I}$</td>
<td>0.0780 Nmm/mm$^2$</td>
</tr>
</tbody>
</table>

Fig. 3 shows a comparison of experimental data and the computed response for triaxial compression tests with different levels of confinement. The peak stresses at different levels of confinement are predicted well by both models. However, the modified Extended Leon model (ELM) underestimates both, the axial and lateral strain, in particular, for higher levels of confinement.

In contrast to the modified Extended Leon model, the damage-plasticity model (DPM) by Grassl and Jirásek yields good agreement of measured and predicted axial and lateral strains for different levels of confinement. A further slight improvement is achieved by the enhanced softening law (11), as the artificial sharp bends are eliminated (DPM-enh.).
4.2 Benchmark test: the PCT-3D test

In the PCT-3D tests, conducted at the University of Innsbruck, prismatic concrete specimens with dimensions of 180 × 180 × 600 mm were subjected to combined bending and torsional loading. The test layout is described in detail in [11]. Fig. 4 shows the FE-mesh of the concrete specimen, the support rollers and the load application roller. The concrete specimen and the steel components are discretized by altogether 69372 3D isoparametric 20-node elements with reduced numerical integration.

A notch of isosceles triangular shape of 60 mm length in both vertical and horizontal direction with a notch width of 5 mm was provided at midspan of the specimen at the tensile faces for triggering crack initiation. At an offset of 30 mm from the front face of the specimen a concentrated vertical load was applied to the load application roller, which resulted in combined bending and torsional loading. In the numerical simulation after application of the dead load the concentrated load is applied by prescribing a vertical displacement at a single node of the load application roller.

The material parameters are summarized in Table 2. The uniaxial tensile strength and the specific mode I fracture energy of concrete are estimated according to [10].

The scatter of the experimental results regarding the load-crack mouth opening curve and the respective mean value as well as the numerical results for the PCT-3D test are
shown in Fig. 5. In the numerical simulation the onset of cracking is predicted at the center of the base of the triangular notch. With increasing vertical displacement of the point of load application, the crack starts propagating along the base of the triangular notch and subsequently along the top face towards the rear face. At peak load the predicted crack extends from the notch to the rear side of the specimen. In contrast to the front face, at the top face the crack propagates in one row of elements (see Fig. 6). However, in the experiments a slightly curved crack was observed at the top face. Hence, the present model shows some mesh induced bias as a consequence of the employed smeared crack approach. Nevertheless, the overall structural behavior is predicted very well by the present model.

5 CONCLUSIONS

The comparison of the response of two constitutive models for concrete, consisting of a modified version of the Extended Leon model by Pivonka and the damage-plasticity model by Grassl and Jirásek, conducted for several sets of experimental material data, clearly revealed the superiority of the damage-plasticity model. Both models were implemented
Figure 5: Measured and computed load-crack mouth opening displacement curves for the PCT-3D test

Figure 6: Predicted crack pattern at failure of the PCT-3D test ($SDV^9 \equiv \omega$, deformations 50-fold magnified)
into the commercial finite element program ABAQUS, employing the return mapping algorithm, enhanced by substepping and error control, for the stress update. Several benchmark tests conducted on concrete specimens with loadings producing pronounced 3D stress states were analyzed to thoroughly check both the model response and the robustness of the stress update algorithm. The benchmark tests confirmed the capabilities of the enhanced version of the damage-plasticity model for solving large-scale problems in Civil Engineering. An example for the latter is the numerical simulation of an ultimate load test on a 3D model of a concrete arch dam on a scale of 1:200. It allowed a comparison of the predicted response with test data. The finite element mesh, shown in Fig. 7, comprises both the arch dam and the adjacent rock foundation. It consists of about 267,000 3D linear finite elements with altogether 914,000 degrees of freedom. The test setup, the numerical model and the comparison of the predicted response with the test data are described in detail in [8].

![ Finite element mesh of the arch dam model ]

**Figure 7:** Finite element mesh of the arch dam model
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Abstract. The present paper is concerned with the development of an effective finite element tool for the simulation of crack propagation in thin structures, induced by contact or impact against sharp objects. In particular the purpose is the refinement and further development of a recently proposed finite element approach for the simulation of the blade cutting of thin membranes [1]. Standard cohesive interface elements are not suited for the simulation of this type of cutting, dominated by the blade sharpness and by large failure opening of the cohesive interface. The new concept of “directional” cohesive element, to be placed at the interface between adjacent shell elements, where the cohesive forces can have different directions on the two sides of the crack whenever the cohesive region is crossed by the cutting blade, was introduced in [1] for elastic 4-node full-integration shell elements with dissipation localized inside the interface elements, in the framework of an explicit dynamics formulation. In the present paper the computational efficiency of the proposed approach is investigated by considering applications to different test problems, modifying the shell element kinematics. Some considerations about a reduced integration solid-shell element are here reported; the interaction between this kind of element and directional cohesive elements is under study.

1 INTRODUCTION

Thin structures are typically modeled using shell finite elements. Since many years, most explicit commercial finite element codes (see e.g. Abaqus and LS-Dyna) offer the possibility to simulate crack propagation in shells by eliminating from the model those finite elements where developing damage has reached a critical threshold. While this approach provides good results for the simulation of diffused damage due to explosions or crashes against large obstacles, it is not convenient for the simulation of the propagation of isolated cracks in large structures or of localized damages produced by sharp obstacles.
This type of problems appear to be better tackled by approaches based on the use of cohesive fracture models, capable to transmit cohesive forces across either an intra-element or inter-element displacement discontinuity [3],[4]. Among the different types of crack propagation problems in thin structures, the mechanics of cutting a shell with a sharp object or tool has attracted particular attention in view of its engineering interest [5]. Standard cohesive interface elements are not suited for the simulation of this type of cutting, dominated by the blade sharpness and by large failure opening of the cohesive interface. The new concept of “directional” cohesive element, to be placed at the interface between adjacent shell elements, where the cohesive forces can have different directions on the two sides of the crack whenever the cohesive region is crossed by the cutting blade, was introduced in [1] for elastic shells with dissipation localized inside the interface elements, in the framework of an explicit dynamics formulation. In the present paper the proposed approach is briefly summarized and used to simulate the cutting of a thin rubber sheet, on the basis of the experimental test discussed in [6]. In [1] the interface element was applied in conjunction with full integration 4-node shell elements (MITC4 elements [7]). For future application to elastoplastic laminated shells, the kinematics of a computationally effective reduced integration solid shell element is discussed and its possible use in the present explicit dynamics context is investigated.

2 COHESIVE ELEMENTS

2.1 Model description

In standard finite element approaches to fracture, based on the introduction of a cohesive interface between adjacent shell elements, due to the crack propagation opposite cohesive forces develop across the displacement discontinuity. The direction of the opposite forces depends only on the direction of the displacement jump and on the adopted cohesive law. When the material is quasi-brittle and/or the impacting object is blunt, there is no interference between the object and the cohesive region because the ultimate cohesive opening displacement is much smaller than the typical size of the cutter. On the contrary, when the material is very ductile or the cutting blade is sharp, it may well happen that the blade intersects the trajectory of the cohesive forces, giving rise to inaccurate predictions of the crack propagation. For these reasons, a new concept of “directional” cohesive interface element, where the cohesive forces acting on the crack opposite faces have different directions when the process zone is crossed by the cutting blade, has been proposed in [1] and is briefly recalled below.

The implementation of these “directional” cohesive elements follows the following steps. When the selected fracture criterion is met at a given node, the node is duplicated and it is assumed that cohesive forces $F_i^\pm$ are transmitted between the newly created pair of nodes $i^\pm$ by a massless “cable”, i.e. a truss element ad hoc introduced in the model in correspondence of each pair of separating nodes. In the current implementation, the cohesive cables are attached to nodes lying in the middle surface of the shell. Contact of
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Figure 1: Cohesive forces between detaching elements.

Figure 2: Cutting of a rubber sheet: (a) test setup and (b) experimental results.

cable elements (which are geometric entities) against the cutting blade is checked. When a point of a cable element is detected to be in contact with the blade, the cable element is subdivided into two elements by introducing a joint in correspondence of the contact point (see Fig. 1). The force transmitted by the cables depends on their length (rather than on the distance between opposite crack nodes as in standard cohesive elements) according to the adopted cohesive law. When the current total cable length exceeds the limit value, the cable is removed and no forces are anymore transmitted between the opposite nodes.

2.2 Model validation

In order to validate this new approach, the force-controlled cutting of a pre-tensioned rubber sheet is simulated. The test setup and the recorded [6] cutting force at unstable propagation onset are shown in Fig. 2 for varying pre-tensioning and rubber sheet width. The test geometry and mesh shown in Fig. 3a have been considered, with length $L =$
Figure 3: Cutting of a rubber sheet: (a) dimensions and mesh of the rubber sheet and (b) cohesive law and blade shape.

40 mm, width $D = 32$ mm, thickness $t = 0.1$ mm, initial defect $a = 5$ mm, Young modulus $E = 1$ MPa, Poisson ratio $\nu = 0.45$ and the cohesive law shown in Fig. 3b. Imposing a transverse tensile strain of 18%, a cutting force at unstable crack propagation equal to about 150 N/m is expected to be obtained (see circled dot in Fig. 2b).

The numerical results of the explicit dynamics simulation are shown in Fig. 4. The first plot shows the evolution of the vertical reaction force at the lateral clamps. The first part of the plot concerns the initial pre-tensioning phase. The second part concerns the cutting phase. The second plot shows the time evolution of the contact force at the blade tip. As it can be observed, this oscillates about the experimentally measured value of 0.015 N, which confirms the good accuracy of the simulation.

3 SOLID-SHELL ELEMENTS

The MITC4 shell elements used in the previous example need four integration points in the shell plane and at least two integration points along the thickness for a total of eight integration points. The introduction of material non-linearities, requires a higher number of Gauss points, leading to increasing computational costs.

Several types of 8-node solid-shell elements have been recently proposed in the literature. Among these, the SHB8PS element proposed by Abed-Meraim and Combescure [9] has eight nodes, only one integration point in the plane and an arbitrary number of integration points, with a minimum of two, distributed along the thickness direction and it is based on the assumed strain stabilization proposed by Belytschko and Bindeman[8]. Combescure’s element is here reconsidered with some modifications aimed at improving its computational effectiveness, especially in explicit dynamics analyses (see [9] for a detailed
Figure 4: Cutting of a rubber sheet. Numerical results: vertical reaction force evolution at lateral clamps (upper plot); evolution of contact force at cutter tip (lower plot).

3.1 SHB8PS element

SHB8PS is a hexahedral, 8-node, isoparametric element with three-linear interpolation. It makes use of a set of $n_{int}$ integration points distributed along the $\zeta$ direction in the local coordinate frame as shown in Fig. 5.

Figure 5: SHB8PS reference geometry, integration points location and nodal coordinates.

Indicating with $d_i$ and $x_i$ the vectors of nodal displacements and coordinates for each element, Belytschko and Bindeman have shown that the nodal displacements can be
expressed as:

\[ d_i = a_{0i}s + a_{1i}x_1 + a_{2i}x_2 + a_{3i}x_3 + c_{1i}h_1 + c_{2i}h_2 + c_{3i}h_3 + c_{4i}h_4 \]  \hspace{1cm} (1)\]

where

\[ s^T = (1, 1, 1, 1, 1, 1, 1, 1) \]

\[ h_1^T = (1, 1, -1, -1, -1, 1, 1, 1) \]

\[ h_2^T = (1, -1, -1, 1, 1, 1, 1, 1) \]

\[ h_3^T = (-1, 1, -1, 1, 1, 1, 1, 1) \]

\[ h_4^T = (-1, -1, 1, -1, 1, 1, 1, 1) \]

\[ a_{ji} = b_j^T \cdot d_i, \quad c_{\alpha i} = \gamma_{\alpha}^T \cdot d_i, \quad i, j = 1 \ldots 3 \]

and \( \gamma_{\alpha} \) and the mean form \( b_i \) of Flanagan and Belytschko [10] are defined as \( (N \) being the shape functions):

\[ \gamma_{\alpha} = \frac{1}{8} \left[ h_\alpha - \sum_{j=1}^{3} (h_\alpha^T \cdot x_j)b_j \right], \quad \alpha = 1, \ldots, 4 \]  \hspace{1cm} (2)\]

Defining the four functions

\[ h_1 = \eta \zeta, \quad h_2 = \zeta \xi, \quad h_3 = \xi \eta, \quad h_4 = \xi \eta \zeta \]  \hspace{1cm} (3)\]

this allows to express the discrete gradient operator relating the strain field to the nodal displacements as

\[ \nabla(u) = B \cdot d \quad \text{with} \]

\[ B = \begin{bmatrix}
    b_x^T + h_{\alpha x} \gamma_{\alpha}^T & 0 & 0 \\
    0 & b_y^T + h_{\alpha y} \gamma_{\alpha}^T & 0 \\
    0 & 0 & b_z^T + h_{\alpha z} \gamma_{\alpha}^T \\
    b_y^T + h_{\alpha y} \gamma_{\alpha}^T & b_x^T + h_{\alpha x} \gamma_{\alpha}^T & 0 \\
    0 & b_z^T + h_{\alpha z} \gamma_{\alpha}^T & b_y^T + h_{\alpha y} \gamma_{\alpha}^T \\
    b_z^T + h_{\alpha z} \gamma_{\alpha}^T & 0 & b_x^T + h_{\alpha x} \gamma_{\alpha}^T 
\end{bmatrix} \]  \hspace{1cm} (4)\]

For a set of \( n_{\text{int}} \) integration points \( (I = 1, \ldots, n_{\text{int}}) \), with coordinates \( \xi_I = \eta_I = 0, \zeta_I \neq 0 \), the derivatives \( h_{\alpha i} (\alpha = 3, 4; i = 1, 2, 3) \) vanish, so that (4) reduces to a matrix \( B_{12} \) where the sum on the repeated index \( \alpha \) only goes from 1 to 2, leading to six hourglass modes in the element stiffness matrix \( K_e \):

\[ K_e = \int_{\Omega_e} B^T \cdot C \cdot B d\Omega = \sum_{I=1}^{n_{\text{int}}} \omega(\zeta_I) J(\zeta_I) B^T(\zeta_I) \cdot C \cdot B(\zeta_I) \]  \hspace{1cm} (5)\]

where \( \omega(\zeta_I) \) are Gauss’ weights, \( J(\zeta_I) \) is the geometry Jacobian, and \( C \) the matrix of elastic moduli.
The stabilization of the hourglass modes is obtained assuming a modified compatibility operator \( \bar{B} \):

\[
\bar{B} = B_{12} + B_{34}
\]  

(6)

where \( B_{34} \) is a stabilization term, computed in a co-rotational system, having the following expression [9]:

\[
B_{34} = \begin{bmatrix}
\sum_{\alpha=3}^{4} h_{\alpha,x} \gamma_{\alpha}^T & 0 & 0 \\
0 & \sum_{\alpha=3}^{4} h_{\alpha,y} \gamma_{\alpha}^T & 0 \\
0 & 0 & h_{3,z} \gamma_{3}^T \\
0 & 0 & 0 \\
0 & 0 & h_{4,z} \gamma_{4}^T
\end{bmatrix}
\]  

(7)

The elastic stiffness matrix is then given by the sum of the following contributions:

\[
K_{12} = \int_{\Omega} B_{12}^T \cdot C \cdot B_{12} d\Omega = \sum_{I=1}^{n_{int}} \omega(\zeta_I) J(\zeta_I) B_{12}^T(\zeta_I) \cdot C \cdot B_{12}(\zeta_I)
\]  

(8)

\[
K_{STAB} = \int_{\Omega} B_{12}^T \cdot C \cdot B_{34} d\Omega + \int_{\Omega} B_{34}^T \cdot C \cdot B_{12} d\Omega + \int_{\Omega} B_{34}^T \cdot C \cdot B_{34} d\Omega
\]  

(9)

The stabilization terms are evaluated in a co-rotational system allowing to compute the integrals analytically, in this way improving accuracy and saving computing time.

3.2 Enhanced Assumed Strain EAS

Solid-shell elements are well known to be affected by volumetric locking and by the so-called Poisson thickness locking. Volumetric locking occurs when the material approaches incompressibility. Poisson thickness locking reveals itself in out-of-plane bending, e.g. about the \( \eta \)-axis (see Fig. 6). The analytical solution of the problem leads to a transverse normal strain \( \varepsilon_{\zeta\zeta} \), which is constant within the shell plane but linear in the thickness direction \( \zeta \), while the assumed displacement model leads to \( \varepsilon_{\zeta\zeta} \) constant through the thickness. To avoid Poisson thickness locking and volumetric locking, the strain terms \( \varepsilon_{\xi\xi} \), \( \varepsilon_{\eta\eta} \) and \( \varepsilon_{\zeta\zeta} \) must be modeled through the thickness by polynomials of the same order. This can be achieved by enhancing the strain component \( \varepsilon_{\zeta\zeta} \) in \( \zeta \) direction by use of the EAS concept, as proposed e.g. in [11] and [12]. The covariant strain enhancement is expressed as

\[
\varepsilon_{enh} = B_{enh} W_{enh}
\]  

(10)

where

\[
B_{enh} = [0, 0, \zeta, 0, 0, 0]^T
\]  

(11)
and $W_{\text{enh}}$ is the enhancement degree-of-freedom of the considered element, which enriches $\varepsilon_{zz}$ linearly in $\zeta$. The computationally inexpensive EAS approach avoids to make use of the modified plane-stress elastic tensor, used to this purpose in [9], which requires the definition of an additional material co-rotational reference frame.

Figure 6: Bending about $\eta$-axis.

Application of the enhanced SHB8PS element to the cantilever plate strip under a tip load proposed in [13] (see Fig. 7) produces the results shown in Fig. 8.

Figure 7: Cantilever plate strip: (a) geometry and load; (b) mesh.

<table>
<thead>
<tr>
<th>L</th>
<th>B</th>
<th>T</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 mm</td>
<td>1 mm</td>
<td>0.1 mm</td>
<td>$10^7$ N/mm$^2$</td>
</tr>
</tbody>
</table>

Figure 7: Cantilever plate strip: (a) geometry and load; (b) mesh.

Table 1: Plate strip parameters

The plate strip is characterized by the geometric and material parameters reported in Table 1. The small-displacements out-of-plane bending behavior in the near incompressible limit is studied. The mesh consists of 16 regular elements while a total tip force of 40 N is applied in 10 time steps. Poisson’s ratio is varied between $\nu = 0$ and $\nu = 0.499$, and load vs. displacement diagrams are shown in Figs. 8. It can be noted that while the SHB8PS element without any correction of the behavior in the thickness direction is
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Figure 8: Cantilever plate strip under tip load: (a) SHB8PS element without EAS enhancement; (b) with EAS enhancement.

sensitive to Poisson’s ratio variations (Fig. 8a), complete insensitivity of the response is shown by its enhanced version (Fig. 8b). A similar insensitivity is also obtained using the modified plane-stress elastic tensor as proposed in [9], though at the cost of computing a new co-rotational frame at each increment.

3.3 Element modification for explicit dynamics

For application to problems of the type considered in section 2, with contact and crack propagation, explicit dynamics approaches are usually preferred. However, the incorporation of solid-shell elements into an explicit code leads to very small time increments due to the element small thickness compared to the in-plane dimensions. Time-step sizes of the same order of magnitude of those required by normal shell elements, such as the MITC4 used in section 2, can be obtained by means of a variable transformation, where new translational and rotational degrees of freedom in the element middle plane are introduced according to the following definition:

\[
\begin{align*}
u_i & = \frac{u_a + u_b}{2} & i = 1, \ldots, 4 & a = 1, 2, 3, 4 & b = 5, 6, 7, 8 \\
\phi_i & = \frac{u_b - u_a}{2} & i = 1, \ldots, 4 & a = 1, 2, 3, 4 & b = 5, 6, 7, 8
\end{align*}
\]

(12)

(13)

where \( a = 1, 2, 3, 4 \) and \( b = 5, 6, 7, 8 \) indicate nodes belonging to the lower and upper element faces, respectively, as depicted in Fig. 5. In this way it is possible to introduce a selective scaling of masses corresponding to the \( \phi_i \) degrees of freedom, as is usually done in shell elements [14]. The effectiveness of this provision is studied by simulating the cantilever beam described in Fig. 9, impulsively loaded by a uniformly distributed transverse load. The beam has length \( L = 10 \text{ mm} \), a rectangular cross section of width
Figure 9: Impulsively loaded cantilever beam: (a) Finite element undeformed/deformed mesh and (b) applied load.

$B = 2.5$ mm and thickness $T = 0.0074$ mm, Young modulus $E = 1768$ MPa, Poisson ratio $\nu = 0.3$, density $\rho = 3 \cdot 10^{-9}$ T/mm$^3$. The problem has been analyzed using three different types of elements: MITC4, SHB8PS and improved SHB8PS. The stable time increments obtained in the three cases according to Gerschgorin’s theorem are reported in Table 2. It can be seen that the SHB8PS with transformed degrees of freedom leads to a stable time step of the same order of the MITC4, two orders of magnitude smaller than the standard SHB8PS. The displacement evolution of the beam tip, obtained by MITC4 and improved SHB8PS elements, is shown in Fig. 10. An almost complete agreement between the two analyses can be observed.

<table>
<thead>
<tr>
<th>Element type</th>
<th>Time increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>MITC4</td>
<td>$5.17 \cdot 10^{-7}$ s</td>
</tr>
<tr>
<td>SHB8PS</td>
<td>$7.26 \cdot 10^{-9}$ s</td>
</tr>
<tr>
<td>Improved SHB8PS</td>
<td>$5.95 \cdot 10^{-7}$ s</td>
</tr>
</tbody>
</table>

4 CONCLUSIONS

The development of an effective numerical tool for the simulation of the cutting process of thin membranes has been discussed. It has been shown how the cutting of a rubber pre-tensioned membrane can be accurately simulated by using “directional” cohesive elements in conjunction with standard shell elements. In a more general case, inelastic dissipation due to plasticity and delamination takes place in the cutting region of thin laminates. The description of these nonlinear phenomena is more conveniently achieved by using solid-shell elements. Reference has been made to the SHB8PS element [9], recently proposed
in the literature. Two modifications of the element have been proposed to improve its performance: the adoption of an enhanced strain approach in the thickness direction, to avoid volume locking and Poisson’s thickness locking, and a linear variable transformation, to allow for mass scaling and consequent increase of the time-step size in explicit dynamics. The application of this modified solid-shell element to cutting problems is currently in progress.
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Abstract. To simulate numerically a failure process, a new kind of model which combines the two traditional approaches (damage and fracture mechanics) has been proposed in the literature. The basic idea of these hybrid strategies is to employ regularised continuous models to describe the first stages of failure and discontinuous models to deal with the possible development of cracks.

Here, a new combined approach is presented. In order to describe damage inception and its diffuse propagation, an implicit gradient-enhanced continuum model based on smoothed displacements is used, where two different displacement fields coexist: (a) the standard displacements \( \mathbf{u} \) and (b) the gradient-enriched displacement field \( \tilde{\mathbf{u}} \), which is the solution of a partial differential equation with \( \mathbf{u} \) as the source term. Once the damage parameter exceeds a critical value, the continuous model is coupled to a discontinuous one. The eXtended Finite Element Method (X-FEM) is used to describe the growing cracks, whose direction of propagation is prescribed by the steepest descent direction of the damage profile and whose cohesive law is defined according to an energy balance. Therefore, the energy not yet dissipated by the continuous bulk is transmitted to the cohesive interface thus ensuring that the energy dissipated by the structure remains constant through the transition.

1 INTRODUCTION

To simulate numerically failure of quasi-brittle materials, two different kinds of approaches have usually been employed: (a) damage mechanics, which belongs to the family of continuous models and (b) fracture mechanics, which belongs to discontinuous models.
On the one hand, if damage mechanics analyses are carried out, the first stages of a failure process can be described. But these continuous models, which are characterised by a strain softening phenomenon, do not correctly reflect the energy dissipated in the fracture process zone [1]. Numerically, if stress-strain laws with softening are used, physically unrealistic results are obtained. To overcome this limitation, regularisation techniques may be employed to introduce non-locality into the model, either by integral-type [2, 3] or gradient-type [4, 5] approaches. However, if continuum models are used to describe the final stage of failure, numerical interaction between the physically separated parts of the body remains thus obtaining unrealistic results.

On the other hand, by means of fracture mechanics analyses, the last stages of failure may be described. These discontinuous models, which are based on the cohesive zone concept [6], can deal with evolving cracks and material separation but do not allow to describe neither damage inception nor its diffuse propagation [7].

In order to achieve a better description of the entire failure process, a new kind of model which combines these two traditional strategies has emerged [8–12]. The basic idea of these hybrid strategies is to use damage mechanics in order to characterise strain localisation and the accumulation of damage and fracture mechanics in order to deal with the possible formation of evolving macrocracks.

In this work, a new contribution in this direction is presented, see Figure 1. A gradient-enhanced damage model based on smoothed displacements [13] is used for the continuum. When the damage parameter exceeds a critical threshold $D_{\text{crit}}$, this regularised continuum model is coupled to a discontinuous one: a propagating crack, which is modelled by means of the X-FEM [14, 15], replaces the damaged zone and avoids formation of spurious damage growth. The discontinuity is completely characterised by the regularised continuum. On the one hand, the crack evolves according to the direction dictated by the steepest descent direction of the already formed damage profile. On the other hand, its cohesive law is defined by means of an energy balance in such a way that the energy which would be dissipated by the continuum is transferred to the crack.

An outline of this paper follows. The new continuous-discontinuous methodology is formulated in Section 2. In Section 3, the energy criterion used to define the cohesive crack is presented. To validate the proposed methodology, a three-point bending test is carried out in Section 4. In order to restrict attention to the proposed energy balance, a local continuum bulk is considered in Section 4.1. In Section 4.2, the same benchmark test is carried out with a non-local continuum bulk. The concluding remarks of Section 5 close this paper.

2 MODEL FORMULATION

2.1 Discontinuous displacements

Consider the domain $\Omega$ bounded by $\Gamma = \Gamma_u \cup \Gamma_t \cup \Gamma_d$, as shown in Figure 2. Prescribed displacements are imposed on $\Gamma_u$, prescribed tractions are imposed on $\Gamma_t$ and the boundary
1. Non-local continuous damage model with smoothed displacements:
\[
\bar{\mathbf{u}} - \mathbf{L}^\mathbf{D} \bar{\mathbf{u}} = \mathbf{f} \\
\mathbf{D} = \mathbf{D_0}(\bar{\mathbf{u}})
\]

2. If \( D > D_{\text{crk}} \): transition
- Crack path: steepest descent direction of damage
- Cohesive crack model: through an energy balance

3. Non-local continuous-discontinuous damage model with discontinuous smoothed displacements:
\[
\mathbf{u} = \mathbf{u}_1 + \mathbf{H} \mathbf{u}_2 \\
\bar{\mathbf{u}} = \bar{\mathbf{u}}_1 + \mathbf{H} \bar{\mathbf{u}}_2
\]

**Figure 1**: Proposed continuous-discontinuous strategy.

\( \Gamma_d \) consists of the boundary of the crack.

**Figure 2**: Notations for a body with a crack subjected to loads and imposed displacements.

By means of the X-FEM, the displacement field \( \mathbf{u} \) can be decomposed as
\[
\mathbf{u}(\mathbf{x}) = \mathbf{u}^1(\mathbf{x}) + \mathbf{H}(\mathbf{x}) \mathbf{u}^2(\mathbf{x}) \quad \text{in } \tilde{\Omega} = \Omega \cup \Gamma
\] (1)

where \( \mathbf{u}^i(\mathbf{x}) \) \( (i = 1, 2) \) are continuous fields and
\[
\mathbf{H}(\mathbf{x}) = \begin{cases} 
1 & \text{if } \mathbf{x} \in \tilde{\Omega}^+ \\
-1 & \text{if } \mathbf{x} \in \tilde{\Omega}^-
\end{cases}
\] (2)

is the Heaviside function centred at \( \Gamma_d \). The continuous part \( \mathbf{u}^1(\mathbf{x}) \) corresponds to the displacement field without any crack, while \( \mathbf{H}(\mathbf{x}) \mathbf{u}^2(\mathbf{x}) \) is the discontinuous displacement the additional field that models the crack.
A similar decomposition holds for the smoothed displacements \( \vec{u} \)

\[
\vec{u} (x) = \vec{u}^1 (x) + \mathcal{H} (x) \vec{u}^2 (x)
\]  

(3)

where \( \vec{u}^i (x) \) (\( i = 1, 2 \)) are continuous fields.

### 2.2 Governing equations

The strong form of the equilibrium equation and boundary conditions for the body \( \bar{\Omega} \) without body forces is given by

\[
\begin{align*}
\nabla \cdot \sigma &= 0 & \text{in } \Omega \\
\sigma \cdot n &= \bar{t} & \text{on } \Gamma_t \\
\sigma \cdot m &= \bar{t}_d & \text{on } \Gamma_d \\
u &= u^* & \text{on } \Gamma_u
\end{align*}
\]

(4a)  

(4b)  

(4c)  

(4d)

where \( \sigma \) is the Cauchy stress tensor, \( u^* \) is a prescribed displacement, \( \bar{t} \) is the load on the boundary and \( \bar{t}_d \) is the load on the discontinuity surface. Note that \( n \) is the outward unit normal to the body and \( m \) is the inward unit normal to \( \Omega^+ \) on \( \Gamma_d \), see Figure 2.

For convenience, and to complete the strong form of the mechanical problem, only an isotropic damage model

\[
\sigma (x) = [1 - D (x)] C : \varepsilon (x)
\]

(5)

is considered, where \( \varepsilon (x) = \nabla u (x) \) is the small strain tensor, \( C \) is the fourth-order tensor of elastic moduli and \( D \) is the isotropic damage parameter (\( 0 \leq D \leq 1 \) and \( \bar{D} \geq 0 \)). Nevertheless, the gradient formulation based on smoothed displacements may be extended to other models such as plasticity [16].

In order to regularise the problem, the second-order diffusion partial differential equation

\[
\vec{u} - \ell^2 \nabla^2 \vec{u} (x) = u (x) \quad \text{in } \Omega \setminus \Gamma_d
\]

(6)

is coupled with the mechanical equations. Both for the standard and the enhanced displacement fields, combined boundary conditions

\[
\begin{align*}
\vec{u}^i \cdot n &= u^i \cdot n & \text{on } \Gamma \\
\nabla (\vec{u}^i \cdot t) \cdot n &= \nabla (u^i \cdot t) \cdot n & \text{on } \Gamma \\
\vec{u}^i \cdot m &= u^i \cdot m & \text{on } \Gamma_d \\
\nabla (\vec{u}^i \cdot t) \cdot m &= \nabla (u^i \cdot t) \cdot m & \text{on } \Gamma_d
\end{align*}
\]

(7)

where \( i = 1, 2 \), are proposed: Dirichlet boundary conditions are prescribed for the normal component of the displacement field whereas non-homogeneous Neumann boundary conditions are imposed for the tangential one. These combined conditions satisfy the necessary properties for regularisation: (a) reproducibility of order 1 (\( u = \vec{u} \) if \( u \) is a linear field), (b) displacement smoothing along the boundary and (c) volume preservation [17].
2.3 Variational formulation

The space of trial standard displacements is characterised by the function defined in Eq. (1), where

$$u^1, u^2 \in \mathcal{U}_u = \{ u \mid u \in H^1(\Omega) \text{ and } u|_{\Gamma_u} = u^* \}$$  \hspace{1cm} (8)

with $H^1(\Omega)$ a Sobolev space. Analogously, the space of admissible displacement variations is defined by the weight function $\omega(x) = \omega^1(x) + \mathcal{H}(x) \omega^2(x)$ with

$$\omega^1, \omega^2 \in \mathcal{W}_{u,0} = \{ \omega \mid \omega \in H^1(\Omega) \text{ and } \omega|_{\Gamma_u} = 0 \}$$  \hspace{1cm} (9)

Following standard procedures, the equilibrium equation (4a) can be cast in a variational form, thus leading to

$$\int_{\Omega} \nabla \omega^1 : \sigma \, d\Omega = \int_{\Gamma_t} \omega^1 \cdot \mathbf{t} \, d\Gamma \quad \forall \omega^1 \in H^1(\Omega) \hspace{1cm} (10a)$$

$$\int_{\Omega} \mathcal{H} \nabla \omega^2 : \sigma \, d\Omega + 2 \int_{\Gamma_d} \omega^2 \cdot \mathbf{t} \, d\Gamma = \int_{\Gamma_t} \mathcal{H} \omega^2 \cdot \mathbf{t} \, d\Gamma \quad \forall \omega^2 \in H^1(\Omega) \hspace{1cm} (10b)$$

where at the discontinuity $\Gamma_d$,

$$\mathbf{t}_d = f(\|u\|)$$  \hspace{1cm} (11)

with $f$ relating traction rate $\mathbf{t}_d$ and displacement jump rate $[\mathbf{u}]$.

Similarly to the equilibrium equation, the regularisation PDE (6) is also cast in a weak form. Characterising the space of trial smoothed displacements $\bar{u}$ by the function defined in Eq. (3), with $u^1, u^2 \in \mathcal{U}_u$, one obtains

$$\int_{\Omega} \omega^1 \cdot (\bar{u}^1 + \mathcal{H} \bar{u}^2) \, d\Omega + \ell^2 \int_{\Omega} \nabla \omega^1 : (\nabla \bar{u}^1 + \mathcal{H} \nabla \bar{u}^2) \, d\Omega + 2 \ell^2 \int_{\Gamma_d} \omega^1_1 \left( \nabla (u^2 \cdot \mathbf{t}) \cdot \mathbf{m} \right) \, d\Gamma =$$

$$= \int_{\Omega} \omega^1_1 \cdot (u^1 + \mathcal{H} u^2) \, d\Omega + \ell^2 \int_{\Gamma_d} \omega^1_1 \left( \nabla (u^1 \cdot \mathbf{t}) \cdot \mathbf{n} + \mathcal{H} \nabla (u^2 \cdot \mathbf{t}) \cdot \mathbf{n} \right) \, d\Gamma \hspace{1cm} (12a)$$

$$\int_{\Omega} \omega^2 \cdot (\mathcal{H} \bar{u}^1 + \bar{u}^2) \, d\Omega + \ell^2 \int_{\Omega} \nabla \omega^2 : (\mathcal{H} \nabla \bar{u}^1 + \nabla \bar{u}^2) \, d\Omega + 2 \ell^2 \int_{\Gamma_d} \omega^2_1 \left( \nabla (u^1 \cdot \mathbf{t}) \cdot \mathbf{m} \right) \, d\Gamma =$$

$$= \int_{\Omega} \omega^2_1 \cdot (\mathcal{H} u^1 + u^2) \, d\Omega + \ell^2 \int_{\Gamma_d} \omega^2_1 \left( \mathcal{H} \nabla (u^1 \cdot \mathbf{t}) \cdot \mathbf{n} + \nabla (u^2 \cdot \mathbf{t}) \cdot \mathbf{n} \right) \, d\Gamma \hspace{1cm} (12b)$$

$\forall \omega^1, \omega^2 \in \mathcal{W}_{u,0}$, where $\mathbf{t}$ is the unit tangent to the boundary.

2.4 Finite element discretisation

In combined strategies, the transition between the continuous and the discontinuous approach takes place when a critical situation is achieved. In a damaging continuum approach, for example, this critical situation occurs when the damage parameter at one integration point exceeds a critical damage value set $a$ priori. Employing an extended
finite element strategy to prevent remeshing and other kinds of techniques, Eq. (1) and (3) read, in the domain of an element with enhanced nodes,

\[ \mathbf{u}(\mathbf{x}) = \mathbf{N}(\mathbf{x})\mathbf{u}^1 + \mathcal{H}(\mathbf{x})\mathbf{N}(\mathbf{x})\mathbf{u}^2 \] (13a)

\[ \mathbf{\bar{u}}(\mathbf{x}) = \mathbf{N}(\mathbf{x})\mathbf{\bar{u}}^1 + \mathcal{H}(\mathbf{x})\mathbf{N}(\mathbf{x})\mathbf{\bar{u}}^2 \] (13b)

where \( \mathbf{N} \) is the matrix of standard finite element shape functions, \( \mathbf{u}^1, \mathbf{\bar{u}}^1 \) are the basic nodal degrees of freedom and \( \mathbf{u}^2, \mathbf{\bar{u}}^2 \) are the enhanced ones. The discrete format of the problem fields leads to the four discrete weak governing equations

\[ \int_{\Omega} \mathbf{B}^T \mathbf{\sigma} \, d\Omega = \int_{\Gamma_e} \mathbf{N}^T \mathbf{t} \, d\Gamma \] (14a)

\[ \int_{\Omega} \mathcal{H} \mathbf{B}^T \mathbf{\sigma} \, d\Omega + 2 \int_{\Gamma_d} \mathbf{N}^T \mathbf{t}_d \, d\Gamma = \int_{\Gamma_e} \mathcal{H} \mathbf{N}^T \mathbf{t} \, d\Gamma \] (14b)

\[ (\mathbf{M} + \ell^2 \mathbf{D}) \mathbf{\bar{u}}^1 + (\mathbf{M}_H + \ell^2 \mathbf{D}_H) \mathbf{\bar{u}}^2 = (\mathbf{M} + \ell^2 \mathbf{C}^{V\Gamma_d,n}) \mathbf{u}^1 + (\mathbf{M}_H + \ell^2 (\mathbf{C}^{V\Gamma_d,n} - 2\mathbf{C}^{V\Gamma_d,m})) \mathbf{u}^2 \] (14c)

\[ (\mathbf{M}_H + \ell^2 \mathbf{D}_H) \mathbf{\bar{u}}^1 + (\mathbf{M} + \ell^2 \mathbf{D}) \mathbf{\bar{u}}^2 = (\mathbf{M}_H + \ell^2 (\mathbf{C}^{V\Gamma_d,n} - 2\mathbf{C}^{V\Gamma_d,m})) \mathbf{u}^1 + (\mathbf{M} + \ell^2 \mathbf{C}^{V\Gamma_d,n}) \mathbf{u}^2 \] (14d)

where \( \mathbf{B} \) is the matrix of shape function derivatives and

\[ \mathbf{M} = \int_{\Omega} \mathbf{N}^T \mathbf{N} \, d\Omega \quad \mathbf{D} = \int_{\Omega} \nabla \mathbf{N}^T \nabla \mathbf{N} \, d\Omega \] (15a)

\[ \mathbf{M}_H = \int_{\Omega} \mathcal{H} \mathbf{N}^T \mathbf{N} \, d\Omega \quad \mathbf{D}_H = \int_{\Omega} \mathcal{H} \nabla \mathbf{N}^T \nabla \mathbf{N} \, d\Omega \] (15b)

\[ \mathbf{C}^{\Gamma,n} = \int_{\Gamma} \mathbf{N}^T \mathbf{t}^T \left[ \frac{\partial \mathbf{N}}{\partial x} n_x + \frac{\partial \mathbf{N}}{\partial y} n_y \right] \, d\Gamma \quad \mathbf{C}^{\Gamma,n}_H = \int_{\Gamma} \mathcal{H} \mathbf{N}^T \mathbf{t}^T \left[ \frac{\partial \mathbf{N}}{\partial x} n_x + \frac{\partial \mathbf{N}}{\partial y} n_y \right] \, d\Gamma \] (15c)

Some remarks about the discretisation:

- Eq. (14a) is the standard non-linear system of equilibrium equations, while Eq. (14b) deals with the contribution of the crack, which is multiplied by a factor of two due to the chosen definition of the Heaviside function, see Eq. (2).

- Matrices \( \mathbf{M} \) and \( \mathbf{D} \) are the constant mass and diffusivity matrices already obtained in [13]. The enriched matrices \( \mathbf{M}_H \) and \( \mathbf{D}_H \) are also constant, once the finite element is cracked.

- Matrices \( \mathbf{C}^{\Gamma\Gamma_d,n}, \mathbf{C}^{\Gamma\Gamma_d,n}_H \) and \( \mathbf{C}^{\Gamma,d,m} \) contain contributions from the combined boundary conditions (7). Since Dirichlet boundary conditions are prescribed for the normal component of the displacement field on \( \Gamma \), the normal component of the weight function \( \omega \) vanishes on the boundary thus leading to

\[ \int_{\Gamma} \omega \nabla \mathbf{\tilde{u}} \cdot \mathbf{n} \, d\Gamma = \int_{\Gamma} \omega \nabla \left( \mathbf{\tilde{u}} \cdot \mathbf{t} \right) \cdot \mathbf{n} \, d\Gamma = \int_{\Gamma} \omega \left( \mathbf{\tilde{u}} \cdot \mathbf{t} \right) \cdot \mathbf{n} \, d\Gamma \] (16a)

Again, \( \mathbf{C}^{\Gamma,d,m} \) is multiplied by a factor of two because of the Heaviside function.

- The symmetry of the resulting discretisation is due to the property \( \mathcal{H} \mathcal{H} = +1 \), which is derived from Eq. (2).
3 ENERGY EQUIVALENT CRACKS

In the proposed strategy, the transition between the continuous and the combined approach takes place when a critical situation is achieved, whose definition depends on the underlying continuous model. If a damage model is considered, the transition takes place when the damage value exceeds a critical threshold $D_{\text{crit}}$. Once this critical value is reached, a crack described by a cohesive law is initiated, damage value is fixed to $D_{\text{crit}}$ and the bulk material unloads.

We propose to characterise the evolving crack by the regularised bulk. On the one hand, the direction of propagation must be determined. Although in a regularised continuous model, the crack growth cannot be analytically derived, the background can be used to deduce it. Here, the discontinuity is extended according to the steepest descent direction of the damage profile, thus avoiding the use of special tracking techniques. On the other hand, the cohesive law must be defined. The strategy here used is based on the idea that the energy which would be dissipated by a continuum approach is conserved if a combined strategy is used, see [8, 9].

Consider first the continuous approach and a damaged band $\lambda_D$. Then, in this zone of the structure, the dissipated energy can be expressed as

$$\Psi_C = \int_{\lambda_D} \psi_C \, d\Omega = \int_{\lambda_D} \int_0^{t_f} \sigma_C \cdot \dot{\varepsilon}_C \, dt \, d\Omega \quad (17)$$

where the subscript $C$ stands for Continuous strategy and $\dot{\varepsilon}_C$ is the tensor of the strain rate.

Consider now the combined approach. In $\lambda_D$, the dissipated energy can be decomposed into two contributions

$$\Psi_{\text{CD}} = \Psi_{\text{CD}}^{\text{bulk}} + \Psi_{\text{CD}}^{\text{crack}} = \int_{\lambda_D} \int_0^{t_f} \sigma_{\text{CD}} \cdot \dot{\varepsilon}_{\text{CD}} \, dt \, d\Omega + \Psi_{\text{CD}}^{\text{crack}} \quad (18)$$

where the subscript $\text{CD}$ stands for Continuous-Discontinuous strategy, $\Psi_{\text{CD}}^{\text{bulk}}$ is the dissipated energy of the bulk and $\Psi_{\text{CD}}^{\text{crack}}$ is the fracture energy.

Hence, imposing energy balance

$$\Psi_C = \Psi_{\text{CD}} \quad (19)$$

see Figure 3, the fracture energy

$$\Psi_{\text{CD}}^{\text{crack}} = \Psi_C - \Psi_{\text{CD}}^{\text{bulk}} \quad (20)$$

is computed and can be transferred to the crack at the moment of the transition.

In order to estimate the fracture energy, different techniques can be employed. In [9], an analytical estimation of $\Psi_{\text{CD}}^{\text{crack}}$, and thus, of the crack stiffness, is computed. Nevertheless, with this procedure, the fracture energy is overestimated. Indeed, by means of these
assumptions, in all points across the damage band \( \lambda_D \), the energy \( \Psi_C - \Psi_{CD}^{\text{bulk}} \) depicted in Figure 4(a) is transferred to the crack. However, in some of these points, the continuous strategy would dissipate less energy, see Figure 4(b).

As suggested by this discussion, we propose to employ a new methodology which takes into account, for each point across the damage band \( \lambda_D \), the unloading behaviour (both softening and secant) of the continuous bulk. Since the continuous unloading branch is only known up to the activation of the continuous-discontinuous strategy, we propose to approximate it by the tangent to the transition point. By means of this strategy, the dissipated energy \( \Psi_{CD}^{\text{crack}} \) is more accurately estimated, although it cannot be exactly computed. Again, as in [9], the accuracy of this strategy increases considerably if the crack is activated at a later stage of the failure process.

### 4 APPLICATION TO A THREE-POINT BENDING TEST

The new methodology is illustrated on a three-point bending test. In order to cause localisation, a weakened region is considered, see Figure 5. The test is carried out according to a simplified Mazars criterion and the trilinear softening law

\[
D = \begin{cases} 
0 & \text{if } 0 \leq Y \leq Y_0 \\
\frac{Y_f}{Y_f - Y_0} \left(1 - \frac{Y}{Y_0}\right) & \text{if } Y_0 \leq Y \leq Y_f \\
1 & \text{if } Y_f \leq Y 
\end{cases} 
\]  

(21)
Based on this damage evolution, the linear traction-separation law
\[
\bar{t}_d = \left\{ \begin{array}{c} \bar{t}_n \\ \bar{t}_s \end{array} \right\} = T \left\{ \begin{array}{c} \bar{u}_n \\ \bar{u}_s \end{array} \right\} + \left\{ \begin{array}{c} t_{\text{crit}} \\ 0 \end{array} \right\} = \left( \begin{array}{cc} T_n & 0 \\ 0 & 0 \end{array} \right) \left\{ \begin{array}{c} \bar{u}_n \\ \bar{u}_s \end{array} \right\} + \left\{ \begin{array}{c} t_{\text{crit}} \\ 0 \end{array} \right\}
\]

is prescribed, where imposing \( \Psi_{\text{crack}}^{CD} = \int_0^\infty t_n d\|u\|_n \), \( T_n = -\frac{1}{2} \frac{t_{\text{crit}}^2}{\Psi_{\text{crack}}^{CD}} \).

![Figure 5: Three-point bending test: problem statement.](image)

The geometric and material parameters for this test are summarised in Table 1.

**Table 1:** Three-point bending test: geometric and material parameters.

<table>
<thead>
<tr>
<th>Meaning</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the specimen</td>
<td>( L )</td>
<td>3 mm</td>
</tr>
<tr>
<td>Width of the specimen</td>
<td>( h )</td>
<td>1 mm</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>( E )</td>
<td>30 000 MPa</td>
</tr>
<tr>
<td>Idem of weaker part</td>
<td>( E_W )</td>
<td>27 000 MPa</td>
</tr>
<tr>
<td>Damage threshold</td>
<td>( Y_0 )</td>
<td>( 10^{-4} )</td>
</tr>
<tr>
<td>Final strain</td>
<td>( Y_f )</td>
<td>( 1.25 \times 10^{-2} )</td>
</tr>
<tr>
<td>Poisson’s coefficient</td>
<td>( \nu )</td>
<td>0.0</td>
</tr>
<tr>
<td>Critical damage</td>
<td>( D_{\text{crit}} )</td>
<td>0.995</td>
</tr>
</tbody>
</table>

### 4.1 Local bulk

First, and in order to focus on the proposed energy balance, a local continuum damage model is considered. The force-displacement curves and the damage profiles with the deformed meshes are shown in Figure 6. For comparison purposes, three kinds of results are shown. On the one hand, the continuous (C) results are plotted. On the other hand, two different continuous-discontinuous (CD) results are shown: the ones obtained with (a) the analytical estimation of the dissipated energy and (b) the proposed methodology, which does not overestimate the fracture energy. As seen, it increases the accuracy when estimating \( \Psi_{CD}^{\text{crack}} \).
is prescribed, where imposing \( \Psi_{\text{crack}} \) which does not overestimate the fracture energy. As seen, it increases the accuracy when (a) the analytical estimation of the dissipated energy and (b) the proposed methodology, two different continuous-discontinuous (CD) results are shown: the ones obtained with are shown. On the one hand, the continuous (C) results are plotted. On the other hand, the gradient-enhanced approach with smoothed displacements is able to obtain physically realistic results. Combined boundary conditions must be imposed on the boundary to solve the regularisation PDE.

Figure 6: Three-point bending test with a local damage bulk: (a) force-displacement curves; final damage profiles with deformed meshes (\( \times 50 \)) obtained with (b) the C strategy, (c) the CD strategy which overestimates the fracture energy and (d) the CD strategy based on the new proposed methodology.

4.2 Non-local bulk

As a second test, the same benchmark example is carried out with a non-local damage bulk. Results are shown in Figure 7. Again, three kinds of results are shown. As seen, the proposed methodology allows to estimate properly \( \Psi_{\text{crack}}^{\text{CD}} \) making the continuous and the continuous-discontinuous strategies energetically equivalent.

5 CONCLUSIONS

A new strategy to simulate an entire failure process is proposed: a gradient-enriched formulation based on smoothed displacements is enhanced with a discontinuous interpolation of the problem fields in order to describe its final stages, where macroscopic cracks can arise.

The main features of this new combined strategy are summarised here:

- The gradient-enhanced approach with smoothed displacements is able to obtain physically realistic results. Combined boundary conditions must be imposed on the boundary to solve the regularisation PDE.

- At the end of each time step, the strategy checks if the critical situation is achieved. If the transition criterion is satisfied, a discrete crack whose properties depend on the underlying continuous, is introduced.
  - This evolving crack propagates across the bulk according to the direction determined by the already damage profile.

<table>
<thead>
<tr>
<th>Meaning</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young's modulus</td>
<td>( E )</td>
<td>30 000 MPa</td>
</tr>
<tr>
<td>Poisson's coefficient</td>
<td>( \nu )</td>
<td>0.3</td>
</tr>
<tr>
<td>Critical damage</td>
<td>( D_{\text{crit}} )</td>
<td>27 000 MPa</td>
</tr>
<tr>
<td>Final strain</td>
<td>( \varepsilon_{f} )</td>
<td>10 ( \times 10^{-6} )</td>
</tr>
<tr>
<td>Damage threshold</td>
<td>( D_{\text{th}} )</td>
<td>9</td>
</tr>
<tr>
<td>Mean Stress</td>
<td>( T_{0} )</td>
<td>( \bar{\sigma} )</td>
</tr>
<tr>
<td>Stress Difference</td>
<td>( T_{0} )</td>
<td>( \sigma_{0} - \sigma_{f} )</td>
</tr>
<tr>
<td>Initial Yield Stress</td>
<td>( T_{y} )</td>
<td>( \sigma_{0} )</td>
</tr>
<tr>
<td>Critical Stress Difference</td>
<td>( T_{f} )</td>
<td>( \sigma_{f} )</td>
</tr>
</tbody>
</table>
Figure 7: Three-point bending test with a non-local damage bulk: (a) force-displacement curves; final damage profiles with deformed meshes ($\times 50$) obtained with (b) the C strategy, (c) the CD strategy which overestimates the fracture energy and (d) the CD strategy based on the new proposed methodology.

- The cohesive law is defined through an energy balance: the energy remaining to be dissipated by the continuum approach is transmitted to the cohesive zone.

- Once the crack is introduced, both standard displacements $u$ and gradient-enhanced displacement field $\tilde{u}$ may admit discontinuities.
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Figure 7: Three-point bending test with a non-local damage bulk: (a) force-displacement curves; final damage profiles with deformed meshes (×50) obtained with (b) the C strategy, (c) the CD strategy which overestimates the fracture energy and (d) the CD strategy based on the new proposed methodology.

- The cohesive law is defined through an energy balance: the energy remaining to be dissipated by the continuum approach is transmitted to the cohesive zone.

- Once the crack is introduced, both standard displacements \(\mathbf{u}\) and gradient-enhanced displacement field \(\mathbf{\tilde{u}}\) may admit discontinuities.
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Abstract. In phase field models for fracture a continuous scalar field variable is used to indicate cracks, i.e. the value 1 of the phase field variable is assigned to sound material, while the value 0 indicates fully broken material. The width of the transition zone where the phase field parameter changes between 1 and 0 is controlled by a regularization parameter. As a finite element discretization of the model needs to be fine enough to resolve the crack field and its gradient, the numerical results are sensitive to the choice of the regularization parameter in conjunction with the mesh size. This is the main challenge and the computational limit of the finite element implementation of phase field fracture models. To overcome this limitation a finite element technique using special shape functions is introduced. These special shape functions take into account the exponential character of the crack field as well as its dependence on the regularization length. Numerical examples show that the exponential shape functions allow a coarser discretization than standard linear shape functions without compromise on the accuracy of the results. This is due to the fact, that using exponential shape functions, the approximation of the surface energy of the phase field cracks is impressively precise, even if the regularization length is rather small compared to the mesh size. Thus, these shape functions provide an alternative to a numerically expensive mesh refinement.

1 INTRODUCTION

Variational formulations of brittle fracture as suggested by Francfort and Marigo [1] overcome some of the limitations of classical Griffith theory. However, a direct discretization of such fracture models is faced with significant technical difficulties. A regularized approximation by means of Γ-convergence as presented by Bourdin [2] offers a new
perspective towards the computational implementation of the model. The core of the regularization is the approximation of the total energy functional, in which a continuous scalar field variable is introduced to indicate cracks, i.e. the value of 1 is assigned to sound material and a value of 0 indicates fracture. With this crack field the regularized model resembles a phase field model for fracture, where additionally a Ginzburg–Landau type equation is used to describe the evolution of the crack field and cracking is addressed as a phase transition problem. Similar phase field fracture models have been introduced e.g. in [3, 4, 5, 6, 7, 8]. Differing in technical details all of these models introduce a regularization length which controls the width of the transition zone where the crack field interpolates between broken and unbroken material; i.e. the smaller the regularization parameter, the smaller the transition zone and the higher the gradients of the crack field in the vicinity of the cracks.

Numerical implementations are faced with the difficulty that the spatial discretization has to be fine enough to resolve these high gradients of the crack field, which leads to high computational costs for small values of the regularization parameter. On the other hand the regularization length needs to be chosen sufficiently small in conjunction with the global geometric dimension of the sample in order to get reasonable results. The most common approach to meet the requirement for a sufficiently fine resolution on the one hand and to keep the computation time within bounds on the other hand are adaptive mesh refinement techniques as used e.g. in [9], where the mesh is only refined where it is necessary, i.e. in the vicinity of a crack. Another approach to increase the efficiency of the computations was introduced in [5], where Fourier transforms are used to solve the linear part of the problem. However, this technique restricts the simulations to problems with periodic boundary conditions.

In this work we follow a different approach which is inspired by [10], where exponential finite element (FE) shape functions are introduced as an alternative to an extensive mesh refinement in the simulation of extrusion processes. These special shape functions qualitatively capture the shape of the solution and thus allow a much coarser discretization than the standard discretization using linear shape functions. In contrast to the simulation of the extrusion process, where the exponential shape functions are used in one distinct direction only, the discretization of the crack field in a two dimensional setting requires an extension of the concept to the full 2d case.

2 A PHASE FIELD MODEL FOR FRACTURE

2.1 Governing Equations

The present phase field model of fracture is based on a regularized version of the variational formulation of brittle fracture by [1] which was introduced in [11]. The core of the regularization is the approximation of the total energy of a cracked linear elastic
body $\Omega$, with the stiffness tensor $C$ and the cracking resistance $G_c$, by the functional
\[ E(\varepsilon, s) = \int_\Omega \psi(\varepsilon, s) \, dV = \int_\Omega \frac{1}{2} (s^2 + \eta) \varepsilon \cdot (C \varepsilon) + G_c \left( \frac{1}{4\epsilon^2} (1 - s)^2 + \epsilon |\nabla s|^2 \right) \, dV. \quad (1) \]

This energy as well as the energy density $\psi$ are functions of the linearized strain tensor $\varepsilon = \frac{1}{2}(\nabla u + (\nabla u)^T)$, i.e. the symmetric part of the gradient of the displacements $u$ and the continuous scalar crack field $s$, which takes the value 1, if the material is undamaged, and 0 if there is a crack. The degradation of the elastic energy in the bulk $E^e = \int_\Omega \psi^e \, dV$ upon cracking is modeled by the factor $(s^2 + \eta)$, where the small positive parameter $\eta$ is introduced to obtain an artificial rest stiffness $\eta C$ at fully broken state ($s = 0$) in order to circumvent numerical difficulties. The parameter $\epsilon$, appearing twice in the surface energy $E^s = \int_\Omega \psi^s \, dV$, has the dimension of length and controls the width of the transition zone between broken and unbroken material, where $s$ interpolates between 0 and 1.

If body forces and inertia terms are neglected, the mechanical part of the problem is described by the local balance law for the Cauchy stress tensor $\sigma$
\[ \text{div} \sigma = 0, \quad (2) \]
plus the according boundary conditions $\sigma n = t^*_n$ on $\partial \Omega$, where $n$ is the outer normal vector, and the material law (3) derived from the energy density $\psi$
\[ \sigma = \frac{\partial \psi}{\partial \varepsilon} = (s^2 + \eta) C \varepsilon. \quad (3) \]

Interpreting $s$ as order parameter of a phase field model, its evolution in time is assumed to follow a Ginzburg–Landau type evolution equation, where $\dot{s}$ is proportional to the variational derivative of the energy density $\psi$ with respect to $s$.
\[ \dot{s} = -M \cdot \frac{\delta \psi}{\delta s} = -M \left[ s \varepsilon \cdot (C \varepsilon) - G_c \left( 2\epsilon \Delta s + \frac{1-s}{2\epsilon} \right) \right] \quad (4) \]
The mobility factor $M$ is a positive constant, which controls the dissipation in the process zone. For sufficiently large values of $M$ the solution of the evolution equation can be considered as stationary. In order to take into consideration the irreversible character of cracking, $s(x, t)$ is fixed to 0 for all future times $t > t^*$ if it becomes 0 at any time $t^*$.

### 2.2 Evolution Equation in 1d

In a 1d setting, the evolution equation for a stationary ($\dot{s} = 0$) crack field reduces to
\[ s'' - \frac{s}{4\epsilon^2} = -\frac{1}{4\epsilon^2}, \quad (5) \]
if elastic contributions are neglected. With boundary conditions \( s(0) = 0 \) and \( s'(\pm \infty) = 0 \) the analytic solution of Eq. (5) is given by

\[
s(x) = 1 - \exp\left(-\frac{|x|}{2\epsilon}\right) \tag{6}
\]

Figure 1 illustrates the impact of the regularization length \( \epsilon \) on the crack field \( s(x) \). The smaller \( \epsilon \) gets, the higher gradients and curvatures of the solution \( s(x) \) appear in the vicinity of the crack at \( x = 0 \). The limit \( \epsilon \to 0 \) yields a discontinuous function, which is 0 at \( x = 0 \) and 1 elsewhere.

3 NUMERICAL IMPLEMENTATION

3.1 Weak Forms

Starting point for the FE implementation of the coupled problem of mechanical balance equation (2) and evolution equation (4) are the weak forms of these field equations. With virtual displacements \( \delta u \) and \( \delta s \), they read

\[
\int_{\Omega} \nabla \delta u \cdot \sigma \, dV = \int_{\partial \Omega_t} \delta u \cdot t^*_n \, dA \tag{7}
\]

with prescribed surface traction \( t^*_n \) on part \( \partial \Omega_t \) of the boundary and

\[
\int_{\Omega} \left[ \delta s \frac{s}{M} - \nabla \delta s \cdot q + \delta s \left( s \mathbf{\varepsilon} : [C\mathbf{\varepsilon}] + \frac{G_s}{2\epsilon}(s - 1) \right) \right] \, dV = 0 \tag{8}
\]

with \( q = -2G_c \epsilon \nabla s \). The normal flux \( q \cdot n \) is assumed to vanish on the boundary \( \partial \Omega \).

3.2 Finite Element Discretization

In a 2d setting the weak forms of the field equations (7) and (8) are discretized with 4 node quadrilateral elements with 3 degrees of freedom \((u_x, u_y, s)\) per node. The displacements \( u \), the crack field \( s \), as well as their virtual counterparts \( \delta u \) and \( \delta s \) are approximated.
by shape functions \( N_I^u, N_I^s, N_I^{\delta u}, \) and \( N_I^{\delta s} \), which interpolate the respective nodal values \( \hat{u}_I, \hat{s}_I, \delta \hat{u}_I, \) and \( \delta \hat{s}_I \). Using Voigt notation - denoted by an underline in the following - the approximations read

\[
\mathbf{u} = \sum_{I=1}^{N} N^u_I \hat{u}_I, \quad s = \sum_{I=1}^{N} N^s_I \hat{s}_I, \quad \delta \mathbf{u} = \sum_{I=1}^{N} N^{\delta u}_I \delta \hat{u}_I, \quad \text{and} \quad \delta s = \sum_{I=1}^{N} N^{\delta s}_I \delta \hat{s}_I. \tag{9}
\]

Accordingly the approximations of the gradient expressions yield

\[
\varepsilon = \sum_{I=1}^{N} [B^{u}_I] \hat{u}_I, \quad \nabla s = \sum_{I=1}^{N} [B^{s}_I] \hat{s}_I, \quad \delta \varepsilon = \sum_{I=1}^{N} [B^{\delta u}_I] \delta \hat{u}_I, \quad \text{and} \quad \nabla \delta s = \sum_{I=1}^{N} [B^{\delta s}_I] \delta \hat{s}_I, \tag{10}
\]

where the derivative matrices

\[
[B^{u}_I] = \begin{bmatrix} N^u_{I,x} & 0 \\ 0 & N^u_{I,y} \end{bmatrix}, \quad [B^{s}_I] = \begin{bmatrix} N^s_{I,x} & 0 \\ 0 & N^s_{I,y} \end{bmatrix}, \quad [B^{\delta u}_I] = \begin{bmatrix} N^{\delta u}_{I,x} & 0 \\ 0 & N^{\delta u}_{I,y} \end{bmatrix}, \quad \text{and} \quad [B^{\delta s}_I] = \begin{bmatrix} N^{\delta s}_{I,x} & 0 \\ 0 & N^{\delta s}_{I,y} \end{bmatrix} \tag{11}
\]

are obtained from the derivatives of the shape functions.

By a standard argument for finite element approximations the nodal values \( \delta \hat{u}_I \) and \( \delta \hat{s}_I \) of the virtual quantities \( \delta \mathbf{u} \) and \( \delta s \) drop out of the system of equations, leading to the nodal residuals

\[
[R_I] = \begin{bmatrix} R^u_I \\ R^s_I \end{bmatrix} = \int_{\Omega} \begin{bmatrix} N^{\delta s}_I \hat{s}_I \frac{\hat{s}_I}{M} - [B^{\delta s}_I]^{T} \sigma \b + N^{\delta s}_I \left( s \varepsilon^{T} (\mathbf{C} \varepsilon) + \frac{G_c}{2 \epsilon} (s - 1) \right) \end{bmatrix} dV. \tag{12}
\]

The time integration of the transient terms is performed with the implicit Euler method. Together with the nonlinear character of the phase field model this yields a nonlinear system of equations, which has to be solved in every time step \( \Delta t \). This is done with a Newton–Raphson algorithm, which requires the derivation of the consistent tangent matrix \( [S_{IJ}] \) which has the following structure:

\[
[S_{IJ}] = [K_{IJ}] + \frac{1}{\Delta t} [D_{IJ}], \tag{13}
\]

The stiffness matrix \( [K_{IJ}] \) and the damping matrix \( [D_{IJ}] \) are obtained by derivation of the nodal residuals \( [R_I] \) with respect to the nodal values \( (\hat{u}_I, \hat{s}_I) \) and \( (\hat{u}_I, \hat{s}_I) \), respectively.

\[
[K_{IJ}] = \int_{\Omega} \begin{bmatrix} [B^{\delta u}_I]^{T} (s^2 + \eta) \mathbf{C} [B^{u}_I] \\ N^{\delta s}_I 2s (\mathbf{C} \varepsilon)^{T} [B^{s}_I] \end{bmatrix} \begin{bmatrix} [B^{\delta u}_I]^{T} 2s \mathbf{C} \varepsilon N^{s}_J \\ N^{\delta s}_I 2s (\mathbf{C} \varepsilon)^{T} [B^{s}_I] + 2G_c \epsilon [B^{\delta s}_I]^{T} [B^{s}_I] + N^{\delta s}_I \left( \varepsilon^{T} \mathbf{C} \varepsilon + \frac{G_c}{2 \epsilon} \right) N^{s}_J \end{bmatrix} dV \tag{14}
\]
and

\[
[D_{IJ}] = \int_{\Omega} \begin{bmatrix} 0 & 0 \\ 0 & 1/M N^{-s}_I N^{-s}_J \end{bmatrix} dV .
\] (15)

If the same shape functions are chosen for the approximation of actual values and the virtual quantities, i.e. \(N^u_I = N^{\delta u}_I\) and \(N^s_I = N^{\delta s}_I\), the system matrix \([\mathcal{S}_{IJ}]\) becomes symmetric. This is due to the fact, that the constitutive law (3) as well as the evolution equation (4) are derived from a potential. Different shape functions however, render a non-symmetric system matrix \([\mathcal{S}_{IJ}]\).

### 4 EXPONENTIAL SHAPE FUNCTIONS

The standard implementation with 4 node quadrilateral elements makes use of the linear Lagrangian shape functions

\[
N^{\text{lin}}_I(\xi, \eta) = \frac{1}{4}(1 + \xi_I \xi)(1 + \eta_I \eta), \quad I = 1, \ldots, 4
\] (16)

with \((\xi_I, \eta_I)\) according to Fig. 2 for all the shape functions \(N^u_I, N^{\delta u}_I, N^s_I,\) and \(N^{\delta s}_I\) as well as for the approximation of the geometry in the isoparametric concept

\[
x = \sum_{I=1}^{N} N^{\text{lin}}_I \hat{x}_I .
\] (17)

In [12] it is shown that triangular elements with linear shape functions overestimate the surface energy by a factor

\[
f(h/\epsilon) = 1 + h/4\epsilon ,
\] (18)

where \(h\) is the edge length of the elements. As a sufficiently good approximation of the surface energy is crucial in order to obtain reasonable results, this yields the necessity of a
very fine resolution of the transition zones. In different numerical simulations with linear shape functions in a 2d setting, \( h \approx \varepsilon \) was empirically found as an upper bound for the element size, \([13, 8]\).

### 4.1 1d Exponential Shape Functions

The simulation of extrusion processes is faced with a similar problem, as shear boundary layers which exhibit an exponential velocity profile need to be resolved. In \([10]\) exponential shape functions, that qualitatively capture the shape of the sharp velocity field, are proposed as an alternative to a fine spatial resolution. Adapted to the present phase field model these 1d shape functions read

\[
\tilde{N}_1^{\text{exp}}(\xi, \delta) = 1 - \frac{\exp\left(-\frac{\delta (1+\xi)}{4}\right) - 1}{\exp\left(-\frac{\xi}{2}\right) - 1} \quad \text{and} \\
\tilde{N}_2^{\text{exp}}(\xi, \delta) = \frac{\exp\left(-\frac{\delta (1+\xi)}{4}\right) - 1}{\exp\left(-\frac{\delta}{2}\right) - 1} \quad \text{(19)}
\]

in natural coordinates on the interval \([-1, 1]\). Through their dependence on the ratio \( \delta = h/\varepsilon \) of the element size \( h \) and the regularization parameter \( \varepsilon \), these shape functions are able to capture the analytic solution \((6)\) for any values of \( h \) and \( \varepsilon \). In the limit case \( \delta \to 0 \) or equivalently \( h \to 0 \) these shape functions converge to the one dimensional linear shape functions, see also Fig. 3.

\[
\lim_{\delta \to 0} \tilde{N}_1^{\text{exp}}(\xi, \delta) = \frac{1 - \xi}{2} = N_1^{\text{lin}}(\xi) \quad \text{lim}_{\delta \to 0} \tilde{N}_2^{\text{exp}}(\xi, \delta) = \frac{1 + \xi}{2} = N_2^{\text{lin}}(\xi) \quad \text{(21)}
\]

The exponential shape functions \((19)\) and \((20)\) are unsymmetric with respect to \( \xi \), i.e. \( \tilde{N}_1^{\text{exp}}(-\xi) \neq \tilde{N}_2^{\text{exp}}(\xi) \), and are designed to match the analytical solution \((6)\), if \( \hat{s}_1 \leq \hat{s}_2 \) (presuming node numbering from left to right) holds for the according nodal values, see Fig. 4. Due to their non-symmetry the shape functions need to be switched according to
the nodal values of $s$ in order to obtain good approximations for arbitrary nodal values of $s$.

$$N_1^{\text{exp}}(\xi) = \begin{cases} N_1^{\text{exp}}(\xi, \delta) & \text{if } \hat{s}_1 \leq \hat{s}_2 \\
_2^{\text{exp}}(-\xi, \delta) & \text{if } \hat{s}_1 > \hat{s}_2 \end{cases} \quad \text{and} \quad N_2^{\text{exp}}(\xi) = \begin{cases} N_2^{\text{exp}}(\xi, \delta) & \text{if } \hat{s}_1 \leq \hat{s}_2 \\
_2^{\text{exp}}(-\xi, \delta) & \text{if } \hat{s}_1 > \hat{s}_2 \end{cases} \quad (22)$$

### 4.2 Extension to the 2d Setting

The 2d linear shape function (16) of each single element node can be obtained by multiplying the 1d linear shape functions belonging to the adjacent edges of the respective node. Replacing the 1d linear shape functions by the exponential shape functions (22) this strategy yields

$$N_1^{\text{exp}}(\xi, \eta, \delta_1) = N_1^{\text{exp}}(\xi, \delta_1) \cdot N_1^{\text{exp}}(\eta, \delta_1), \quad N_2^{\text{exp}}(\xi, \eta, \delta_1) = N_2^{\text{exp}}(\xi, \delta_1) \cdot N_1^{\text{exp}}(\eta, \delta_2),$$

$$N_3^{\text{exp}}(\xi, \eta, \delta_1) = N_2^{\text{exp}}(\xi, \delta_3) \cdot N_2^{\text{exp}}(\eta, \delta_2), \quad N_4^{\text{exp}}(\xi, \eta, \delta_1) = N_1^{\text{exp}}(\xi, \delta_3) \cdot N_2^{\text{exp}}(\eta, \delta_4), \quad (23)$$

where the element nodes and the element edges are numbered according to Fig. 2. Each shape function depends on the ratio $\delta_i = \frac{b_i}{c}$ of both adjacent element edges. For an appropriate approximation behavior, it is postulated that the orientation of the 1d shape functions of opposite edges must be the same. The so constructed shape functions possess the Kronecker delta property, i.e. $N_j^{\text{exp}}(\xi_j, \eta_i, \delta_i) = \delta_{ij}$. Continuity across element borders holds, if the orientation of the shared edge of two neighbor elements is the same. However, the partition of unity property does not hold in general, i.e. it holds only if

$$\delta_1 = \delta_3 \quad \text{or} \quad \delta_2 = \delta_4. \quad (24)$$

For the sake of simplicity, we restrict the element shape at this point to square and rectangular elements for which condition (24) holds. For a more general framework allowing for arbitrarily shaped quadrilateral elements, as well as for some more technical details of the implementation, the reader is referred to [14].

### 5 Numerical Examples

The performance of the exponential shape functions is tested in this section. In all simulations, linear shape functions (16) were used for the approximation of the geometry and the actual and virtual displacements, i.e. $N_j^u = N_j^u = N_j^\text{lin}$. Three different versions of approximating the crack field $s$ and its virtual counterpart $\delta s$ are compared to each other: The standard approximation with linear shape functions $N_s = N_s^\text{lin} = N_s^\text{lin}$ (labeled lin/lin), the complete approximation with exponential shape functions $N_s = N_s^\text{exp} = N_s^\text{exp}$ (labeled exp/exp), and a mixed formulation with $N_s^\text{exp}$ but $N_s^\text{exp} = N_s^\text{exp}$ (labeled lin/exp).

#### 5.1 Evolution Equation in 1d

As a first test, the 1d stationary evolution equation (5) is solved for a regularization parameter $\epsilon = 0.01L$. The superior performance of the exponential shape functions becomes apparent in the plots of the numerical solutions with different numbers of elements.
Figure 5: Solution of the 1d stationary evolution equation with $n = 4$ (left), $n = 8$ (middle) and $n = 16$ elements (right)

Figure 6: Evaluation of the surface energy

in Fig. 5. While there is almost no visible error in the solutions with exponential shape functions, the linear shape functions fail to adequately resolve the transition zone even for the smallest tested element size $h = L/16$.

5.2 Surface Energy of an Edge Notched Sample

For the first numerical assessment of the 2d exponential shape functions, the stationary evolution equation is solved on the domain $L \times L$ under the constraint $s(x, y) = 0$ if $(x, y) \in [0, L/2] \times \{0\}$. Again, the regularization length is set to $\epsilon = 0.01L$, and no mechanical loads are applied. A regular mesh with square elements is used for the discretization.

Figure 6 shows an evaluation of the surface energy $E^s$ associated with the computed crack field. Regular meshes within the range of $2 \times 2$ to $400 \times 400$ elements were used for the discretization. The results are compared to the error estimate (18) for the triangular elements with linear shape functions (black dotted line). The reference solution $E^s = 0.51017344300 G_c L$ was computed with standard linear shape functions and a non-uniform mesh with square elements of edge length $h = 7.1429 \cdot 10^{-4} L$ in the vicinity the crack. The performance of the tested linear shape functions is slightly better than it is to be expected from the error estimate. However, especially for discretizations with only few
A crucial point for the performance of the exponential shape functions is a sufficiently precise computation of the integrals in the residuals (12), the stiffness matrix (14), and the damping matrix (15). For standard linear 4 node elements, usually the Gauß quadrature formula with 2 integration points per direction is used to compute the integrals. Yet, the performance of the exponential shape functions can easily be improved by employing a higher order quadrature method, e.g. a quadrature with \(10 \times 10\) Gauß points as was used to obtain the results in the right plot of Fig. 6. Thus, a major part of the error in the surface energy computed with exponential shape functions and \(2 \times 2\) Gauß points (Fig. 6, middle) is due to the quadrature error.

### 5.3 Peel Off Test

In this simulation the performance of the exponential shape functions is tested under mechanical loading, i.e. the whole set of coupled equations has to be solved. The mixed formulation (lin/exp) yields an unsymmetric system matrix, which is computationally more expensive. As the results obtained by the pure exponential formulation in sections 5.1 and 5.2 are very similar, the mixed formulation is dismissed in the following. The sample depicted in Fig. 7 is loaded by a linear increasing displacement load \(u^*(t) = \sqrt{\frac{G_c}{2\mu}} \cdot t\). A dimensional analysis shows that with this scaling of the displacements, the geometric length \(L\) and the cracking resistance \(G_c\) can be factored out of the equations. If additionally the mobility \(M\) is chosen large enough to assume quasi-static cracking, the solution of the coupled problem only depends on the ratio of the Lamé constants \(\lambda/\mu\) (here: \(\lambda = \mu\)) and the regularization parameter \(\epsilon\) in conjunction with \(L\) (here: \(\epsilon = 0.0005L\)). The discretization in \(x\)-direction is done with 150 elements. A varying number of \(n\) elements plus one row of elements of fixed height, to model the initial crack, discretize the structure in \(y\)-direction, see Fig. 7. Gauß quadrature with \(5 \times 5\) integration points was used for the integration.

The two left plots in Fig. 8 show the evolution of the elastic energy with respect to the load factor \(t\) for different values of \(n\). The elastic energy increases with the loading
Figure 8: Elastic energy and failure load

until rupture occurs and it drops to zero. Impressively, the simulation with only $n = 2$ elements in $y$-direction already gives a qualitatively good result, when the exponential shape functions are employed. Using the standard linear shape functions, no rupture is observed in the simulation with $n = 2$ elements up to a load factor of $t = 3$, which is about twice the actual critical loading. Also the simulation with $n = 16$ elements still overestimates the critical loading by far. Only the simulations with more elements produce as accurate results as the simulations with the exponential shape functions. The right plot of Fig. 8 compares the computed failure loads. The overestimation of the critical load value of the linear shape functions stems from the overestimation of the surface energy associated with the initial crack.

6 SUMMARY

The aim of this work was to provide an alternative to expensive mesh refinement in finite element simulations of a phase field model for fracture in cases where the regularization parameter is very small. To this end special shape functions, which capture the analytical stationary solution of the 1d crack field, were derived and implemented into a 2d element of a finite element code. Through their dependence on the ratio of element size and regularization parameter, the exponential shape functions are able to adjust to the crack field for virtually arbitrarily small values of the regularization length. This allows for computations with very small values of the regularization parameter, which would require an extensive mesh refinement, when standard linear shape functions are used. The effectiveness of the proposed technique has been demonstrated in numerical examples. In all simulations the usage of the exponential shape functions resulted in a considerable reduction of the level of refinement, yet their full potential only reveals itself if a sufficiently precise quadrature method is employed for the computation of the occurring integrals.
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Abstract. This paper presents the coupling of a recently developed finite anisotropic elastoplastic constitutive model with isotropic ductile damage. The feasibility of the model for failure prediction purposes is presented in two challenging applications. The first one concerns the prediction of forming limit diagrams at fracture (FLDF) by means of finite element simulations of the so-called Nakajima stretching test. In the second application, the model is utilized in a thermomechanical analysis of a rocket combustion chamber segment. In both applications, the potential of the model for failure prediction purposes is discussed.

1 INTRODUCTION

In some engineering applications, such as in forming processes of metal sheets, it is common to have more than ten percent of plastic strain at failure. On applications involving polymers, failure can occur at a very large value of strain, i.e. a few hundred percent. In these cases, small strain damage formulations are no longer sufficient to provide a reliable failure prediction. For this purpose, a continuum damage formulation in the framework of finite deformations is necessary.

In this paper, the coupling of an anisotropic finite elastoplastic constitutive model with isotropic damage will be introduced. The complete derivation of the anisotropic elastoplastic model has been published recently [1]. The triple multiplicative split of the deformation gradient is performed to incorporate nonlinear kinematic hardening according
to the Armstrong-Frederick concept [2]. The most important steps of the derivation and the extension of the model to include isotropic damage will be presented in Section 2.

The model is implemented as a user subroutine UMAT into the Abaqus finite element analysis software. Upon successful numerical validations by means of a number of uniaxial, multiaxial, monotonic and cyclic loadings, the model is applied to challenging finite element simulations which will be described in Section 3 and Section 4.

In Section 3 the application of the model to generate forming limit diagrams at fracture (FLDF) will be discussed. The prediction of FLDF is especially important when forming is limited by fracture rather than necking. In cases where the strain path approaches equibiaxial stretching, ductile fracture due to void formation might be induced before the onset of localized necking. In such situations it is essential to predict the occurrence of fracture. For this purpose, the simulation of the so-called Nakajima stretching test are performed. The results are used to generate the forming limit diagrams at fracture.

The second application concerns failure which occurs at the cooling channel wall of a rocket thrust chamber. The extreme thermomechanical loadings during the operation of the rocket lead to the thinning and bulging of the cooling channel wall, which eventually causes the so-called "dog house" failure mode [3]. A transient heat transfer analysis is performed to obtain the temperature history of the modelled chamber segment. Afterwards a series of static analyses is performed to obtain the stress-strain field as well as the cyclic evolution of the damage. The computation results show the potential of the model to predict the end shape of the cooling channel wall.

2 FINITE STRAIN DAMAGE MODELLING

This part will summarize the most important steps of the derivation of the anisotropic elastoplastic model and its coupling with an isotropic damage variable following the principle of strain equivalence as elaborated by Lemaitre [4].

The constitutive model uses the triple multiplicative decomposition of the deformation gradient $F = F_e F_p = F_{p_e}$ into elastic ($F_e$), plastic-elastic ($F_{p_e}$) and plastic-inelastic ($F_p$) parts. The additional multiplicative split of the plastic part of the deformation gradient into elastic and inelastic parts is performed for the modelling of nonlinear kinematic hardening according to the Armstrong-Frederick concept [2]. This split can be physically motivated by taking into account the dislocation-induced lattice rotations and stretches and local plastic deformations on the microscale.

Based on the principle of material objectivity and the concept of material isomorphism the Helmholtz free energy per unit volume can be written in the form

$$\psi = \psi_e(C_e, D) + \psi_{\text{kin}}(C_{p_e}, D) + \psi_{\text{iso}}(\kappa, D) \quad (1)$$

where $C_e = F_e^T F_e = F_p^{p^T} C_F F_p^{-1}$ represents the elastic right Cauchy-Green deformation tensor and $C_{p_e} = F_p^{p_e} F_{p_e} = F_p^{p_e} C_p F_{p_e}$ the elastic part of the plastic right Cauchy-Green tensor. The first part $\psi_e$ describes the macroscopic elastic material properties. The terms $\psi_{\text{kin}}$ and $\psi_{\text{iso}}$ represent the amounts of stored energy due to kinematic and
isotropic hardening, respectively. The variable \( \kappa \) refers to the accumulated plastic strain. The scalar \( D \) represents the isotropic ductile damage variable, where \( D = 0 \) holds for a virgin (undamaged) material point and \( D = 1 \) for a completely damaged material point.

The constitutive equations of the model are obtained from the derivation based on the Clausius-Duhem form of the second law of thermodynamics \(-\dot{\psi} + \mathbf{S} \cdot \frac{1}{2} \dot{\mathbf{C}} \geq 0\). Inserting the Helmholtz free energy and differentiating with respect to time yields

\[
-\left( \frac{\partial \psi_e}{\partial \mathbf{C}_e} \cdot \dot{\mathbf{C}}_e + \frac{\partial \psi_{\text{kin}}}{\partial \mathbf{C}_{p_e}} \cdot \dot{\mathbf{C}}_{p_e} + \frac{\partial \psi_{\text{iso}}}{\partial \kappa} \kappa + \frac{\partial \psi}{\partial D} \dot{D} \right) + \mathbf{S} \cdot \frac{1}{2} \dot{\mathbf{C}} \geq 0
\]  

(2)

The specific forms of the energy contributions \( \psi_e, \psi_{\text{kin}} \) and \( \psi_{\text{iso}} \) are given as

\[
\bar{\psi}_e = (1 - D) \mu \left( \frac{1}{2} \text{tr} \mathbf{C}_e - 3 \right) - \mu \ln \left( \sqrt{\text{det} \mathbf{C}_e} \right) + \frac{\Lambda}{4} (\text{det} \mathbf{C}_e - 1 - 2 \ln (\sqrt{\text{det} \mathbf{C}_e}) 
\]

(3)

\[
\bar{\psi}_{\text{kin}} = \frac{c}{2} (\text{tr} \mathbf{C}_{p_e} - 3) - c \ln (\sqrt{\text{det} \mathbf{C}_{p_e}}) 
\]

(4)

\[
\bar{\psi}_{\text{iso}} = Q (\kappa + e^{-\beta \kappa}) 
\]

(5)

are the parts of the Helmholtz free energy corresponding to the undamaged state. Note that due to the Neo-Hookean form of \( \bar{\psi}_e \), the material model is capable of describing finite elastic strains. Here \( \mu \) and \( \Lambda \) refer to the Lamé constants and \( c \) is the stiffness-like kinematic hardening parameter. The expression for \( \bar{\psi}_{\text{iso}} \) corresponds to the saturation-type isotropic hardening rule of Voce [5] where \( Q \) and \( \beta \) are the isotropic hardening parameters. The relation for the second Piola-Kirchhoff stress tensor

\[
\mathbf{S} = 2 \mathbf{F}_p^{-1} \left( \frac{\partial \psi_e}{\partial \mathbf{C}_e} \right) \mathbf{F}_p^T 
\]

is obtained by making use of standard arguments [6].

The numerical implementation of the model is carried out in the reference configuration. The constitutive equations obtained from the thermodynamically consistent derivation are summarized below:

- **Stress tensors**

\[
\mathbf{S} = (1 - D) \left( \mu (\mathbf{C}_p^{-1} - \mathbf{C}^{-1}) + \frac{\Lambda}{2} (\text{det} \mathbf{C} (\text{det} \mathbf{C}_p)^{-1} - 1) \mathbf{C}^{-1} \right) 
\]

(6)

\[
\mathbf{\bar{S}} = \frac{1}{1 - D} \mathbf{S} 
\]

(7)

\[
\mathbf{X} = \frac{c}{2} (\mathbf{C}_p^{-1} - \mathbf{C}_p^{-1}) 
\]

(8)

\[
\mathbf{Y} = \mathbf{C} \mathbf{S} - \mathbf{C}_p \mathbf{X}, \quad \mathbf{Y}_{\text{kin}} = \mathbf{C}_p \mathbf{X} 
\]

(9)

- **Evolution equations**
\[ \dot{C}_p = \frac{\lambda}{\sqrt{Y^D : (A[(Y^D)^T])}} \left( C_p (A[(Y^D)^T] + (A^T[Y^D])^T \right) \] (10)

\[ \dot{C}_{p_i} = 2 \lambda \frac{b}{c} Y^D_{kin} C_p, \quad \kappa = \sqrt{\frac{2}{3}} \lambda \] (11)

\[ \dot{D} = \lambda \sqrt{\frac{2}{3}} \left( \frac{1}{1 - D} \right) (Y^s)^k H(\kappa - p_D) \] (12)

- **Yield function**

\[ \Phi = \sqrt{Y^D : (A[(Y^D)^T])} - \frac{2}{3} \left( \sigma_{y0} + Q (1 - e^{-\beta \kappa}) \right) \] (13)

- **Fourth-order anisotropy tensor**

\[ \mathcal{A} = a_1 I + a_2 M_1 \otimes M_1 + a_3 M_2 \otimes M_2 + a_4 (M_1 \otimes M_2 + M_2 \otimes M_1) \] (14)

\[ D_{ijkl}^\alpha = \frac{1}{2} (M_{ik}^\alpha \delta_{jl} + M_{jl}^\alpha \delta_{ik} + M_{kl}^\alpha \delta_{ij} + M_{ij}^\alpha \delta_{kl}), \quad \alpha = 1, 2 \] (15)

\[ M_i = N_i \otimes N_i, \quad i = 1, 2 \] (16)

- **Kuhn-Tucker conditions**

\[ \dot{\lambda} \geq 0, \quad \Phi \leq 0, \quad \dot{\lambda} \Phi = 0 \] (17)

Here, \( C_p = F_p^T F_p \) and \( C_{p_i} = F_{p_i}^T F_{p_i} \) are right Cauchy-Green deformation-like tensors, \( X \) is the back stress tensor in the reference configuration, \( Y \) (not to be confused with the scalar quantity \( Y \) thermodynamically conjugate to \( D \)) and \( Y_{kin} \) represent non-symmetric second-order stress tensors. \( \mathcal{A} \) is the fourth-order orthotropy tensor in the reference configuration written in terms of the second-order structure tensors \( M_1 \) and \( M_2 \). \( N_1 \) and \( N_2 \) are the privileged directions of the material in the reference configuration. The pre-factors \( a_i \) \((i = 1, \ldots, 6)\) can be determined based on the classical Hill coefficients as elaborated in [7].

The evolution of the isotropic damage variable in (12) is applied following the work of Lemaitre [4]. Here, \( s \) and \( k \) are two positive material parameters describing the rate at which damage evolves. The Heaviside step function \( H(\kappa - p_D) \) with properties \( H = 0 \) if \( \kappa < p_D \) and \( H = 1 \) if \( \kappa \geq p_D \) is utilized here to describe the threshold \( p_D \) where damage begins to evolve. The scalar \( Y \) is defined in [8] as the energy density release rate and is given here as
\[ Y = \frac{R_\nu}{2E} Y^D \cdot (A [Y^D]^T) \]  

(18)

where \( R_\nu \) is the so-called triaxiality function:

\[ R_\nu = \frac{2}{3} (1 + \nu) + 3(1 - 2\nu) \left( \frac{1/3 \text{tr} Y}{\sqrt{Y^D \cdot (A [Y^D]^T)}} \right)^2 \]  

(19)

In (18), \( E = \mu(3\Lambda + 2\mu)/(\Lambda + \mu) \) represents Young’s modulus of elasticity and \( \nu = \Lambda/2(\Lambda + \mu) \) the Poisson’s ratio.

The coupling between the anisotropic elastoplastic model and the Lemaitre-type isotropic damage model is carried out according to the effective stress concept: \( \bar{S} = 1/(1 - D) S \). \( \bar{S} \) is the local effective stress which increases as damage develops in the material. Further, the stress tensor \( Y \) that appears in the yield function (13) depends on the effective stress \( \bar{S} \). Through the yield function and the plastic flow rule the plastic deformation as well as the hardening internal variables are also affected by the damage development in the material. In this way, a coupled framework of finite strain anisotropic damage-elastoplasticity is obtained, where the damage behaviour strongly depends on the anisotropically evolving plasticity in the material. Thus, the damage evolution shows induced anisotropy although from the mathematical point of view the damage formulation is isotropic.

The internal variables of the coupled damage-plasticity model are \( C_p \), \( C_{p_i} \), \( \kappa \) and \( D \) which describe the evolution of plastic deformation, kinematic hardening, isotropic hardening and damage, respectively. The tensor-valued evolution equations are discretized by a type of the exponential map algorithm (see [9]) that satisfies plastic incompressibility and uses the spectral decomposition to evaluate the exponential tensor functions in closed form. The discretization of the scalar evolution equations for \( \kappa \) and \( D \) is performed by the classical implicit backward Euler scheme.

### 3 THE NAKAJIMA STRETCHING TEST

This section discusses the application of the coupled damage-elastoplasticity model to simulate the so-called Nakajima test where six specimens are used to obtain six distinct points of the FLDF. The test represents a stretching operation up to fracture used to experimentally determine forming limit diagrams. The tools used in the Nakajima test include a hemispherical punch, a blankholder (Fig. 1(a)) and a die (Fig. 1(b)). For the simulation, six different blank specimens with varying width of the middle section (15, 25, 35, 45, 55 and 100 mm) are created. The corresponding Nakajima tests are performed for each specimen. The major and minor strains recorded at the end of each of these simulations correspond to a point on the FLDF. The specimens with widths of 15, 45 and 100 mm correspond essentially to strain states of uniaxial, plane and biaxial tension,
\[ Y = R_N \nu^2 E_Y D \cdot \left( A \left[ (Y_D)^T \right] \right) \]  

where \( R_N \) is the so-called triaxiality function:

\[ R_N = \frac{2}{3} \left( 1 + \nu \right) + 3 \left( 1 - 2\nu \right) \left( \frac{1}{3} \text{tr} \sqrt{Y_D} \cdot \left( A \left[ (Y_D)^T \right] \right) \right)^2 \]

In (18), \( E_Y = \frac{3}{\nu (3\Lambda + 2\mu)} / \left( \Lambda + \mu \right) \) represents Young’s modulus of elasticity and \( \nu = \frac{\Lambda}{2(\Lambda + \mu)} \) the Poisson’s ratio.

The coupling between the anisotropic elastoplastic model and the Lemaitre-type isotropic damage model is carried out according to the effective stress concept:

\[ \overline{S} = \frac{1}{1 - D} S \]

\( \overline{S} \) is the local effective stress which increases as damage develops in the material. Further, the stress tensor \( Y \) that appears in the yield function (13) depends on the effective stress \( \overline{S} \). Through the yield function and the plastic flow rule the plastic deformation as well as the hardening internal variables are also affected by the damage development in the material. In this way, a coupled framework of finite strain anisotropic damage-elastoplasticity is obtained, where the damage behaviour strongly depends on the anisotropically evolving plasticity in the material. Thus, the damage evolution shows induced anisotropy although from the mathematical point of view the damage formulation is isotropic.

The internal variables of the coupled damage-plasticity model are \( C_p, C_p^i, \kappa \) and \( D \) which describe the evolution of plastic deformation, kinematic hardening, isotropic hardening and damage, respectively. The tensor-valued evolution equations are discretized by a type of the exponential map algorithm (see [9]) that satisfies plastic incompressibility and uses the spectral decomposition to evaluate the exponential tensor functions in closed form. The discretization of the scalar evolution equations for \( \kappa \) and \( D \) is performed by the classical implicit backward Euler scheme.

### 3 The Nakajima Stretching Test

This section discusses the application of the coupled damage-elastoplasticity model to simulate the so-called Nakajima test where six specimens are used to obtain six distinct points of the FLDF. The test represents a stretching operation up to fracture used to experimentally determine forming limit diagrams. The tools used in the Nakajima test include a hemispherical punch, a blankholder (Fig. 1(a)) and a die (Fig. 1(b)). For the simulation, six different blank specimens with varying width of the middle section (15, 25, 35, 45, 55 and 100 mm) are created. The corresponding Nakajima tests are performed for each specimen. The major and minor strains recorded at the end of each of these simulations correspond to a point on the FLDF. The specimens with widths of 15, 45 and 100 mm correspond essentially to strain states of uniaxial, plane and biaxial tension, respectively. The specimen with a width of 15 mmm is depicted in Fig. 1(b) and in Fig. 1(c) in the undeformed and deformed configuration, respectively.

The material degradation in the element where failure occurs can be seen from the stress-strain curves up to fracture in Fig. 2. The corresponding evolution of the damage variable are shown in Fig. 3. Contour plots in Fig. 4(a) to Fig. 4(f) shows the bottom view distribution of damage for each specimen.

**Figure 1:** Tools for the Nakajima test.

**Figure 2:** Flow curves - specimens 1 to 6.

**Figure 3:** Damage evolution - specimens 1 to 6.
Figure 4: Damage distribution from the six Nakajima test specimens.
Finally, the FLDF can be constructed by recording the major and minor strains for the ruptured element and by plotting them as points in the limit strain space. The six Nakajima test simulations give six combinations of major and minor strains ranging from uniaxial tension to biaxial tension. The FLDF is shown in Fig. 5. The major strain is 0.246 whereas the minor strain is 0.347. It is worth noting, that this difference occurs due to the considered plastic anisotropy in the FE computations.

4 THERMOMECHANICAL ANALYSES OF A ROCKET COMBUSTION CHAMBER SEGMENT

This section discusses the application of the presented model for the lifetime prediction of a rocket combustion chamber segment. Fig. 6(a) shows a typical rocket combustion chamber. The schematic cross section of the chamber is shown in Fig. 6(b). The outer wall is made out of nickel alloy. The cooling channel walls are made out of copper alloy. The hot gas resulting from the combustion of the propellants (liquid oxygen and liquid hydrogen) flows through the center of the chamber. The coolant (liquid hydrogen) flows through the small cooling channel passages. There can be up to 360 cooling channels in the circumference direction. The geometry of the modelled segment is the quasi Vulcain geometry following the work of Kuhl et al. [10]. First of all, a transient thermal analysis of the combustion chamber segment is performed to obtain the temperature field of the entire chamber segment. The obtained temperature history is then used as input for the user subroutine in the static analyses.

4.1 Transient heat transfer analysis

Convective thermal boundary conditions are employed at the inner and outer radii as well as in the cooling channel similar to the work of Riccius et al. [11]. The left and right sides have zero flux boundary conditions to ensure symmetry of the thermal field. The thermal cycle described in Table 1 is applied in the analysis. Fig. 7 shows some snapshots of the temperature field resulting from the transient thermal analysis.

4.2 Static analyses

The goal of the static analysis is to see the feasibility of the implemented damage model to describe the dog-house failure mode qualitatively. The pressure cycle in Table 2 is applied as load in the static analyses. For the static analyses 8-node brick elements
(a) A typical rocket combustion chamber. (b) A schematic cross section of a typical rocket combustion chamber. (c) Modelled segment of the quasi Vulcain thrust chamber at the throat.

Figure 6: Schematic cross section of a typical rocket combustion chamber and the modelled segment.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Time [s]</th>
<th>$T_{\text{hotgas}}$ [K]</th>
<th>$T_{\text{coolant}}$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-cooling</td>
<td>0 - 2</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Hot run</td>
<td>3 - 603</td>
<td>950</td>
<td>40</td>
</tr>
<tr>
<td>Post-cooling</td>
<td>604 - 605</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Relaxation</td>
<td>605 - 620</td>
<td>293.15</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Thermal cycle applied for the transient thermal analysis.

Figure 7: Temperature distribution at different phases of the assumed operational cycle: (a) pre cooling (b) hot run (c) post cooling (d) relaxation.

with reduced integration were applied. The critical area of interest is the cooling channel wall at the hot gas side. Two different meshes were used. The coarser and the finer mesh
Table 2: Pressure cycle applied for the static analyses.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Time [s]</th>
<th>$P_{\text{hotgas}}$ [MPa]</th>
<th>$P_{\text{coolant}}$ [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-cooling</td>
<td>0 - 2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Hot run</td>
<td>3 - 603</td>
<td>10</td>
<td>14.5</td>
</tr>
<tr>
<td>Post-cooling</td>
<td>604 - 605</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Relaxation</td>
<td>605 - 620</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The damage distribution obtained from the analyses are shown in Fig. 9. The computation using Mesh 1 could be performed up to 16 cycles. Applying Mesh 2 the computation could be performed up to 13 cycles. As the damage increases, the local iteration within the user subroutine requires smaller and smaller time steps. The corresponding cyclic damage evolutions over time are shown in Fig. 10. Here it can be seen that with the coarser mesh, the damage evolves slightly faster, in comparison to the one obtained using the finer mesh.

This indicates a mesh dependency of the result. On the one hand this phenomenon could be attributed to the well-known localization effect in elastoplasticity coupled with damage. Another possible explanation is that simply the mesh is still too coarse to yield a converged result. An investigation which clarifies these issues is under way. In any case, improvement of the robustness of the computation shall enable the computation of more
loading cycles. It is important to eliminate the convergence problem in the solution of the
time discretized equation system to determine the internal variables. Fig. 11(a) shows the
predicted end shape of the cooling channel segment. The grey area represents the area
mostly affected by damage. Fig. 11(b) and Fig. 11(c) show cross sections of combustion
chambers made out of NARloy-Z copper alloy and OFHC (oxygen free copper) alloy
respectively. It is concluded by Hannum et al. [12] that depending on the liner material,
the causes of the failure are different. In a NARloy-Z combustion chamber, the hot gas
side wall does not bulge so much towards the chamber. Failure is then caused by low
cycle fatigue. In an OFHC combustion chamber, the wall becomes significantly thinner.
Cracking occurs after a necking phenomenon.

5 CONCLUSIONS

The coupling of a finite anisotropic elastoplastic model with isotropic ductile damage
has been presented. The implementation of the model for finite element simulations in two
challenging applications has shown the good potential of the model for failure prediction
purposes.
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Abstract. The modeling of strain localization requires the use of different scales to describe the evolution of the material of the overall structure and the material inside the localized region. Focusing on the Gurson-Tvergaard-Needleman material we develop a multiscale formulation that uses strong discontinuity modes to model the development of a localization zone and the material degradation and void growth inside it. We present a strong discontinuity mode formulation able to capture the band kinematics that consists of a combination of sliding and opening modes. Then we derive an heuristic inter-scale factor to set a proper connection between the localized and the continuum scales.

This approach describes the evolution of the accumulated plastic strain and the void content inside and outside the localization band. The localization scale evolution is effectively controlled by the proposed heuristic rule. To illustrate on the formulation capabilities, a test case is presented and the behavior of the inter-scale connection factor is analyzed. The resulting formulation does not require a specific mesh refinement to model strain localization, provides mesh independent results and can be calibrated using experimental results.

1 INTRODUCTION

The Gurson-Tvergaard-Needleman plasticity model\textsuperscript{1--5} incorporates to the standard $J_2$ plasticity model the material degradation that is due to the nucleation, growth and coalescence of voids. This material model is usually used for modeling ductile fracture phenomena, where the void content is used as an indicator of crack initiation.
Most ductile fracture processes are preceded by a strain localization, that takes place in a narrow band shaped region. In most cases the band width results much smaller than the problem domain, therefore forcing the two opposing sides of the region to open and/or slide relatively to each other (depending on the material considered). This inserts in the problem domain a kinematic mechanism that conditions its response.

Due to that, the modeling of strain localization phenomena via finite element formulations requires to use different scales for the description of the global deformation in the continuum and the localized deformation inside the localization bands and to use of physically meaningful laws to describe the evolution of the material inside the latter ones.

These issues have been addressed in the literature by many numerical techniques: the enhanced strain field method$^{6,7}$ the extended finite element method (X-FEM)$^{8,9}$ the strong discontinuity approach$^{10}$ and the embedded strong discontinuity modes.$^{11,12}$ The last two techniques were applied in the framework of G-T-N materials$^{13,14}$

2 THE G-T-N MATERIAL MODEL

The Gurson plasticity model was first developed by Gurson.$^{1,2}$ It has been modified through time to adjust the model parameters$^{3,4}$ and received new inclusions like the addition of a void coalescence mechanism.$^{5}$ The complete set is known as the Gurson-Tvergaard-Needleman (G-T-N) material model. Herein we recall the equations required for the present development.$^{15}$

The G-T-N yield surface, $\tau \Phi$, depends on the hydrostatic stress, $\tau \sigma_h$, the $J_2$ equivalent stress $\tau \sigma_e$, the volume void fraction, $\tau f$, and the actual yield stress, $\tau \sigma_y$,*

$$\tau \Phi (\tau \sigma_h, \tau \sigma_e, \tau f, \tau \varepsilon^P) = \left(\frac{\tau \sigma_e}{\tau \sigma_y}\right)^2 + 2 \tau f \ q_1 \ c\text{osh} \left(3 \frac{\tau \sigma_h}{2 \ q_2 \ \tau \sigma_y}\right) - 1 - \tau f^2 \ q_1^2 = 0$$

$$\tau \sigma_h = \frac{1}{3} \ \tau \sigma : \ \tau \mathbf{g}$$

$$\tau \sigma_e = \sqrt{\frac{3}{2}} \ \tau \mathbf{g} : \ \tau \mathbf{s}$$

being $\tau \mathbf{g}$ the deviatoric stress tensor and $\tau \mathbf{g}$ the metric tensor. The parameters $q_1$ and $q_2$ were set to fit the experimental results. We adopt $q_1 = 1.5$ and $q_2 = 1$ for the present study.

During yielding $\tau \Phi = 0$; hence we can obtain an equivalent stress that takes into account the void effect,

$$\tau \sigma^2 = \tau \sigma_y^2 (1 + \tau f^2 \ q_1^2 - 2 \tau f \ q_1 \ \text{cosh} (\tau \alpha))$$

*We indicate the tensorial product between two tensors as $a \otimes b$ (in other references it is indicated as $a \otimes b$) and the number of underlines indicates the tensor order.
For the evolution of $\sigma_y$ we adopt an implicit hardening law from,\textsuperscript{15}

$$
\frac{\sigma_y}{\sigma_y^0} = \left( \frac{\sigma_y}{\sigma_y^0} + \frac{3}{2} \frac{G}{\sigma_y^0} t \bar{\varepsilon}^P \right)^N
$$

where $\sigma_y^0$ is the initial yield stress, $t \bar{\varepsilon}^P$ is the equivalent plastic strain (to be defined in Eqn. (11)), $N$ is the hardening exponent and $G$ is the elastic shear modulus.

The increment of void volume fraction is attributed to:

- Growth of existing voids driven by the bulk plastic deformation,

$$
df_{\text{growth}} = \left( 1 - t f \right) \bar{\varepsilon}^P : \bar{\varepsilon}.
$$

- Nucleation of new voids driven by the accumulated plastic strain evolution,\textsuperscript{16}

$$
df_{\text{nucleation}} = t A \bar{\varepsilon}^P
$$

with:

$$
t A = \frac{f_N}{S_N \sqrt{2 \pi}} \exp \left[ \frac{1}{2} \left( \frac{t \bar{\varepsilon}^P - \bar{\varepsilon} \varepsilon_N}{s_N} \right)^2 \right],
$$

where, $f_N$ is the void volume fraction of nucleation particles, $S_N$ its standard deviation and $\varepsilon_N$ the mean strain for void nucleation. We adopt $s_N = 0.1$, $f_N = 0.04$ and $\varepsilon_N = 0.3$.

- Coalescence of voids is modeled by modifying $t f$ once a critical void fraction, $f_{\text{Critical}}$, is reached.\textsuperscript{5}

The evolution of the internal variables, $t f$ and $t \bar{\varepsilon}^P$, of the G-T-N material depends on the volumetric ($\varepsilon_h^P$) and distortive ($\varepsilon_e^P$) equivalent plastic strains. Those equivalent strains are defined decomposing the plastic strain increment as follows,

$$
\varepsilon^P = t + \Delta t \varepsilon^P - \varepsilon^P = \frac{1}{3} \varepsilon_h^P + \frac{t}{2} \varepsilon_e^P \frac{3}{2} t \bar{\varepsilon}^P
$$

Hence the increment between $t$ and $t + \Delta t$ of the void volume fraction and the equivalent plastic strain becomes,

$$
t + \Delta t f - t f = f (1 - t f) \frac{\varepsilon^P}{\varepsilon^P} : t + \Delta t \bar{\varepsilon}^P + t + \Delta t A \bar{\varepsilon}^P,
$$

$$
\varepsilon^P = t + \Delta t \bar{\varepsilon}^P - \bar{\varepsilon}^P = \frac{t + \Delta t \sigma_h \varepsilon^P + t + \Delta t \sigma_e \varepsilon^P}{(1 - t f) t + \Delta t \sigma_y}.
$$
3 FINITE ELEMENT FORMULATION

3.1 Displacement and strain decomposition

We solve the nonlinear elastoplastic problem using an incremental procedure where we decompose the strain and displacement increments from time \( t \) to time \( t + \Delta t \) as,

\[
\varepsilon_{t+\Delta t} = \varepsilon_t + \varepsilon_{\Delta t} \quad \text{and} \quad u_{t+\Delta t} = u_t + u_{\Delta t},
\]

and discretize the continuum using the standard element shape functions,\(^{17}\) \( \mathbf{H} \), and the nodal displacements, \( \mathbf{U} \),

\[
\mathbf{u} = \mathbf{H} \mathbf{t+\Delta t U} - \mathbf{H} \mathbf{t U} = \mathbf{HU}.
\]

At the elements where the localization indicator triggers a discontinuity, we decompose the displacement field into continuous and localized contributions,\(^{11,12}\)

\[
\mathbf{u} = \mathbf{u}_{\text{continuum}} + \mathbf{u}_{\text{localized}} = \mathbf{H} \mathbf{U}_{\text{continuum}} + \mathbf{H} \mathbf{U}_{\text{localized}}
\]  \hspace{1cm} (12)

Assuming infinitesimal strains analysis, we also decompose the deformation increment into elastic and plastic components. Since we assume the localization behaves as rigid-plastic, the elastic deformation only contributes to the continuum scale, and the plastic deformation contributes to the continuum and to the localized scales. Hence,

\[
\varepsilon = \varepsilon^E + \varepsilon^P = \varepsilon^E_{\text{continuum}} + \varepsilon^P_{\text{continuum}} + \varepsilon^P_{\text{localized}}.
\]  \hspace{1cm} (13)

The displacement \( \mathbf{u}_{\text{localized}} \) has to be designed as to reproduce the localized deformation kinematics, thus we adopt,\(^{11}\)

\[
\mathbf{u}_{\text{localized}} = \mathbf{H} \mathbf{U}_{\text{localized}} = \mathbf{H} \gamma \mathbf{\Theta}
\]  \hspace{1cm} (14)

where \( \mathbf{\Theta} \) are the nodal displacements corresponding to the strong discontinuity mode to be defined later in this work and \( \gamma \) is the increment of a scalar parameter which is part of the problem unknowns. The evolution of this parameter is written as,

\[
t+\Delta t \gamma = t \gamma + \gamma.
\]  \hspace{1cm} (15)

Replacing Eqn. (14) into Eqn. (12) results,

\[
\mathbf{u} = \mathbf{H} \mathbf{U} = \mathbf{H} (\mathbf{U} - \gamma \mathbf{\Theta}) + \mathbf{H} \gamma \mathbf{\Theta}.
\]  \hspace{1cm} (16)

Thus the resulting strain fields, using Voight notation, are,

\[
\varepsilon_{\text{continuum}} = \varepsilon^E_{\text{continuum}} + \varepsilon^P_{\text{continuum}} = \mathbf{B} (\mathbf{U} - \gamma \mathbf{\Theta})
\]  \hspace{1cm} (17)

\[
\varepsilon_{\text{localized}} = \varepsilon^P_{\text{localized}} = \mathbf{B} \mathbf{U}_{\text{localized}} = \mathbf{B} \gamma \mathbf{\Theta}
\]  \hspace{1cm} (18)

where \( \mathbf{B} \) is the adopted element strain-displacement matrix.

Summarizing this derivation, we now can build a strong discontinuity mode, \( \mathbf{\Theta} \), that can generate a localized displacement field \( \mathbf{u}_{\text{localized}} \) with a related strain field strain \( \varepsilon^P_{\text{localized}} \).
3.2 Localization definition

A localization line in plane problems can be characterized by a line with normal \( t\mathbf{n} \) and a propagation direction \( t\mathbf{m} \) along which the displacement jump,\(^{19} u_{\text{localized}}, \) is found (i.e. if \( t\mathbf{n} \parallel t\mathbf{m} \Rightarrow \) the kinematics is Mode I and if \( t\mathbf{n} \perp t\mathbf{m} \Rightarrow \) the kinematics is Mode II). In Fig. 1 we draw a schematic representation of the above definitions, considering a general displacement jump; the band has no width.

To describe the induced localization strain we use the Maxwell conditions, so we necessitate that the discontinuity jump satisfies,\(^6\)

\[
\nabla u_{\text{localized}} = \gamma \, t\mathbf{n} \cdot t\mathbf{m}
\]

where \( \gamma \) is a scalar increment of the discontinuity jump. Hence the strain jump becomes,

\[
\varepsilon_{P}^{\text{localized}} = \frac{1}{2} \gamma \left( t\mathbf{n} \cdot t\mathbf{m} + t\mathbf{m} \cdot t\mathbf{n} \right) \tag{19}
\]

3.3 Bifurcation analysis

It has been shown\(^{18,19}\) that the triggering of bifurcation in the material behavior and the respective band orientation can be determined from the singularity of the acoustic tensor, which is defined as,

\[
t\mathbf{Q} = t\mathbf{n} \cdot t\mathbf{C}^{\text{EP}} \cdot t\mathbf{n} \tag{20}
\]

where \( t\mathbf{C}^{\text{EP}} \) is the constitutive tensor.

The bifurcation condition requires that,\(^6,18\)

\[
t\mathbf{Q} \cdot t\mathbf{m} = \left( t\mathbf{n} \cdot t\mathbf{C}^{\text{EP}} \cdot t\mathbf{n} \right) \cdot t\mathbf{m} = 0 \tag{21}
\]

what is satisfied when,

\[
det \left( t\mathbf{Q} \right) = det \left( t\mathbf{n} \cdot t\mathbf{C}^{\text{EP}} \cdot t\mathbf{n} \right) = 0. \tag{22}
\]
Eqn.(22) implies that at least one of $\textit{^tQ}$ eigenvalues to be zero and the respective eigenvector $\textit{^tm}$ to be the band growth direction according to Eqn.(21). Since it is difficult to precisely determine when Eqn.(22) is satisfied during an incremental procedure we use,

$$\text{det} \left( \textit{^tQ} \right) = \text{det} \left( \textit{^tn} \cdot \textit{^tC}_\text{EP} \cdot \textit{^tn} \right) \leq 0$$ (23)

and the growth direction can be obtained from the eigenvector $\textit{^tm}$ belonging to the smallest eigenvalue of $\textit{^tQ}$.

### 3.4 Strong discontinuity modes definition

To build a strong discontinuity mode, $\textit{^t\Theta}$, able to model the localization when scaled by $\gamma$, we use a base of displacement modes, $\textit{^t\Psi}_A$, constituted by two shear modes and a volume change mode$^{1,12,14}$. Subindex $A = I...III$ indicates the deformation mode.

To construct each of them, we use three different sets of nodal coordinates, $\textit{^t\Phi}_A$, and the unstrained nodal coordinates $(r^k, s^k)$ and build them as,

$$\textit{^t\Psi}_A^k = \left[ (\textit{^t\Phi}_A^k)_r - r^k \right] \textit{e}_r + \left[ (\textit{^t\Phi}_A^k)_s - s^k \right] \textit{e}_s.$$ (24)

In the above equation ($\textit{e}_r$, $\textit{e}_s$) are orthonormal base vectors shown in Fig.2 alongside the $(r, s)$ natural directions and the upper index $k = 1...N$ indicates the node. As an illustrative example we plot the displacement modes in the element isoparametric space coordinates $(r, s)$ for a 9-node element in Fig.2. To complete the definition we generalize Eqn.(24) in the $(x_1, x_2)$ structural coordinate system using the element shape functions $h_j$,

$$\textit{^t\Psi}_A^k = \left[ h_j \left( (\textit{^t\Phi}_A^k)_r, (\textit{^t\Phi}_A^k)_s \right) \right] x^j_i - x^j_i \textit{e}_i.$$ (25)

With this displacement modes, $\textit{^t\Psi}_A$, we compute their respective strains at the element center,

$$\varepsilon_A = \textit{B}_\varepsilon \textit{^t\Psi}_A$$ (26)
where $\mathbf{B}_e$ is the strain-displacements matrix calculated at the element center. By linearly combining the above defined strain fields we obtain the $\varepsilon^P_{\text{localized}}$ defined in Eqn. (19),

$$
\varepsilon^P_{\text{localized}} = \beta_1 \varepsilon_{\text{I}} + \beta_{\text{II}} \varepsilon_{\text{II}} + \beta_{\text{III}} \varepsilon_{\text{III}},
$$

where $\beta_A$ parameters have to be determined.

Therefore the modes $\Psi_A$ can also be linearly combined and normalized to get the localization strong discontinuity mode, $\Theta$,

$$
\frac{\Theta}{\beta_1 \Psi_I + \beta_{\text{II}} \Psi_{\text{II}} + \beta_{\text{III}} \Psi_{\text{III}}} = \frac{\beta_{\text{III}} \Psi_{\text{III}}}{\beta_{\text{III}} \Psi_{\text{III}}}
$$

(28)

3.5 Element equilibrium equations

We apply the virtual work principle in order to obtain the finite element equations. In Fig. 3 we show a scheme of a solid with a localization line and the localization line forces (band forces). For the equilibrium at time $t + \Delta t$ we get,

$$
\int_V \delta [\varepsilon_{\text{continuum}}]^T (t+\Delta t) \sigma_{\text{continuum}} dV + \delta [\mathbf{U}_{\text{localized}}]^T (t+\Delta t) \mathbf{F}_{\text{localized}} = \int_S \delta \mathbf{u}^T (t+\Delta t) \mathbf{p} ds.
$$

(29)

Replacing Eqns. (12), (14) and (17) into Eqn. (29) and since $\delta \mathbf{u}$ and $\delta \gamma$ are arbitrary we obtain set of equations11 that has to be solved iteratively; therefore, a Newton-Raphson scheme is implemented at the global level. The parameters $\gamma$ are condensed at the element level.

The only undefined variable is $t+\Delta t \mathbf{F}_{\text{localized}}$ for which we propose11 that,

$$
\frac{\Theta}{\Theta^T (t+\Delta t) \mathbf{F}_{\text{localized}}} = \frac{t+\Delta t \mathbf{\sigma}_{\text{localized}}}{t \mathbf{\sigma}_{\text{localized}}},
$$

(30)

where the localization equivalent stress $t+\Delta t \mathbf{\sigma}_{\text{localized}}$ is unknown. To calculate it, we relate the localization volumetric and distortive equivalent plastic strains to the band incremental parameter $\gamma$, through a set of positive factors $\zeta$ and $\varphi$. These factors relate the continuum and the localization scales. Hence,

$$
\left( \varepsilon^P_{\text{loc}} \right)^2 = \zeta^2 \gamma^2,
$$

(31)
\[(\varepsilon_{\text{loc}}^P)^2 = \varphi^2 \gamma^2.\] (32)

To determine the inter-scales factors we request the distortive dissipated energy in the band to be equal to the energy dissipated by the distortive part of the localization mode. For this we calculate a purely distortive strong discontinuity mode, \(\dot{t} \Theta_d\), as was done for the localization mode \(t \Theta\), hence,

\[
\int_{t_\gamma}^{t_\gamma + \Delta t_\gamma} \Theta^T \hat{\boldsymbol{F}} d\gamma = \int_{V_{\text{loc}}} \int_{t_\gamma}^{t_\gamma + \Delta t_{\varepsilon_{\text{loc}}^P}} \tau \sigma_{\text{loc}} \, d\varepsilon_{\text{loc}}^P dV_{\text{loc}}. \tag{33}
\]

The same reasoning is applied to the hydrostatic contribution, but with the volumetric strong discontinuity mode, \(\Theta_h\).

To solve Eqn.(33) and the respective volumetric equations, we construct an heuristic rule for what we depict in Fig 4 an element shaped domain that has a localization line across it. The localization line splits the domain in two subdomains that slide along the localization line. Assuming unitary thickness, the volume of material comprised in the localization is,

\[V_{\text{loc}} = h L,\] (34)

where \(h\) is a reference bandwidth and \(L\) is the band length across the element.

Using in Eqn.(33) an Euler backward time integration scheme together with Eqn. (34) and the corresponding volumetric equations leads to,

\[
\gamma \dot{t} \Theta_e^T \hat{\boldsymbol{F}} = \dot{t} + \Delta t \sigma_{\text{loc}} \varepsilon_{\text{loc}}^P h L, \tag{35}
\]

and

\[
\gamma \dot{t} \Theta_h^T \hat{\boldsymbol{F}} = \dot{t} + \Delta t \sigma_{\text{loc}} \varepsilon_{\text{loc}}^h h L. \tag{36}
\]
Replacing $\varepsilon_{e,loc}^P$ and $\varepsilon_{h,loc}^P$ definitions into Eqns. (31) and (32) we get the inter-scales factors,

$$\varphi = \frac{t^{\Theta_c^T} \sigma_{loc}^{t+\Delta t}}{h L^{t+\Delta t} \sigma_{loc}^{t+\Delta t}}$$

$$\zeta = \frac{t^{\Theta_h^T} \sigma_{loc}^{t+\Delta t}}{h L^{t+\Delta t} \sigma_{loc}^{t+\Delta t}}.$$

Now that a proper scale is defined for the band strains, we determine $\varepsilon_{h,loc}^P$ and $\varepsilon_{e,loc}^P$ from Eqns. (31) and (32). Finally we determine the internal variables increments using Eqns. (5), (10) and (11), and replace them into Eqn. (4) to get $t^{\Delta t} \sigma_{localized}^{t+\Delta t}$.

The $h$ parameter is added in Eqn. (34) to incorporate a regularization that takes into account the strain concentration inside the band. It is a bandwidth yet not a physical one. It can be interpreted as the width a band should have in order to have uniform strains inside the band with the same overall effect to the continua. This allows for parameter $h$ to control the unloading path of the structure, as it is shown in the next section.

4 NUMERICAL EXAMPLE

To test our finite element formulation we use a plane strain pure traction test. A specimen with a central notch, used to fix the initiation of the localization, is considered as shown in Fig. 5. The element adopted for the analysis is a 4 node quadrilateral with mixed interpolated tensorial components (QMITC4)\cite{20,21} and due to the specimen symmetry only one quarter is modeled. For time evolution we use imposed displacements with automatic time stepping up to a 4% of elongation. To focus on strain localization and not in material fracture or crack opening phenomenon, the analyzes are stopped when $t_f$ grows beyond 2/3. The material parameters are set to $E = 200 GPa$, $\sigma_y = 600 MPa$. Nor initial void volume fraction nor hardening are considered.
Two mesh densities are analyzed each for two h parameters (Eqn. 34) are used. In the load-displacement plot shown in Fig. 6 it can be seen that the use of a continuous formulation (standard finite elements) leads to mesh dependent results, while the use of the present formulation shows no mesh dependency. The parameter h has the role of scaling the material deterioration inside the band, thus controlling the load downslope. Sample band plots of the $t f_{loc}$ and $t \varepsilon_{loc}^P$ variables are shown in Fig. 7.

5 CONCLUSIONS

We have applied the strong discontinuity modes formulation\textsuperscript{11,12,14} for modeling strain localization in G-T-N materials. The required inter-scales connection, between the continuum and the localization scales is achieved using an equivalent dissipated work criteria distinguishing between distortive and volumetric contributions. We introduced a length-scale (h) to heuristically model the material damage evolution inside the band. This h-parameter controls the damage-induced unloading behavior and therefore it can be determined from actual experimental data. The resulting formulation does not require a
specific mesh refinement to model a localization, provides mesh independent results and allows the control of the downslope part of the load-displacement path via the h-parameter. The actual implementation uses the same order of the Gauss integration required for calculating the element stiffness matrix and does not introduce extra d.o.f. in the assembled numerical model.

We gratefully acknowledge the support of TENARIS and ITBA for this research.
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Abstract. The Vickers indentation technique is commonly used to investigate the fracture toughness of ferroelectric single crystals. Experiments show that the radial cracks perpendicular to the poling direction of the material propagate faster than the parallel ones. Using a phase-field model, we perform numerical simulations to show this anisotropy attributed to interactions between material microstructure and radial cracks. This model is based on a modified regularized formulation of the variational brittle fracture and domain evolution in ferroelectric materials.

1 INTRODUCTION

Ferroelectric materials exhibit strong electro-mechanical coupling which make them ideal materials for use in electro-mechanical devices such as sensors, actuators and transducers. To assure optimum reliability of these devices, understanding of the fracture behavior in these materials is essential. The complex nonlinear interactions of the mechanical and electrical fields in the vicinity of the crack, with localized switching phenomena, govern the fracture behavior of ferroelectric materials. Experimental techniques have been used to study fracture in ferroelectrics, including Vickers indentation to investigate the fracture toughness anisotropy [1–5]. Experiments show that cracking along the poling direction of the material has a shorter length and consequently a higher effective fracture toughness than that normal to the poling direction.

In this paper we introduce a model able to capture the anisotropic crack growth under Vickers indentation loading. This anisotropy is obtained by linking the crack propagation with the microstructural phenomena. The model treats in a coupled phase-field energetic...
fashion both the brittle crack propagation and the microstructure evolution. We have recently presented a model, showing that the interaction of the microstructure and the crack leads to a slow-fast crack propagation behavior observed in experiment [6]. In Ref. [7], we have introduced a modification in the formulation to endow the phase-field model with the ability to simulate the aforementioned anisotropic crack growth. We present here the highlights of that work.

The theory of the coupled phase-field model is summarized in Section 2. Simulation results are presented and discussed in Section 3. The last Section is the conclusion of this paper.

2 PHASE-FIELD MODEL

The proposed approach to brittle fracture in ferroelectrics relies on the coupling of two energetic phase-field models, namely a time-dependent Ginzburg-Landau model for ferroelectric domain formation and evolution [8], and a variational regularized model of Griffith’s fracture [9]. The electro-mechanical enthalpy density $h$ is written as [6]

$$
\begin{align*}
    h(\varepsilon, p, E, v) &= (v^2 + \eta\kappa) [U(\nabla p) + W(p, \varepsilon)] + W_e(\varepsilon, v) + \chi(p) - \frac{\varepsilon_0}{2}|E|^2 - E \cdot p \\
    &+ G_c \left[ \frac{(1 - v)^2}{4\kappa} + \kappa|\nabla v|^2 \right],
\end{align*}
$$

where $p$ is the polarization, $E$ is the electric field defined as $E = -\nabla \phi$, $\phi$ is the electrical potential, $G_c$ is the critical energy release rate or the surface energy density in Griffith’s theory and $\kappa$ is a positive regularization constant to regulate the size of the fracture zone. The scalar field $v$ provides a diffuse representation of the fracture zone, $v = 1$ and $v = 0$ indicating unbroken and broken material, respectively. The parameter $\eta$ is a small residual stiffness to avoid the singularity of the elastic energy in fully fractured regions of the domain. The domain wall energy density $U$, the electroelastic energy density $W$ and the phase-separation potential $\chi$ in Eq. (1) are given in Ref. [7]. Note that here the energy functional $W$ does not include the elastic energy and it is only associated with coupling terms between the strain and the total polarization $p$. The elastic energy density $W_e$ is written in [9] as

$$
W_e(\varepsilon, v) = \kappa_0 \frac{\text{tr}^- (\varepsilon)^2}{2} + (v^2 + \eta\kappa) \left( \kappa_0 \frac{\text{tr}^+ (\varepsilon)^2}{2} + \mu \varepsilon_D \cdot \varepsilon_D \right),
$$

where $\kappa_0$ and $\mu$ are the bulk and shear modulus of the material, respectively. The decomposition of the trace of the strain tensor $\varepsilon$ in positive and negative parts are $\text{tr}^+ = \max(\text{tr}(\varepsilon), 0)$ and $\text{tr}^- = \max(-\text{tr}(\varepsilon), 0)$ and $\varepsilon_D$ are the deviatoric components of the strain tensor. This decomposition is introduced to prevent crack nucleation, propagation and interpenetration in compressed regions by accounting for asymmetric behavior.
in traction and compression. Note that here only the expansion and shear terms are multiplied by the jump set function \((v^2 + \eta_a)\).

The stresses and electric displacements are derived from the electrical enthalpy as \(\sigma = \partial h / \partial \varepsilon\) and \(D = -\partial h / \partial E\). This particular formulation of the phase-field model encodes the traction-free, electrically permeable and free-polarization boundary conditions of a sharp-crack model [6].

The time evolution of the system results from the gradient flows of the total electro-mechanical enthalpy with respect to the primary variables \(v\) and \(p\), assuming that the displacement and the electric field adjust immediately to mechanical and electrostatic equilibrium (with infinite mobility), i.e.

\[
\alpha \int_\Omega \dot{p}_i \delta p_i \, d\Omega = -\int_\Omega \partial h / \partial p_i \delta p_i \, d\Omega, \tag{3}
\]
\[
\beta \int_\Omega \dot{\varepsilon} \delta \varepsilon \, d\Omega = -\int_\Omega \partial h / \partial \varepsilon \delta \varepsilon \, d\Omega, \tag{4}
\]
\[
0 = \int_\Omega \sigma_{ij} \delta \varepsilon_{ij} \, d\Omega, \tag{5}
\]
\[
0 = \int_\Omega D_i \delta E_i \, d\Omega, \tag{6}
\]

where \(1/\alpha > 0\) and \(1/\beta > 0\) are the mobilities of the processes. The weak form of the evolution and equilibrium equations is discretized in space with standard finite elements. Equations (3) and (4) are discretized in time with a semi-implicit scheme. A simple algorithm to solve the coupled system in a straightforward staggered approach is presented in Ref. [6].

3 NUMERICAL SIMULATIONS

We consider a rectangular domain with boundary conditions as shown in Fig. 1. The indentation is included in the model by considering a square inner boundary. The indentation faces are pulled by a monotonically increasing mechanical load \(w\) and electrical potential \(\phi = 0\) is considered for these faces. The outer four edges of the simulated region are assumed to satify the following conditions: (1) \(\sigma \cdot n = 0\), (2) \(\nabla \phi \cdot n = 0\) and (3) \(\nabla p \cdot n = 0\), where \(n\) is the unit normal to the outer edges. The vertical initial polarization \(p_0 = (0, 1)\) is assigned to the sample in Fig. 1. The normalized dimensions of the domain are 200 × 200 \((L = 40)\). The constants are chosen to fit the behavior of single crystals of barium titanate (BaTiO\(_3\)). The normalized constants are presented in Ref. [6]. The normalized critical surface energy density is chosen as \(G'_c = 15.6\). Fifty load steps are computed with load increments of \(\Delta w = 5 \times 10^{-2}\). The normalized time step \(\Delta t' = 10^{-2}\) leads to convergent and accurate solutions for the time integration of gradient flow equations in Equations (3) and (4). The simulations are carried out using the finite element library of the Kratos multi-physics package [10].
Fig. 2 presents two snapshots of the crack propagation. The fracture zone grows along the four radial directions by increasing the load step as shown in two sample load steps \( w = 1.5 \) and \( w = 2.5 \).

The value of surface energy (integral over the domain of the last term in Eq. (1)) is obtained and presented in Fig. 3 for each of the four equal zones marked in Fig. 2(b). The surface energies of zones 1 and 3 follow nearly the same path. This also holds for zones 2 and 4. Interestingly, the surface energies of zones 2 and 4 are smaller than zones 1 and 3, i.e. the cracks propagating parallel to the polarization are shorter than those propagating perpendicularly. This is a clear evidence of the anisotropic crack propagation in agreement with experimental observations [1–5].

Fig. 4 presents the contours of polarization components in the load step \( w = 1.8 \). The \( x \) components of the polarization vectors indicate wing-shaped domains or twins around the tip of the parallel cracks in Fig. 4(a). This kind of ferroelastic domain switching is induced by the high tensile stresses near the crack tip which tend to elongate the material in the \( x \) direction in front of the parallel cracks. Since the polarization vectors are initialized in the direction of the tensile stresses near the perpendicular cracks, Fig. 4(b) does not show any twin formation around these cracks. Due to the absence of ferroelastic domain switching, the perpendicular cracks propagate longer than parallel ones and the fracture toughness is lower in the perpendicular direction to the initial polarization. The domain switching-induced toughening is also reported in other experiments of crack propagation in \( \text{BaTiO}_3 \) [11, 12].
Figure 2: Contour plots of the field $v$ for two snapshots of the fracture evolution at load steps (a) $w = 1.5$ (b) $w = 2.5$. Four equally large areas around the corners of the indentation are considered to obtain the surface energy evolution of the four radial cracks (zones 1 – 4) shown in Fig. 3.

Figure 3: Evolution of the normalized surface energy of four zones as a function of the load step.
4 CONCLUSIONS

We present a general formulation of coupled phase-field model based on variational formulations of brittle crack propagation and domain evolution in ferroelectric materials. Using this model, the simulation of Vickers indentation crack growth in ferroelectric single crystals is performed. The simulation results show that radial cracks parallel to the poling direction of the material propagate slower than perpendicular ones, which is in agreement with experimental observations. Ferroelastic switching induced by the intense crack-tip stress field is observed near the parallel cracks, which is believed as the main fracture toughening mechanism in ferroelectric materials.
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Abstract. In this contribution we describe a methodology for the multiscale analysis of heterogeneous quasi-brittle materials. The algorithm is based on the finite element tearing and interconnecting FETI [1] method cast in a non-linear setting. Adaptive multiscale analysis is accounted for with the use of selective refinement at domains that undergo non-linear processes. We focus on the micro-to-macro connection method which constitutes the strategy to handle incompatible interfaces arising from the connection of non-matching meshes. The behaviour of standard collocation and average compatibility techniques is assessed for a multiscale analysis of damage propagation in a quasi-brittle material. The choice of the connection strategy has an influence on the overall response and the computational cost of the analysis.

1 INTRODUCTION

The adopted methodology to enforce interscale relations in multiscale analysis certainly influences the overall mechanical response. Early examples of interscale relations in multiscale approaches are found in classical homogenization theory [2]. In this context, closed-form expressions are derived in order to synthesize effective properties from a heterogeneous microstructure. Examples of such techniques constitute the constant strain and stress assumptions at the microscale. Such assumptions, in combination with Hill’s energy condition [3], lead to the well known Voigt and Reuss bounds. The study of complex microstructures undergoing non-linear behaviour has resulted in more sophisticated
homogenization techniques. In many cases, a closed-form expression can not be explicitly derived, however, numerical and computational homogenization techniques [4, 5, 6] are used to synthesize “on the fly” the constitutive behaviour of a representative microstructural sample. Constant strain and stress assumptions together with periodic conditions are well established micro-to-macro transition strategies which evolve from the earlier classical homogenization theory.

Similar strategies concerning interscale relations can be employed in concurrent multiscale techniques [7, 8, 9]. In these methodologies, coarse and fine scale regions are processed simultaneously. Hence, interscale constraints are designed to connect two incompatible meshes. The simplest choice corresponds to the well established collocation technique. Several weak versions of the collocation approach are represented by the family of mortar methods [10, 11]. Their effect in the multiscale analysis of elastic large scale structural analysis has been investigated in [12]. However, the influence of such constraints on the adaptive multiscale analysis of damage growth is accounted for in the present study.

2 MULTISCALE APPROACH

The multiscale approach adopted in this manuscript is based on an extension of the FETI framework presented in [13]. Below, the basic formulation and the adaptive multiscale features are summarized for completeness.

2.1 Basic formulation

Consider a body $\Omega$ with heterogeneous underlying structure and boundary conditions depicted in Figure 1. The body $\Omega$ is divided into $N_s$ non-overlapping domains $\Omega^{(s)}$ connected by the interface $\Gamma_1$.

In a general concurrent multiscale analysis, where coarse ($c$) and fine ($f$) material resolutions co-exist, the resulting interface satisfies $\Gamma_1 = \Gamma_1^{cc} \cup \Gamma_1^{ff} \cup \Gamma_1^{cf}$, where the superscripts denote coarse to coarse mesh connection ($cc$), fine to fine mesh connection ($ff$) and coarse to fine mesh connection ($cf$). Note that in the present approach $\Gamma_1^{cc}$ and $\Gamma_1^{ff}$ are conforming whereas $\Gamma_1^{cf}$ is non-conforming except for the common nodes. These nodes are referred to as independent since they all meet a corresponding pair at the adjacent mesh. Dependent nodes are found at the non-conforming interfaces $\Gamma_1^{cf}$ and their nodal solution can be expressed as a function of the solution field at independent nodal points.

Continuity of the incremental solution field $\delta \mathbf{u}$ at the interface $\Gamma_1$ between two different adjacent domains $s$ and $p$ reads

$$\delta \mathbf{u}^{(s)} = \delta \mathbf{u}^{(p)} \quad \text{at} \quad \Gamma_1,$$

and is satisfied with the introduction of linear multipoint constraints (LMPC). The set of LMPC is cast in a matrix form using modified Boolean matrices $\mathbf{B}^{(s)}$. These matrices are constructed by row-wise concatenation of the tying relations between independent and
dependent interface nodes as

$$\begin{bmatrix} \bar{B}^{(1)} & \cdots & \bar{B}^{(N_s)} \end{bmatrix} = \begin{bmatrix} B^{(1)} & \cdots & B^{(N_s)} \\ C^{(1)} & \cdots & C^{(N_s)} \end{bmatrix}.$$  \hfill (2)

The matrices $B^{(s)}$ correspond to the standard signed Boolean matrices of the FETI method while $C^{(s)}$ contains the LMPC concerning dependent nodes.

Enforcement of the above mentioned continuity constraints is accomplished by the introduction of a heterogeneous Lagrange multiplier field

$$\delta \Lambda = \begin{bmatrix} \delta \lambda \\ \delta \mu \end{bmatrix}$$  \hfill (3)

in which $\delta \lambda$ accounts for the independent nodes while $\delta \mu$ represent the forces acting to constrain the dependent nodes.

The final linearized system of equilibrium equations for the decomposed solid with different resolutions can be written as

$$\begin{bmatrix} K^{(1)} & 0 & 0 & B^{(1)T} \\ 0 & \ddots & 0 & \vdots \\ 0 & 0 & K^{(N_s)} & \bar{B}^{(N_s)T} \\ \bar{B}^{(1)} & \cdots & \bar{B}^{(N_s)} & 0 \end{bmatrix} \begin{bmatrix} \delta u^{(1)} \\ \vdots \\ \delta u^{(N_s)} \\ \delta \lambda \end{bmatrix} = \begin{bmatrix} f^{(1)}_{\text{ext}} - B^{(1)T} \lambda - f^{(1)}_{\text{int}} \\ \vdots \\ f^{(N_s)}_{\text{ext}} - B^{(N_s)T} \lambda - f^{(N_s)}_{\text{int}} \end{bmatrix},$$  \hfill (4)

where $K^{(s)}$, $f^{(s)}_{\text{ext}}$ and $f^{(s)}_{\text{int}}$ refer to the tangent stiffness matrix, external and internal force vectors, respectively.
The augmented system in (4) is transformed into an interface flexibility problem following a standard FETI implementation [1].

2.2 Adaptive multiscale modeling

A multiscale analysis starts with a set of coarse scale domains with effective properties for the elastic bulk. Such effective properties can be computed with the use of classical homogenization theory [2] or numerical homogenization techniques [4, 14] on a Representative Volume Element (RVE) [3].

Adaptivity is accounted for by monitoring or anticipating the need for a highly detailed analysis at particular regions. Since our focus is directed to a study of crack growth and coalescence in brittle heterogeneous materials, a methodology is employed to anticipate the initiation of such phenomena and trigger a fine scale analysis in these particular regions. The resolution is upgraded domain-wise by mesh refinement when non-linearities are expected at domain Ω(\(s\)). Consequently the interface tying relations need to be recomputed each time after a zoom-in. The reader is referred to the work in [13, 15] for a detailed formulation of strain/stress-based predictors for non-linear behaviour and zoom-in techniques for domain decomposition analysis.

3 STRONG AND WEAK MICRO-TO-MACRO CONNECTIONS

In the present approach, the interscale relations are defined employing a set of LMPC at non-conforming interfaces. These constraints enforce continuity of the incremental solution field \(\delta u(x)\) through the interface \(\Gamma_{I}^{ef}\). A general weak form for such compatibility condition reads

\[
\int_{\Gamma_{I}^{ef}} w(x)(\delta u^{f}(x) - \delta u^{c}(x)) \, d\Gamma_{I}^{ef} = 0, \quad \forall x \in \Gamma_{I}^{ef},
\]

where \(w(x)\) represents a weighting function. By setting \(w(x)\) equal to the Dirac function \(\delta(x)\) at all nodes, the standard collocation method is recovered. In this view the relations concerning independent (ind) and dependent (dep) nodes at the interface depicted in Figure 2 read

\[
\begin{align*}
    u^{f}_{\text{ind},i} &= u^{c}_{\text{ind},i}, & i &= 1, 2, \\
    u^{f}_{\text{dep},i} &= u^{c}(x_{i}), & i &= 1, nf.
\end{align*}
\]

Note that the selection of linear or bilinear coarse scale elements leads to a linear distribution of the displacement field at the interface. Consequently, the resulting strains are constant at \(\Gamma_{I}^{ef}\) between independent nodes. For this reason, such interscale relations present similarities with the constant strain approach typically adopted in classical homogenization theory.

Other choices of the weight function \(w(x)\) lead to the so-called mortar methods [10]. In the present study, \(w(x)\) is set to a constant which is an adequate choice for the case of
linear shape functions as argued in [12]. The resulting relations are referred to as average compatibility in the remaining of the text and read

$$\mathbf{u}_{\text{ind}, i}^f = \mathbf{u}_{\text{ind}, i}^c, \quad i = 1, 2,$$

$$\mathbf{u}_{\text{dep}, i}^f = \mathbf{u}^c(x_i), \quad i = 1, nf$$

The set of constraints in (7) enforce continuity of the solution field in a weak sense for the interface segment bounded by the independent nodes, the independent nodes satisfying the strong compatibility (7a). This can be adequate when the fine scale solution field at the interface cannot be properly captured with the coarse scale shape functions. For this reason there is a gain in flexibility at the non-conforming interface. Note that the weak constraint in (7b) is obtained by choosing a constant distribution of Lagrange multipliers \(w(x)\) in the standard weak form of interface compatibility used in the FETI method. In this view, the interscale relation based on average compatibility preserves some similarities with the constant stress assumption in the classical homogenization theory.

Besides the nature of strong and weak compatibility constraints, the number of equations involved in (6) and (7) are significantly different. Enforcement of collocation constraints (6b) at the interface \(\Gamma_{\text{cf}}^f\) requires a set of \(nf \times N_{\text{dof}}\) equations (refer to Figure 2), \(nf\) being the number of dependent nodes and \(N_{\text{dof}}\) the number of degrees of freedom per node. However, the number of equations concerned in (7b) is \(N_{\text{dof}}\). Both collocation and
average compatibility constraints can be cast in a matrix form for each domain $\Omega^{(s)}$ as

$$C^{(s)}u^{(s)} = 0.$$  

(8)

The matrices $C^{(s)}$ are used in the assembly of the modified Boolean matrices $\bar{B}^{(s)}$ as shown in (2). Since the number of rows of $C^{(s)}$ depends on the micro-to-macro connection method, the size of the resulting interface problem becomes lower for the choice of average compatibility constraints.

4 EXAMPLES

A multiscale analysis of an L-shape specimen with heterogeneous mesostructure is performed using the presented domain decomposition framework. The specimen is meshed using a coarse discretization and partitioned into 27 non-overlapping domains. The underlying heterogeneous structure consists of a number of regularly distributed steel fibers. Computations are performed considering a two-dimensional slice of the structure in which plane strain conditions are assumed. The regular distribution of fibers allows the retrieval of effective elastic properties from a simple unit cell which is treated as an RVE. The problem set-up is summarized in Figure 3. Non-linear behaviour is linked to crack nucleation and propagation in our study and is simulated by means of a gradient-enhanced damage model [16]. Tensile failure is modeled adopting a Mazars [17] definition for the equivalent strain $\tilde{\varepsilon}$. An exponential evolution of damage $\omega$ with the maximum strain $\kappa$ is considered. A summary of the material parameters is given in Table 1. The non-local equivalent strain $\tilde{\varepsilon}_{nl}$ is adopted as the internal variable invariant used to construct the

![Figure 3: Set-up of the multiscale domain decomposition analysis.](image-url)
Table 1: Material parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Soft inclusion</th>
<th>Matrix</th>
<th>Coarse bulk</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ (Young’s modulus)</td>
<td>$20.0 \times 10^2$</td>
<td>$40.0 \times 10^3$</td>
<td>Effective</td>
</tr>
<tr>
<td>$\nu$ (Poisson’s ratio)</td>
<td>0.2</td>
<td>0.2</td>
<td>Effective</td>
</tr>
<tr>
<td>$\tilde{\epsilon}_{nl}$ (Non-local equivalent strain)</td>
<td>Mazars</td>
<td>Mazars</td>
<td>Mazars</td>
</tr>
<tr>
<td>$\kappa_0$ (Damage initiation threshold)</td>
<td>$5.0 \times 10^{-5}$</td>
<td>$8.5 \times 10^{-5}$</td>
<td>$5.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>$c$ (Gradient parameter)</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>$\omega(\kappa)$ (Damage evolution law)</td>
<td>Exponential</td>
<td>Exponential</td>
<td>[-]</td>
</tr>
<tr>
<td>$\alpha$ (Residual stress parameter)</td>
<td>0.999</td>
<td>0.999</td>
<td>[-]</td>
</tr>
<tr>
<td>$\beta$ (Softening rate parameter)</td>
<td>400</td>
<td>400</td>
<td>[-]</td>
</tr>
</tbody>
</table>

non-linear domain predictor [13]. Upon increasing load, damage grows and propagates from the re-entrant corner of the L-shape specimen as shown in Figure 4. The interscale relations used in this analysis correspond to the collocation constraints (6). Due to the adaptive nature of the interface it is possible to capture the development of non-linearity satisfying continuity of the solution throughout the complete specimen.

The load-displacement curves depicted in Figure 5 show the sensitivity of the method to different elastic effective properties for the coarse bulk. In these tests, collocation is adopted at $\Gamma_{cf}$ and the effective elastic moduli are retrieved by classical homogenization, i.e. Voigt, Reuss and Mori-Tanaka averaging schemes, and computational homogenization, i.e. fully prescribed forces, displacements and periodic boundary conditions. All multiscale analyses (gray area) are plotted together with the direct numerical solution (DNS). The agreement between multiscale analyses and DNS depends on the choice of effective elastic properties for the coarse bulk. The differences between multiscale analysis and DNS are higher in the pre-peak region since the overall behaviour is dominated by the chosen effective elastic properties. However, in the post-peak region, these differences
become smaller due to the fact that non-linear areas are fully considered.

An assessment of collocation and average compatibility interscale relations is carried out by comparing the damage field between multiscale analysis and DNS at ultimate loading stage (Figure 9). The absolute error in $\omega$ is defined as

$$E_\omega = |\omega_{DNS} - |\omega_{Mult}|, \quad 0 \leq E_\omega \leq 1.$$  \hspace{1cm} (9)

A small increase of $E_\omega$ is observed for the average compatibility constraint although differences remain in an acceptable range. The error $E_\omega$ is higher around the domain interfaces where a steep damage gradient needs to be captured. The overall cost of the interscale relation in the multiscale analysis is found by computing the size of the interface problem (Figure 7). The active interface is defined as the ratio between the number of degrees of freedom involved in the interface $\Gamma$ at load step $t$ and the maximum number obtained by considering all fine scale domains. In both collocation and average compatibility the active interface grows with the activation of fine scale domains. However, the interscale relations based on average compatibility constraints lead to a lower active interface and this has a beneficial impact on the overall cost of the analysis.

### 5 CONCLUSIONS

A multiscale domain decomposition framework for the analysis of heterogeneous quasi-brittle materials is presented. The multiscale strategy provides results which are in agreement with a reference DNS and results in a much lower computational cost. The analyses are influenced by the choice of the effective elastic properties for the coarse bulk and the micro-to-macro connection strategy. The tests performed on a steel reinforced L-shape specimen reveal that both interscale relations give similar results although the accuracy is higher for the collocation constraint. However, average compatibility techniques provide a cheaper overall cost which might be preferred in large scale computations.
Figure 6: Damage field error $E_{\omega}$ between DNS and multiscale analyses.

Figure 7: Evolution of the size of the interface problem.
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Abstract. Development of predictive capabilities of forming failure can help not only to reduce the experimental effort of formability characterization but also to accelerate the development of new or improved sheet metal alloys. This paper presents a comparative study on prediction of failures in sheet metals which leads to undesirable localized straining and/or fracture during the stamping process. The theoretical diffuse and localized necking models were applied. Several classical fracture criteria were also studied in the finite element analysis. All these models were used to predict the onset of failure and compare with the experimental cases. Comparison and validity of different failure criteria was discussed.

1 INTRODUCTION

In sheet metal forming analysis, the criterion using Forming Limit Diagram (FLD) is widely used for failure prediction since it was originally introduced by Keeler (1965) and Goodwin (1968) [1, 2]. FLD has been commonly applied to evaluate the formability of sheet metals for diagnosing the possible production problems in sheet metal stamping. It indicates the limit strains corresponding to the onset of localized necking over a range of major-to-minor strain ratios. Although the concept of FLD is simple, its experimental implementation is not trivial. Therefore, analytical and numerical predictions of FLD have been intensively studied as the alternative methods. Recently, ductile fracture criteria have been used to determine the limit forming states [3]. The limit states were calculated by plugging the values of stress and strain histories obtained from the simultaneous finite element simulations into the integral form of different ductile fracture criteria. Several successful predictions for the fracture process have been reported. Some fracture criteria can be used to determine the FLD successfully whereas some others fail with this effort.

This paper presents a comparative study on prediction of failures in sheet metals which leads to undesirable localized straining and/or fracture during the stamping process. More detailed discussion on each single topic can be found in [4, 5]. The theoretical diffuse and localized necking models according to Swift-Hill (1952) and Stören-Rice (1975) were applied. Several classical fracture criteria such as Rice-Tracey (1969), Cockcroft-Latham (1968), Brozzo et al. (1972), Oh et al. (1979), and Wilkins et al. (1980) were also studied in the finite element analysis. All these models were used to predict the onset of failure and
compare with the experimental cases. To determine the FLD experimentally, we conducted the Nakajima tests following the ISO 12004-2 standard [6].

2 EXPERIMENT SETUP

In order to determine the FLD of metal sheet, limiting dome height (LDH) tests were performed. The die set of the NUMISHEET ‘96 benchmark model was used. Experimental setup including the formability tester and the die set is depicted in Fig. 1. Four kinds of specimens were cut into so-called Nakajima specimens from the same material sheet, the narrowest widths of which were 25, 50, 75 and 175mm, with a length of 175mm in the rolling direction. Fig. 2 shows different blank shapes used in this study. The ASIAS scanning system was used to measure principal strains.

![Formability tester and die set](image)

Figure 1: The formability tester and die set

![Blank shapes of the LDH test](image)

Figure 2: Blank shapes of the LDH test

3 FAILURE CRITERIA

3.1 Necking criteria

Under significant plastic deformation the onset of localization, which is often referred to as diffuse necking, occurs. Diffuse necking, which ends the initially uniform deformation in a wide thin sheet, involves contraction in both the lateral and width directions. The diffuse neck is accompanied by contraction strains in both the width and thickness direction and develops
gradually thus still allowing considerable extension [7]. Diffuse necking is usually predicted by, e.g. the Considère (1885) and Swift-Hill (1952) criteria [8]. Upon further deformation the necking region further localizes in an infinitesimal band which is related to the material instability or the \textit{localized necking}. During localized necking the specimen thins without further width contraction [7]. Localized necking can be predicted by, e.g. the model of Hill (1952). Different approaches to predict necking have been introduced from different perspective views of the phenomenon, e.g. maximum load, zero extension line, bifurcation from point vertex on the yield surface or pre-existing imperfections.

Critical thinning or thickness reduction is commonly used in press shop to determine the necking and it is assumed that necking occurs when the thickness strain is around 18–20\% [9]. Even though that critical thinning criterion is frequently used in industry, there is not much research has done into this area.

3.2 Fracture criteria

Based on general observations from ductile tests that the load carrying capacity is reduced during the process, the materials are considered to be damaged. Damage indicators and damage rules for the ductile materials have been defined in different ways. It is postulated that fracture occurs when the damage, $D$, exceed a critical value. In the normalized form, the condition of fracture is expressed as:

$$D = 1$$

Cockcroft and Latham (1968) developed a ductile fracture criterion based on the concept of “true ductility” [10]. Cockcroft-Latham stated that fracture will not occur until the product of maximum principal stress and equivalent strain is accumulated to a critical value. The \textit{reduced form} of the Cockcroft-Latham criterion is given by:

$$D = \frac{1}{D_{\text{C-L crit.}}} \int_{0}^{\varepsilon_f} \sigma_1 d\varepsilon^p$$

where $\sigma_1$ is the highest tensile stress, $\varepsilon^p$ is the equivalent plastic strain, $\varepsilon_f$ is the equivalent fracture strain. The critical value, $D_{\text{C-L crit.}}$, is determined experimentally. Brozzo \textit{et al.} (1972) modified the Cockcroft-Latham criterion fracture condition to express the effect of principal stress and hydrostatic stress [11].

$$D = \frac{1}{D_{\text{B crit.}}} \int_{0}^{\varepsilon_f} \frac{2\sigma_1}{3(\sigma_1 - \sigma_m)} d\varepsilon^p$$

where $\sigma_m = (\sigma_1 + \sigma_2 + \sigma_3)/3$ is the hydrostatic stress. The Cockcroft-Latham criterion was later modified by Oh \textit{et al.} (1979) to have the so-called \textit{normalized form} as given below [12]:

$$D = \frac{1}{D_{\text{B crit.}}} \int_{0}^{\varepsilon_f} \frac{2\sigma_1}{3(\sigma_1 - \sigma_m)} d\varepsilon^p$$
\[ D = \frac{1}{D_{\text{crit}}} \int_0^{D_{\text{crit}}} \frac{\sigma}{\bar{\sigma}} d\varepsilon^p \]  

(4)

Wilkins et al. (1980) suggested a damage function that includes a hydrostatic pressure weighting term, \( w_1 \), and an asymmetric-strain weighting term, \( w_2 \). Fracture is postulated to occur when the damage function \( D \) exceeds a critical value \( D_C \) over a critical material volume \( R_C \), leading to discontinuous macro crack creation and stepwise growth [13]. The criterion is rewritten in the normalized form as:

\[ D = \frac{1}{D_{\text{crit}}^{\text{W}}} \int_0^{D_{\text{crit}}} w_1 w_2 d\varepsilon^p \]  

(5)

The hydrostatic pressure weighting term accounts for the growth of holes during loadings that consists of large stress triaxiality and small strain. The asymmetric-strain weighting term accounts for the observation that, after initiation, the holes can link up as a band if subsequent loading is shear. The two weighting terms are defined by:

\[ w_1 = \left( \frac{1}{1 - a \bar{\sigma}_m} \right)^\alpha; \quad w_2 = \left( 2 - A \right)^\beta \]  

(6)

where \( a \) is a constant and relates to a so-called limit pressure, \( P_{\text{lim}} \); \( A \) is the asymmetric-strain factor. These terms are calculated by:

\[ a = \frac{1}{P_{\text{lim}}}; \quad A = \max \left\{ \frac{s_2}{s_1}, \frac{s_3}{s_1} \right\}, \quad s_1 \geq s_2 \geq s_3 \text{ are deviatoric stresses} \]  

(7)

4 RESULTS AND DISCUSSION

The aluminum alloy (AA6061-T6) sheet of 0.8mm thickness was used to prepare specimens for the experimental tests in this paper. The mechanical properties and material constants are obtained from the tensile test of flat type dog-bone and shear specimens as shown in Fig. 3. The inverse method was applied to determine the failure strains at fracture of the tensile specimen using finite element simulation. The analysis was conducted with the assumptions that the material is isotropic and follows the von Mises plasticity theory.

The fracture uniaxial tensile test of the dog-bone specimens could not only provide the information about stress-strain relation and the fracture strains of the material but also help to calculate the material parameters through the inverse method with stress and strain result outputs of a parallel finite element simulation. As an example, the thickness strain record of the loaded specimen was used to identify the critical thinning value which was later applied as a criterion to predict failure. Such process is illustrated in Fig. 4 which shows the bifurcation point as failure occurs.
The experiment data and the FLD of AA6061-T6 obtained from the reference paper [14] are given in Fig. 5. The experimental data and the reference FLD agree pretty well except for the proximity of biaxial stretch mode. The calculated limit strains using necking criteria together with the experimental FLD from reference [14] are shown in Fig. 6. The left-hand side of the experimental FLD is parallel to the calculated curve for localized necking by Hill’s criterion. For positive values of \( \varepsilon_2 \), the calculated curve using Swift’s criterion has similar shape and is in accord with the experimental one. In both sides, the experimental curve is higher than the analytical ones. The Störren-Rice curve approaches the experimental FLD in the modes of uniaxial tension and biaxial stretch. But for plane strain condition, it predicted the limit strain that is far below the true value. It reflects a fact that necking has developed much earlier than it can be detected as depicted in Fig. 6 (a). An identical observation was reported for the forming limit diagram of a low-carbon steel [7].

Applying the inverse method for the finite element simulation of the tensile test of this material, the flat type dog-bone specimen failed at about 21.5% thickness strain. Limit strains of the 17.5, 20, 22.5 and 25% thickness strains conditions were also obtained from the finite element simulation and shown in Fig. 6 (b). On the left side of FLD, necking occurs when the thickness strain is about 20%. It is reasonable to predict localized necking occurs before the
critical value of thickness strain at which the material was failed in the tensile test. However, the thinning criterion underestimated failures on the right hand side of FLD.

**Figure 5:** The forming limit diagram: experimental results and the reference FLD

**Figure 6:** Predictions of the FLD: (a) with necking criteria, (b) with thinning criterion

Comparison between limit strain due to ductile fracture criteria and that of the experimental FLD is given in Fig. 7. Only predictions with the criteria proposed by Rice-Tracey, Brozzo *et al.*, Oh *et al.*, and Wilkins *et al.* are presented. More criteria including the proposed criterion by the present authors are discussed in [5]. The calculated strains of all models are located on or above the FLD. This makes sense as necking, which is followed by fracture, occurs earlier than the observed fracture. Among the four investigated fracture models in this study, the Wilkins *et al.* criterion is able to predict pretty well the forming
limit. Other models seem to overestimate the failure strains. Besides, as can be seen from Fig. 7, the distance from the fracture points to the FLD following Wilkins et al. is relative small reflecting the experimental observation that soon after necking fracture occurs. Especially, for uniaxial and biaxial stretch modes fracture follows almost right after necking.

![Figure 7: Predictions of the FLD using ductile fracture criteria](image)

5 SUMMARY

Failures in the LDH tests were predicted by several necking and ductile fracture criteria in order to establish a calculated FLD and then compare that with the experimental curve. The following conclusions were made:

- Swift and Hill necking criteria underestimated the limit strains but these calculated curves have the similar shape with the FLD.
- The left side of the FLD was well predicted by thinning and the Wilkins et al. criterion.
- Whereas the neighbor of uniaxial and biaxial stretch modes can be calculated by Stören-Rice criterion, the prediction for plane strain condition is far to be satisfied.
- In all cases, the ductile fracture criteria tended to overestimate the failure which is initiated by necking in practice. Even though the calculated FLD is not well shaped, the prediction by the Wilkins et al. fracture criterion for the low ductility material in this study is acceptable.
- At the current time the work on sensitivity of the forming limit with different yield conditions is undertaken.
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Abstract. This work proposes a generalized theory of deformation which can capture scale effects also in a homogenously deforming body. Scale effects are relevant for small structures but also when it comes to high strain concentrations as in the case of localized shear bands or at crack tips, etc. In this context, so-called generalized continuum formulations have been proven to provide remedy as they allow for the incorporation of internal length-scale parameters which reflect the micro-structural influence on the macroscopic material response. Here, we want to adopt a generalized continuum framework which is based on the mathematical description of a combined macro- and micro-space [8]. The approach introduces additional degrees of freedom which constitute a so-called micromorphic deformation. First the treatment presented is general in nature but will be specified for the sake of an example and the number of extra degrees of freedom will be reduced to four. Based on the generalized deformation description new strain and stress measures are defined which lead to the formulation of a corresponding generalized variational principle. Of great advantage is the fact that the constitutive law is defined in the generalized space but can be classical otherwise. This limits the number of the extra material parameters necessary to those needed for the specification of the micro-space, in the example presented to only one.

1 Introduction

Decades ago, it has been recognized that for some materials the kinematics on meso- and micro-structural scales needs to be considered, if the external loading corresponds...
to material entities smaller than the representative volume element (RVE) and the statistical average of the macro-scopical material behaviour does not hold anymore. In this sense the fluctuation of deformation on micro-structural level as well as relative motion of micro-structural constituents, such as granule, crystalline or other heterogeneous aggregates, influence the material response on macro-structural level. Consequently, field equations based on the assumption of micro-scopically homogeneous material have to be supplemented and enriched to also include non-local and higher-order contributions.

In particular, generalized continua aim to describe material behaviour based on a deeper understanding of the kinematics at smaller scales rather than by pure phenomenological approximation of experimental data obtained at macro-scopical level. The meso- or micro-structural kinematics and its nonlocal nature is then treated either by incorporating higher-order gradients or by introducing extra degrees of freedom. For the latter, the small-scale kinematics at each material point can be thought to be equipped with a set of directors which specify the orientation and deformation of a surrounding micro-space. This results in a micromorphic continuum theory [3], if the directors are allowed to experience rotation, stretch and change of angles to each other.

Geometrically nonlinear micromorphic formulations are sparsely found in literature, e.g. in [5] issues related to material forces of in the hyperelastic case were discussed, or in [7] micromorphic plasticity two-scale models have been proposed addressing micro-structural damage as well as granular material behaviour.

So far formulations of generalized continua are faced with two major problems. The first one relates to the fully non-linear and inelastic material behaviour. Classical inelastic formulations are based on decompositions of strain measures. Since generalized continua exhibit more than one strain or deformation measure the question arises as to how these can be decomposed into elastic and inelastic parts. Few suggestions were made in [11, 4, 2]. These formulations remained, however, less satisfactory since the decomposition of the two deformation measures were, strictly speaking, independent of each other, which raises many questions regarding the adequate formulation of evolution laws for the inelastic parts. The second problem relates to the observation of scale effects also in a homogenously deforming specimen. Cosserat and higher gradient theories cannot predict such scale effects, because the extra strain measures are identically zero for homogenous deformation. Furthermore, it is desirable to set out from a general and unified formulation of continua with meso- and micro-structure. We propose a framework based on the mathematical concept of fibre bundles embedded into a generalized continuum formulation. More specifically, we want to consider the Cartesian product of the macroscopic and further meso- or microscopic spaces and, accordingly, the generalized deformation is composed of a macro-, meso- and/or micro-components. In principle, every point of the macroscopic space would have an infinite number of degrees of freedom and dimensions. In practice, the number of degrees of freedom is finite corresponding to the chosen level of accuracy. In this sense the micromorphic continuum appears just as special approximation of the general case [8]. From the micromorphic deformation description nonlinear strain
measures are derived and corresponding stress measures are defined which allow for the formulation of generalized variational principles and corresponding Dirichlet boundary conditions.

The paper is organized as follows. In Sec. 2 the theory of the generalized continuum is outlined. Subsequently, in Sec. 3 a generalized micromorphic principle of virtual work is proposed. The approach allows for the incorporation of any conventional constitutive law, this fact is exemplified using an inelastic material law. Details of the inelastic formulation are elaborated in Sec. 4.1 and Sec. 4.2. Finally, the excellent performance is demonstrated by an example of scale effects in homogenously deforming body as well as by that of a shear band formation in Sec 5.

2 Generalized deformation and strain

The basic idea is that a generalized continuum \( \mathcal{G} \) can be assumed to inherit the mathematical structure of a fibre bundle. In the simplest case, this is the Cartesian product of a macro space \( \mathcal{B} \subset \mathbb{R}(3) \) and a micro space \( \mathcal{S} \) which we write as \( \mathcal{G} := \mathcal{B} \times \mathcal{S} \). This definition assumes an additive structure of \( \mathcal{G} \) which implies that the integration over the macro- and the micro-continuum can be performed separately. The macro-space \( \mathcal{B} \) is parameterized by the curvilinear coordinates \( \vartheta^i, i = 1, 2, 3 \) and the micro-space or micro-continuum \( \mathcal{S} \) by the curvilinear coordinates \( \zeta^\alpha \). Here, and in what follows, Greek indices take the values 1, ... or \( n \). The dimension of \( \mathcal{S} \) denoted by \( n \) is arbitrary, but finite. Furthermore, we want to exclude that the dimension and topology of the micro-space is dependent on \( \vartheta^i \). Each material point \( \mathbf{X} \in \mathcal{G} \) is related to its spatial placement \( \mathbf{x} \in \mathcal{G}_t \) at time \( t \in \mathbb{R} \) by the mapping \( \phi(t) : \mathcal{G} \rightarrow \mathcal{G}_t \). For convenience but without loss of generality we identify \( \mathcal{G} \) with the un-deformed reference configuration at a fixed time \( t_0 \) in what follows. The generalized space can be projected to the macro-space in its reference and its current configuration by

\[
\pi_0(\mathbf{X}) = \mathbf{X} \quad \text{and} \quad \pi_t (\mathbf{x}) = \mathbf{x}
\]  

respectively, where \( \pi_0 \) as well as \( \pi_t \) represent projection maps, and \( \mathbf{X} \in \mathcal{B} \) and \( \mathbf{x} \in \mathcal{B}_t \). The tangent space \( T\mathcal{G} \) in the reference and current configuration, respectively, are defined by the pairs \( (\mathbf{G}_i \times \mathbf{I}_a) \) and \( (\tilde{\mathbf{g}}_i \times \mathbf{i}_a) \), respectively, given by

\[
\tilde{\mathbf{G}}_i = \frac{\partial \mathbf{X}}{\partial \vartheta^i}, \quad \mathbf{I}_a = \frac{\partial \mathbf{X}}{\partial \zeta^a}, \quad \tilde{\mathbf{g}}_i = \frac{\partial \mathbf{x}}{\partial \vartheta^i} \quad \text{and} \quad \mathbf{i}_a = \frac{\partial \mathbf{x}}{\partial \zeta^a},
\]  

where the corresponding dual contra-variant vectors are denoted by \( \mathbf{G}^i \) and \( \mathbf{I}^a \), respectively. The generalized tangent space can also be projected to its corresponding macro-space by

\[
\pi_0^*(\mathbf{G}_i) = \mathbf{G}_i \quad \text{and} \quad \pi_t^*(\tilde{\mathbf{g}}_i) = \mathbf{g}_i
\]
respectively, where the tangent vectors $I_\alpha$ are assumed to be constant throughout $S$ for simplicity. Note that the definition of a projection map is not trivial. The tangent of the projection map defines the geometry of the extra space and so the metric which is to be used to evaluate the integral over the generalized space. The concept is rich in its structure.

Now, we assume that the placement vector $\tilde{x}$ of a material point $P$ ($\tilde{X} \in \mathcal{G}$) is of an additive nature and is the sum of its position in the macro-continuum $x \in B_t$ and in the micro-continuum $\xi \in S_t$ as follows

$$\tilde{x}(\vartheta^k, \zeta^\beta, t) = x(\vartheta^k, t) + \xi(\vartheta^k, \zeta^\beta, t).$$

(4)

Thereby, the macro-placement vector $x$ defines the origin of the micro co-ordinate system such that the micro-placement $\xi$ is assumed to be relative to the macro-placement. The definition of the generalized continuum and so of the extra degrees of freedom depends directly on the choices to be made for the micro deformation $\xi(\vartheta^k, \zeta^\beta, t)$. The theory is based on the fact that the dependency on the micro co-ordinates $\zeta^\beta$ must be determined apriori. Specific choices define specific continua. The following quadratic ansatz

$$\tilde{x} = x(\vartheta^k, t) + \zeta^\alpha \left(1 + \zeta^\beta \chi^\beta(\vartheta^k, t)\right) a_\alpha(\vartheta^k, t).$$

(5)

results adequate strain measures of full rank shown in [10]. The vector functions $a_\alpha(\vartheta^k, t)$ and scalar functions $\chi_\alpha$, with their corresponding micro co-ordinates $\zeta^\alpha$, are independent degrees of freedom. The number $\alpha$ must be chosen according to the specific topology of the micro-space as well as depending on the physical properties of the material due to its intrinsic structure.

In computations we have to deal with four additional independent functions per micro co-ordinate. These are the three components of the vector $a_\alpha$ as well as the independent displacement-like functions $\chi_\alpha$. Note, however, $a_\alpha$ as well as $\chi_\alpha$ are constant over $S$. While the functions $\chi_\alpha$ contribute to the definition of the strains, their special importance lies in the fact that they allow for the complete definition of linear distribution of strain in the extra dimensions. Also, it is important to realize that the dimension of the micro-space does not have to coincide with the dimension of the macro-space.

Now we proceed to define the strain measures. Taking the derivatives of $\tilde{x}$ (Eq. 5) with respect to the macro-coordinates $\vartheta^i$ as well as with respect to the micro co-ordinates $\zeta^\alpha$, the generalized deformation gradient tensor can be expressed as follows

$$\tilde{\mathbf{F}} = \left[ x_{,i}(\vartheta^k, t) + \zeta^\alpha \zeta^\beta \chi_{\beta,i}(\vartheta^k, t) a_\alpha(\vartheta^k, t) \right] \otimes \tilde{\mathbf{G}}^i +$$

$$\left[ a_\alpha(\vartheta^k, t) + \zeta^\beta \left(\chi_\beta(\vartheta^k, t) a_\alpha(\vartheta^k, t) + \chi_\alpha(\vartheta^k, t) a_\beta(\vartheta^k, t)\right) \right] \otimes I_\alpha. \quad (6)$$

Similar to its classical definition, a generalized right Cauchy-Green deformation tensor based on Eq. (6) is formulated as $\tilde{\mathbf{C}} = \tilde{\mathbf{F}}^T \tilde{\mathbf{F}}$ and neglecting higher order terms in $\zeta^\alpha$ and
extracting only the dominant parts of $\tilde{C}$ (constant and linear in $\zeta^\alpha$) we arrive at

\[
\begin{align*}
\tilde{C} &= \left( x_k \cdot x_l + \zeta^\alpha (a_{\alpha,k} \cdot x_l + x_k \cdot a_{\alpha,l}) \right) \tilde{G}^k \otimes \tilde{G}^l \\
&+ \left( x_k \cdot a_\beta + \zeta^\alpha a_{\alpha,k} \cdot a_\beta + \zeta^\alpha x_k \cdot (\chi_\alpha a_\beta + \chi_\beta a_\alpha) \right) \left( \tilde{G}^k \otimes I^\beta + I^\beta \otimes \tilde{G}^k \right) \\
&+ \left( \zeta^\alpha (\chi_\gamma a_\alpha \cdot a_\beta + \chi_\beta a_\alpha \cdot a_\gamma) + 2 \zeta^\alpha \chi_\alpha a_\beta \cdot a_\gamma + a_\beta \cdot a_\gamma \right) I^\beta \otimes I^\gamma = C + \zeta^\alpha K_\alpha .
\end{align*}
\]

Note in order to obtain Eq. (7) the geometry of the micro-space must be specified. Specifically, one has to decide about the projection map $\pi^*_0(\tilde{G}^i)$ which defines the transition from the tangent vectors $\tilde{G}^i$, defined in the generalized space, to the tangent vectors $G^i$, defined in $TB$.

3 Generalized principle of virtual work

A micromorphic variational principle is established based on the generalized strain tensor $\tilde{C}$ (Eq. 7). From a non-linear boundary value problem in the domain $B \times S$ considering the static case and considering only mechanical processes, the first law of thermodynamics provides the following variational statement

\[
\delta \Psi - W_{ext} = 0 .
\]

The external virtual work $W_{ext}$ is defined in the Lagrangian form as follows

\[
W_{ext} (u) = \int_B b \cdot \delta u \; dV + \int_B l^\alpha \cdot \delta a_\alpha \; dV + \int_{\partial B_N} t^{(n)} \cdot \delta u \; dA + \int_{\partial B_N} q^{(n)} \cdot \delta a_\alpha \; dA
\]

where the external body force and moment $b$ and $l$, respectively, acting in $B$ and the external traction and surface moment $t^{(n)}$ and $q^{(n)}$, respectively, acting on the Neumann boundary $\partial B_N$ are obtained by integrating corresponding quantities over the micro-space $S$. For more details refer to [10].

With Eq. (7) the internal virtual power in the Lagrangian form is given by

\[
\delta \Psi = \int_B \int_S \tilde{\rho}_0 \frac{\partial \psi(\tilde{C})}{\partial C} \; dS \; dV = \int_B \frac{1}{2} \left\{ S : \delta C + M^\alpha : \delta K_\alpha \right\} \; dV ,
\]

with the force stress and the higher-order size-scale relevant stress

\[
S (\varphi^k) = \frac{1}{V_S} \int_S 2 \tilde{\rho}_0 \frac{\partial \psi(\tilde{C})}{\partial C} \; dS , \quad M (\varphi^k) = \frac{1}{V_S} \int_S 2 \zeta^\alpha \tilde{\rho}_0 \frac{\partial \psi(\tilde{C})}{\partial C} \; dS .
\]

Then, substituting Eqs. (10) and (9) into Eq. (8) we end up with a micromorphic variational principle:

\[
\int_B \left\{ S : \delta C + M^\alpha : \delta K_\alpha \right\} \; dV = W_{ext} = 0 .
\]
The generalized principle of virtual work is supplemented by essential boundary conditions, the so-called Dirichlet boundary conditions

\[ u = h_u \text{ on } \partial B_D, \quad a_\alpha = h_{\gamma,\alpha} \text{ on } \partial B_D, \]

where \( h_u \) and \( h_{\gamma,\alpha} \) are prescribed values at the boundary \( \partial B_D \).

4 The inelastic formulation

As discussed in the introduction, the inelastic constitutive law can be any classical one which is now to be defined at the level of the micro-continuum. In what follows we adopt and tailor to our purposes the formulation of finite strain inelasticity based on unified constitutive models as developed in ([9]). While the choice is convenient we stress that any alternative inelastic law could serve the purpose as well.

4.1 Generalized kinematics of the elastic-inelastic body

A point of departure for an inelastic formulation constitutes the multiplicative decomposition of the generalized deformation gradient Eq. (6) into an elastic and an inelastic part

\[ \tilde{F} = \tilde{F}_e \tilde{F}_p. \]  

For metals, the above decomposition is accompanied with the assumption \( \tilde{F}_p \in SL^+(3, \mathbb{R}) \) which reflects the incompressibility of the inelastic deformations, where \( SL^+(3, \mathbb{R}) \) denotes the special linear group with determinant equal one.

The following generalized right Cauchy-Green-type deformation tensors are defined

\[ \tilde{C} := \tilde{F}^T \tilde{F}, \quad \tilde{C}_e := \tilde{F}_e^T \tilde{F}_e, \quad \tilde{C}_p := \tilde{F}_p^T \tilde{F}_p. \]

Since the deformation gradient \( \tilde{F} \) is also an element of \( GL^+(3, \mathbb{R}) \) with positive determinant, we can attribute to its time derivative a left and right rate

\[ \dot{\tilde{F}} = \tilde{F} \dot{\tilde{L}}, \quad \dot{\tilde{F}} = \tilde{F} \dot{\tilde{L}}. \]

Both rates are mixed tensors (contravariant-covariant). They are related by means of the equation

\[ \dot{\tilde{L}} = \tilde{F}^{-1} \dot{\tilde{F}}. \]  

Since \( \tilde{F}_p \in SL^+(3, \mathbb{R}) \) we can define a right rate according to

\[ \dot{\tilde{F}}_p = \tilde{F}_p \dot{\tilde{L}}_p \]  

which proves more appropriate for a numerical treatment in a purely material context.
4.2 The constitutive model

4.2.1 General considerations

Let $\tilde{\tau}$ be the generalized Kirchhoff stress tensor. Consider the expression of the internal power in terms of spatial and material tensors, respectively

$$W = \tilde{\tau} : \tilde{I}, \quad \mathcal{W} = \tilde{\Gamma} : \tilde{L}$$

(19)

where $\tilde{I}$ is defined in Eq. (16a). The comparison of Eq. (19a) with (19b) leads with the aid of Eq. (17) to the definition equation of the material stress tensor $\tilde{\Gamma}$:

$$\tilde{\Gamma} = \tilde{F}^T \tilde{\tau} \tilde{F}^{-T}. \quad (20)$$

The tensor $\tilde{\Gamma}$ is, accordingly, the mixed variant pull-back of the generalized Kirchhoff tensor. It coincides with Noll’s intrinsic stress tensor and determines up to a spherical part the Eshelby stress tensor.

A common feature of inelastic constitutive models is the introduction of phenomenological internal variables. We denote a typical internal variable as $Z$. Assuming the existence of a free energy function according to $\psi = \psi(\tilde{C}_e, Z)$, the localized form of the dissipation inequality for an isothermal process takes

$$D = \tilde{\tau} : \tilde{I} - \tilde{\rho}_{\text{ref}} \dot{\psi} = \tilde{\Gamma} : \tilde{L} - \tilde{\rho}_{\text{ref}} \dot{\psi} \geq 0, \quad (21)$$

where $\rho_{\text{ref}}$ is the density at the reference configuration. This inequality can be transferred to (see [10])

$$D = \left( \tilde{\Gamma} - 2\tilde{\rho}_{\text{ref}} \tilde{C} \tilde{F}_p^{-1} \frac{\partial \psi(\tilde{C}_e, Z)}{\partial \tilde{C}_e} \tilde{F}_p^{-T} \right) : \tilde{L}$$

$$+ 2\tilde{\rho}_{\text{ref}} \tilde{C} \tilde{F}_p^{-1} \frac{\partial \psi(\tilde{C}_e, Z)}{\partial \tilde{C}_e} \tilde{F}_p^{-T} : \tilde{L}_p - \tilde{\rho}_{\text{ref}} \frac{\partial \psi(\tilde{C}_e, Z)}{\partial Z} \cdot \dot{Z} \geq 0.$$  

By defining $Y$ as the thermodynamical force conjugate to the internal variable $Z$

$$Y := -\tilde{\rho}_{\text{ref}} \frac{\partial \psi(\tilde{C}_e, Z)}{\partial Z},$$

(22)

and making use of standard thermodynamical arguments, from Eq. (22) follows the elastic constitutive equation

$$\tilde{\Gamma} = 2\tilde{\rho}_{\text{ref}} \tilde{C} \tilde{F}_p^{-1} \frac{\partial \psi(\tilde{C}_e, Z)}{\partial \tilde{C}_e} \tilde{F}_p^{-T} = 2\tilde{\rho}_{\text{ref}} \tilde{F}_p^T \tilde{C}_e \frac{\partial \psi(\tilde{C}_e, Z)}{\partial \tilde{C}_e} \tilde{F}_p^{-T} \quad (23)$$

as well as the reduced local dissipation inequality

$$D_p := \tilde{\Gamma} : \tilde{L}_p + Y \cdot \dot{Z} \geq 0, \quad (24)$$

where Eq. (22) has been considered. $D_p$ is the plastic dissipation function. From Eq. (24) follows as an essential result that the stress tensor $\tilde{\Gamma}$ and the plastic rate $\tilde{L}_p$ are conjugate variables. Observe that the tensor $\tilde{L}_p$ is defined in Eq. (18).
4.2.2 The elastic constitutive model

Further we assume that the elastic potential can be decomposed additively into one part depending only on the elastic generalized right Cauchy-Green deformation tensor \( \tilde{C}_e \) and the other one depending only on the internal variable \( Z \).

\[
\psi = \psi_e(\tilde{C}_e) + \psi_z(Z).
\]  
(25)

Defining the logarithmic strain measure

\[
\alpha := \ln \tilde{C}_e, \quad \tilde{C}_e = \exp \alpha
\]  
(26)

and assuming that the material is elastically isotropic, one can prove that the relation holds

\[
\tilde{C}_e \frac{\partial \psi_e(\tilde{C}_e)}{\partial \tilde{C}_e} = \frac{\partial \psi_e(\alpha)}{\partial \alpha},
\]  
(27)

where \( \psi_e(\alpha) \) is the potential expressed in the logarithmic strain measure \( \alpha \). Eq. (23) results then in

\[
\tilde{\Gamma} = 2\rho_{ref} \tilde{F}_p^T \tilde{F}_p \frac{\partial \psi_e(\alpha)}{\partial \alpha} \tilde{F}_p^{-T}.
\]  
(28)

Note that \( \psi_e \) is an isotropic function of \( \alpha \). The last equation motivates the introduction of a modified logarithmic strain measure

\[
\tilde{\alpha} := \tilde{F}_p^{-1} \alpha \tilde{F}_p.
\]  
(29)

Since the following relation for the exponential map holds

\[
\tilde{F}_p^{-1}(\exp \alpha) \tilde{F}_p = \exp \tilde{\alpha},
\]  
(30)

Eq. (28) takes

\[
\tilde{\Gamma} = 2\rho_{ref} \frac{\partial \psi_e(\tilde{\alpha})}{\partial \tilde{\alpha}}.
\]  
(31)

It is interesting to note that Eq. (30) together with Eqs. (26), (15a), and (15c) lead to a direct definition of \( \tilde{\alpha} \). The relation holds

\[
\tilde{\alpha} = \ln(\tilde{C}_p^{-1} \tilde{C}).
\]  
(32)

For computational simplicity a linear relation is assumed and therefore the elastic constitutive model Eq. (31) takes its final form

\[
\tilde{\Gamma} = K \text{tr} \tilde{\alpha}^T \mathbf{1} + \mu \text{dev}\tilde{\alpha}^T.
\]  
(33)
where
\[ \bar{\alpha}^T = \ln(\tilde{C}\tilde{C}_p^{-1}), \] (34)
and \( K \) is the bulk modulus and \( \mu \) the shear modulus.

It should be stressed that the reduction of the elastic constitutive law to that given by Eq. (31) results in a considerable simplification of the computations necessary for the formulation of the weak form of equilibrium and its corresponding linearisation. The only assumption we used was the very natural one of having an internal potential depending on \( \tilde{C}_e \). The following reduction is carried out systematically.

### 4.2.3 Inelastic constitutive model

The presented framework of generalized continua allows for the application of any set of classical constitutive laws. In what follows we confine ourselves to a unified constitutive law of the Bodner and Partom type as generalized in the first author’s previous work (see e.g. [9]). We concluded from Eq. (24) that the tensors \( \tilde{\Gamma} \) and \( \tilde{L}_p \) are conjugate.

Essentially we have to consider the stress tensor \( \tilde{\Gamma} \) as the driving stress quantity, while the plastic rate for which an evolution equation is to be formulated is taken to be \( \tilde{L}_p \).

This leads to the following set of evolution equations

\[
\begin{align*}
\dot{\tilde{L}}_p &= \dot{\phi} \nu^T, \\
\dot{Z} &= \frac{M}{Z_0}(Z_1 - Z)\dot{W}_p, \\
\dot{W}_p &= \Pi_{\text{dev} \tilde{\Gamma}} \dot{\phi}(\Pi_{\text{dev} \tilde{\Gamma}}, Z), \\
\nu &= \frac{3 \text{dev} \tilde{\Gamma}}{2 \Pi_{\text{dev} \tilde{\Gamma}}},
\end{align*}
\] (35)

Here, \( Z_0, Z_1, D_0, N, M \) are material parameters. The choice of the transposed quantity in Eq. (35a) reflects the form given by associative viscoplasticity, when the classical flow functions are generalized and formulated in terms of nonsymmetric quantities.

## 5 Numerical examples

In this section two numerical examples are presented to demonstrate the applicability of the micromorphic theory. In this specific case the micro-deformation and so micro-continuum are assumed to be one-dimensional, i.e., we consider only \( \alpha = 1 \) in Eq. (5). There vector \( \mathbf{a} \) in the generalized reference configuration is defined to be parallel to the \( x \)-axis. The material parameters, typical for metals, are chosen as follows: \( K = 1.64206E02 \text{ N/mm}^2, \mu = 1.6194E02 \text{ N/mm}^2, D_0 = 10000 \text{ 1/sec}, Z_0 = 1150 \text{ N/mm}^2, \)
\( Z_1 = 1400 \text{ N/mm}^2, N = 1 \) and \( M = 100 \). The inelastic parameters are reported in the literature for titanium; e.g. [1].
5.1 Simple tension

The first example is a thin sheet of dimensions $26 \times 10$ subjected to simple tension. One quarter of the sheet is discretised using $5 \times 5$ enhanced 4-node finite elements of the type developed in [9], which, in this specific case, are equivalent to three-dimensional enhanced 8-node elements with thickness 1. The aim here is to illustrate size-scale effects in the viscoplastic regime at homogenous deformations. We consider four different internal length-scale parameters, denoted by $h$, which are nothing but the size/length of the microspace $S$, and take them to be of the values 0.12, 0.15, 0.18 and 0.20 mm. The time step used is 0.1 sec for the displacement at the top increasing by a velocity of 0.02 N/sec. While the specimen is under force loading with no prescribed displacements at the loading side, the computations are carried out displacement-controlled with the value of the external loading being scaled and determined to provide the prescribed displacement velocity.

The corresponding load-displacement graphs are depicted in Fig. 1. With increasing internal length-scale parameter it can be clearly seen that the onset of the plastic deformation takes place at larger loading values. During the plastic deformation the relative loading offset between the curves is maintained.

Now, this case of simple tension particularly illustrates the attractiveness of the proposed generalized theory as it predicts scale effects also in a homogenously deforming specimen. In fact alternative theories, such as micropolar (Cosserat) or strain gradient approaches, lack the means to predict this kind of scale effect. This is clear, because the former necessitates the rotation gradient and the latter the deformation gradient of higher order not to vanish. In this example, however, both of them do not arise and consequently, no scale effects would be observed.
5.2 Shearband formation

The second numerical example is the same as before in terms of geometry, loading, and time step - a thin sheet under tension. Shearbanding is initialized by decreasing the material parameter \( Z_0 \) by 10% within the first element (at the centre of the specimen). The internal length is considered to be \( h = 0.1 \) mm. One quarter of the sheet is modeled using \( 20 \times 30 \) and \( 30 \times 60 \) 4-node elements of the type described above. From the load-displacement curve in Fig. (2) it is clear that heavy softening related to the shearband formation takes place. This softening is independent of the mesh since both meshes give essentially the same results. The deformed configuration is pictured in Fig. (3).

Figure 3: final deformed configuration displaying the shearband formation using \( 30 \times 60 \) elements

Note that the constitutive law is of the viscoplastic type. However, the Bodner-Partom model covers in the limit the time-independent case as well. The present choice of material parameters together with the applied loading velocity renders the time-dependent effect rather very small. Also, from the previous example we can conclude that the scale effect due to the micromorphic formulation is dominant here.

6 Conclusion

A general framework for a micromorphic continuum has been developed which is especially attractive for non-linear material behaviour. This approach motivates research into experimental verification of the mentioned extra degrees of freedom which is still elusive at large. While it is clear that generalized degrees of freedom and the internal lengths as well as the scale effects associated with them are related to the internal structure of the material, the direct deformation mechanisms at the micro-scale giving rise to such degrees of freedom are widely subject to intensive research in many areas of mechanics.
and physics with many open questions. It is very likely that more than one mechanism could lead to a certain type of degrees of freedom. While these questions are beyond the scope of the present work we do acknowledge their importance. Multi-scale modelling and experimentation will be at the heart of any answer.
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Abstract. A technique to solve the periodic homogenization problem is described systematically in this work. The method is to solve the cell problems by imposing eigenstrains in terms of a thermal or a piezoelectric strain to the representative volume element (RVE). Homogenized coefficients are then calculated from stress solutions of those cell problems. As a dual approach, an imposed stress field can also be applied to solve the cell problems. Numerical examples of characterization mechanical properties of complicated microstructure materials are examined. The obtained results show good agreements with the published data. Comparisons show that the technique in this study can be effectively used to characterize the mechanical properties of complex microstructured materials.

1 INTRODUCTION

Mechanical properties of complex microstructured materials can be characterized with the homogenization method which is a process of finding a homogeneous "effective" material that is energetically equivalent to a microstructured heterogeneous material [1]. That means an object of the equivalent homogenized material behaves in the same manner as the origin one when it is subjected to usual loadings. Specifically, homogenization method aims to calculate effective elastic properties of highly heterogeneous media by averaging over an assumed statistical homogeneous volume. The conditions for such a volume to be chosen as a Representative Volume Element (RVE) are sufficiently large at the microscale and sufficiently small at the macroscale and structurally typical of the entire composite material on average [2]. For different approach, the RVE size affects the obtained results [3, 4]. However, when the ratio of the RVE size to the body dimensions under consideration tends to zero the results converge to exact solution. Among various approaches to predict the effective properties of composites, the mathematical homogenization method with the periodicity assumption over a basic cell (or a representative volume element) is preferable due to its rigorous mathematical background and the ease to implement [5-7]. Based on this method,
different approaches can be used to obtain the equivalent properties of the highly heterogeneous periodic media. Researches on the homogenization problems are devoted to either making an in-house code [5, 6] or writing user-subroutines in commercial softwares [8] to study some particular cases. These approaches, on one hand, are flexible and facilitated to the researchers and skillful software users, but on the other hand, can be burdensome to engineers who have less skill.

In the present work we focus on a so-called eigenstrain technique to solve the homogenization problems using commercial FEM softwares. The eigenstrain technique solves the basic cell problems by applying a prescribed eigenstrain as a given local macroscopic scale strain at the material point associating with the basic cell. In co-operation with commercial FEM softwares, the eigenstrain technique can solve the homogenization problems regardless of using any user-subroutine. The method is then used to characterize the mechanical properties of some composite materials having complex microstructures.

2 THE HOMOGENIZATION PROBLEM

Generally, there are two different scales associated with microscopic and macroscopic behaviors to describe a microstructured heterogeneous composite material [9, 10]. The first one is a macroscale, denoted by the slowly varying global variables $x$, at which the heterogeneities are invisible. The other is for the material micro-architecture of heterogeneities size and referred as the microscale, denoted by the rapidly oscillating local variables $y$. To model a structure of such kind of material using the finite element method (FEM) one should utilize models with very fine mesh so that the details at the microscale size of heterogeneities can be captured. That leads to a very expensive computational cost and sometimes it is impossible to perform the analysis due to extremely high requirements of computer resources. Instead, a so-called homogenization process can be used to characterize the heterogeneous material as a homogenized one and then, the equivalent material properties are used in the simulation of the whole structure as in a normal FEM analysis [7].

![Figure 1: The macroscale and microscale of the homogenization problem](image)

2.1 The problem formulation

From the asymptotic expansion [7, 11], the homogenized elasticity tensor can be determined explicitly by:
where, \( \mathbf{Y} = \{ y \in \mathbb{R}^n ; 0 \leq y_i \leq Y_i, i = 1, n \} \), \( |\mathbf{Y}| \) is the “volume” of the unit cell, \( \langle \bullet \rangle = \frac{1}{|\mathbf{Y}|} \int_{\mathbf{Y}} \langle \bullet \rangle dy \) denotes the arithmetic mean over the unit cell \( \mathbf{Y} \).

\( \chi^{kh} \) in (1) is the solution of the cell problem:

\[
\left\{ \frac{\partial}{\partial y_j} a_{ijrs}(y)e_{rs}(\chi^{kh}) = \frac{\partial}{\partial y_j} a_{ijkh}(y) \quad \chi^{kh} \text{ is } \mathbf{Y} \text{-periodic} \right. 
\]

with the periodicity condition defined by: If \( y \in \mathbf{Y} \mapsto v_i(y) : \mathbf{Y} \)-periodic or \( v_i(y) \in V_{\text{per}}(\mathbf{Y}) \) then \( v_i(y) \) takes equal values on the opposite faces of \( \mathbf{Y} \).

Generally, we can obtain the solution \( \mathbf{v}_E = \chi^{kh} \) by solving the six cell problems and then compute the homogenized elasticity coefficients according to (1). As an alternative, the homogenization problem (2) with periodicity conditions can be formulated in the following forms:

For a given macroscopic strain \( \mathbf{E} \),

\[
\left( \mathbf{P}_E \right) \begin{cases} 
\text{Find } \mathbf{v}_E \in V_{\text{per}}(\mathbf{Y}) \text{ such that } \\
\left. J_E(\mathbf{v}_E) \leq J_E(\mathbf{v}) \right\} \forall \mathbf{v} \in V_{\text{per}}(\mathbf{Y}) 
\end{cases} 
\]

where \( J_E(\mathbf{v}) = \frac{1}{2} \int_{\mathbf{Y}} \mathbf{a}(\mathbf{E} + \mathbf{e}(\mathbf{v})) (\mathbf{E} + \mathbf{e}(\mathbf{v})) dy \)

Note that the problems (2) and (3) are equivalent. Moreover, the variational formulation (3) is equivalent to a problem of minimization with constraints:

\[
\begin{cases} 
\text{Find } \mathbf{v} \in V_{\text{per}}(\mathbf{Y}) \text{ such that } J(\mathbf{v}) \to \min \\
J(\mathbf{v}) = \frac{1}{2} \mathbf{a}(\mathbf{v},\mathbf{v}) - 1(\mathbf{v}) 
\end{cases} 
\]

where \( \mathbf{a}(\mathbf{v},\mathbf{v}) = \frac{1}{|\mathbf{Y}|} \int_{\mathbf{Y}} \mathbf{a}(\mathbf{v},\mathbf{v}) \mathbf{e}(\mathbf{v}) dy \); \( 1(\mathbf{v}) = -\frac{1}{|\mathbf{Y}|} \int_{\mathbf{Y}} \mathbf{a}\mathbf{e}(\mathbf{v}) dy \)

Again, by solving 6 problems of formulation (3) or (4) with the imposed macroscopic strains \( E_{ij} = (\mathbf{T}^{kh})_{ij} = \frac{1}{2} (\delta_{ik}\delta_{jh} + \delta_{ih}\delta_{jk}) \), where \( \delta_{ij} \) is the Kronecker delta symbol; the
homogenized coefficients are determined by:

\[
\sigma_{ij}^{\text{hom}} = \left\langle \sigma_{ij}^{kh} \right\rangle = \frac{1}{|Y|} \int_Y \sigma_{ij}^{kh} \, dy = \frac{1}{|Y|} \int_Y a \left( T^{kh} + e \left( v_T^{kh} \right) \right) \, dy
\]  

(5)

2.2 Periodicity conditions

Due to the periodicity of the composites, the microscopic displacement and stress fields are the \( Y \)-periodic solution. In the homogenization, the periodic boundary conditions must be imposed on the RVE to reflect the repeatability of the microstructure. For the symmetric inclusion or RVE, the periodic boundary condition leads to the ordinary constraints on the boundary of the RVE \[6, 12\]. For the non-symmetric inclusion or RVE, appropriate multi-point constraints are imposed on the displacements of nodes on the boundary of RVE in order to produce the periodic boundary conditions \[12, 13\].

The internal constraints among nodal degrees of freedom can be expressed by a set of constraint equations that must be introduced into the finite element equations. That is, the periodic boundary conditions can be treated as a set of constraint equations. To specify identical displacement for corresponding nodes on opposite edges, the elimination method can be used \[12, 14\]. The pairs of nodes on the opposite edges of the RVE can be linked by a constraint equation so that the opposite edges have identical deformed shapes. The periodicity conditions can be described by two sets of indices:

\[
I^1 = \left\{ i_1^1, i_2^1, \ldots, i_M^1 \right\}, \quad I^2 = \left\{ i_1^2, i_2^2, \ldots, i_M^2 \right\}
\]  

(6)

and a set of \( M \) constraint equations:

\[
u_{i_k^1} = u_{i_k^2}, \quad k = 1, 2, \ldots, M
\]  

(7)

The multi-point constrains for RVE can be equivalently expressed in the matrix form by \[12\]

\[
P u = 0
\]  

(8)

where \( P \) is the transformation matrix whose entries are equal to zero except

\[
P_{ij} = 1 \quad \forall i \in I^1 \cup I^2
\]

\[
P_{i_k^1, i_k^2} = -1 \quad \forall k \in \{1, 2, \ldots, M\}
\]  

(9)

For the system of \( N \) degree of freedom (DOF) with \( M \) constraint equations, the resulting transformation matrix should be \( N \times (N - M) \). Figure 2 illustrates the periodicity conditions with constraints on the boundary of the RVE in a 2D case with 2 DOFs at each node. The arrows represent the coupling degrees of freedom for identical nodes on opposite sides. The displacements at corner nodes are fixed.
Figure 2: The periodicity constraints on boundary of a 2D RVE

Let $u^1$ be the free components of $u$, and $u^2, u^3$ the components that are linked by the periodicity conditions. Then, we have the cell problem in discretized form:

$$\begin{align*}
\text{Find } u & \in \mathbb{R}^N \text{ such that } Pu = 0 \text{ and } \\
v^T Ku & = v^T L \quad \forall v \in \mathbb{R}^N \text{ such that } Pv = 0 
\end{align*}$$

(10)

The elimination method to handle the periodicity conditions is easy to implement. However, the bandwidth of the stiffness matrix is seriously increased. It is recommended to use the skyline or sparse storage method for a better computing performance. Commercial FEM softwares supply utilities to handle with such constraint. The **CP** command in ANSYS® and **MPC** function in MSC. PATRAN® can be used to define the periodicity conditions. Moreover, for particular problems with symmetric microstructure, only a part of the unit cell is modeled and the periodicity conditions can be reduced to the conventional boundary conditions [6]. A study on alternative methods and comparison of computing time among them can be found in [15]. Method to ensure strain-periodicity for a hexagonal unit cell by imposing the kinematic boundary conditions is also introduced [16].
2.3 The eigenstrain technique

The eigenstrain terminology is first defined by Mura [17] to indicate non-elastic strains as thermal expansion, phase transformation, initial strains, plastic strains, etc. The eigenstrain method is named due to the fact that this technique solves the basic cell problems of homogenization by applying an eigenstrain as a given local macroscopic scale at the material point associating with the basic cell. The fact that the elementary macroscale strain state is achieved by applying an appropriate eigenstrain makes this method distinct to the isostrain method in which specific displacements are imposed on the boundary to obtain the macroscale strain states. The displacements imposed on the corresponding boundary in the cell problems to achieve the elementary macroscale strain states are

$$\phi^k_l = \delta_{ik} y_l$$

(11)

The corresponding macroscale (average) strain components due to the imposed displacements are given by

$$T^k_{ij} = \left\langle \epsilon \left( \phi^k \right) \right\rangle_{ij} = \frac{1}{Y} \int_Y \epsilon_{ij} \left( \phi^k \right) dy$$

$$= \frac{1}{Y} \int_Y \frac{1}{2} \left( \frac{\partial \phi^k_i}{\partial y_j} + \frac{\partial \phi^k_j}{\partial y_i} \right) dy = \frac{1}{Y} \int_Y \frac{1}{2} \left( \phi^k_{ij} n_j + \phi^k_{ji} n_i \right) ds$$

(12)

It is worth noting that, for the isostrain method, the periodicity condition of the fluctuating displacement in the cell problem doesn’t hold strictly, i.e.

$$\left\langle \epsilon \left( v^k \right) \right\rangle \neq 0$$

(13)

This is because the imposed displacements constraint to obtain the elementary macroscale strain and the periodicity condition constraint cannot be applied simultaneously on the same boundary.

To achieve at the same time the macroscale elementary strain state and the periodicity condition constraint, the eigenstrain method shows to be a most suitable way. An applied eigenstrain plays the role of the macroscale elementary strain and the periodicity condition discussed in Section 3 will be satisfied by constraining the displacements of nodes on the boundary.

The eigenstrain $T^{kl}$ can be either a thermal strain as in [18] or a piezoelectric strain:

$$T^{kl} = \epsilon^{kl}_{\text{thermal}} = \alpha^{kl} \Delta T \quad \text{or} \quad T^{kl} = \epsilon^{kl}_{\text{piezo}} = d^{kl} \mathbf{E}$$

(14)

where $\alpha^{kl}$ is the thermal expansion coefficient vector, $\Delta T$ is the temperature difference, $d^{kl}$ is the piezoelectric strain matrix and $\mathbf{E}$ is the electric field vector. For example, to obtain the macroscale strain state $T^{11}$ the corresponding thermal expansion coefficient is

$$\alpha^{11} = \{1, 0, 0, 0, 0, 0\}^T$$

and the temperature $\Delta T = 1$ if the eigenstrain is chosen as a thermal strain. If a piezoelectric strain is applied then the piezoelectric strain matrix is
and the electric field vector is \( \mathbf{E} = \{1, 0, 0\}^T \). Similarly, the other macroscale strain states can be achieved by applying an appropriate eigenstrain with the corresponding fictitious material properties \( \mathbf{e}^{kl} \) or \( \mathbf{d}^{kl} \). In general, the steps to solve the cell problems with a commercial FE software using the eigenstrain technique can be summarized as follows

1. Build the model of the basic cell.
2. Define and assign the material properties for each constituent.
3. Control the meshing process so that nodes are identical located on opposite faces/sides of the cell model.
4. Apply the periodicity conditions.
5. Assign the fictitious material properties to the whole model to achieve a desired elementary macroscale strain state (the eigenstrain).
6. Solve the problem.
7. Calculate the homogenized elasticity coefficients using stresses at Gauss points of the elements according to:

\[
a^{\text{hom}}_{ijkl} = \frac{1}{Y} \int_Y \sigma^{kl}_{ij} \, dy = \frac{1}{Y} \sum_{GP=1}^{NGP} \sigma^{kl}_{ij}\left(y_{GP}\right) w\left(y_{GP}\right) J\left(y_{GP}\right)
\]

where \( \sigma^{kl}_{ij}\left(y_{GP}\right) \) is the stress component, \( w\left(y_{GP}\right) \) and \( J\left(y_{GP}\right) \) are the weight and Jacobian at the sampling points \( y_{GP} \), respectively.

3 NUMERICAL EXAMPLES

In this section, two numerical examples are investigated to validate the proposed technique. The demonstrations are done by using various commercial softwares.

3.1 Composite material with randomly distributed spherical particle

The unit cell model is first generated by GeoDict2009® (licensed by Dr. Andreas Wiegmann at ITWM, Germany, www.geodict.com) and then transferred into the FE environment, e.g. MSC. PATRAN® as shown in Figure 3. The particle volume fraction is 30%, the radius of particles to unit cell length size ratio is chosen as \( L/D = 10/3 \) [19]. The
material properties of constituents are given in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>$E$ (GPa)</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle</td>
<td>450</td>
<td>0.17</td>
</tr>
<tr>
<td>Matrix</td>
<td>70</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The GeoDict2009® program generates voxel (cubic) elements with the periodic option in x, y and z direction to guarantee the periodicity constraints of opposite faces. Calculation has been made with different mesh configurations and reported in Figure 4. Due to the random property of the distribution of particles in the model and the usage of voxels to approximate...
the spherical geometry, the obtained results have a slight difference compared to the referred ones. However, the discrepancy is acceptable, about 7%, 3% and less than 1% for the 25x25x25, 50x50x50 and 75x75x75 mesh configurations, respectively.

Although the GeoDict2009® model approximates the geometry with certain errors by using voxel elements, we can have a benefit of using such cubic elements. The homogenized coefficients determined by equation (16) are now evaluated with less effort by using the constant value 1/8 of the element volume for the Jacobian.

3.2 Glass/alumina two phase material with imperfect bonding

In previous example, matrix and inclusion in the composite are assumed to be perfectly bonded and, therefore, there is no separation between them. However, consideration of the damage of the interface is necessary to accurately predict the behavior of multiple phase composites. One of the methods to consider the debonding at the interface is to use interface elements (or cohesive elements) which are currently provided in several commercial softwares to simulate the onset and propagation of delamination. These elements have zero thickness and are modeled at the interface of the constituents of a composite material. The constitutive behavior of these elements is usually expressed in terms of tractions versus relative displacements between the top and bottom edge/surface of the elements (traction-separation curves). Several constitutive laws have been proposed in the literature to express the behavior of these elements [20].

![Figure 5](image_url)

**Figure 5:** (a) The RVE model; (b) A typical exponential traction-separation curve to model the decohesive phenomenon at the fiber/matrix interface

In this example we characterize the properties of the glass/alumina composite with consideration of the imperfect bonding of the constituents. The model in this example is based on the reference [21] where the isostrain method is used to obtain the homogenized properties. The cohesive elements are modeled along the interface of constituents. A typical FE model of the RVE with the fiber volume fraction of 45% is shown in Figure 5a. The matrix ($E_m = 68$ GPa, $\nu_m = 0.21$) and the fiber ($E_f = 340$ GPa, $\nu_f = 0.24$) are considered as isotropic materials. A typical exponential traction-separation curve, shown in Figure 5b, is applied for
the constitutive behavior of the cohesive elements. The maximum normal traction at the interface is $t_{\text{max}} = 1000\text{MPa}$, the corresponding critical normal and shear opening displacement are $\delta_n = \delta_s = 1\ \mu\text{m}$. These two cohesive parameters are identified from the experiment work in [21].

An increase of the fiber volume fraction, in a natural way, increases the elastic modulus of the material as shown in Figure 6. The imperfectly bonded interface made the structure softer and, therefore, the predicted modulus is smaller than that in the case of the perfectly bonded interface. When a perfect bonding is assumed, the prediction using the current method and the one in the reference are very close to each other up to a value of the fiber volume fraction about 20%. After that value, the results by the isostrain method in [21] are always higher than the predictions by the eigenstrain method in this study. The gaps keep increasing when the fiber volume fraction is larger. In the case of the imperfect bonding at the interface, results from the current method and the reference one are both well matched to the experimental data.

4 CONCLUSIONS

The eigenstrain technique to characterize mechanical properties of complex microstructured materials is presented in the current study. The method can be applied with conventional FE softwares. Numerical examples have been investigated to verify the method. The main advantage of this method is simplicity and applicability for engineers who have less programming skills to use any commercial software at hand to characterize the mechanical properties of multiphase composite materials with complex microstructure regardless of using any user-subroutine.
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Summary Thermal measurements under multiaxial cyclic loadings are used herein to predict multiaxial fatigue properties. Two models describing random microplasticity activation via a Poisson Point Process. The thermal response is interpreted as the "mean" behaviour of the microplastic activity, whereas the fatigue limit relies on the weakest link assumption. The first model is based upon a yield surface approach to account for stress multiaxiality at a microscopic scale. The second one relies on a probabilistic modelling of microplasticity at the scale of slip-planes. Both models are identified on thermal results and a uniaxial mean fatigue limit, and then validated using fatigue limits as well as thermal responses in the case of tension-torsion loadings on tubular specimens made of medium carbon steel. They predict well hydrostatic stress, volume and proportional multiaxial effects. The model with microplasticity described at the scale of slip-planes also offers a good prediction of non-proportional mean fatigue limits (~ 5% error) whereas the other model is less predictive (~ 17% error).

1 INTRODUCTION

The thermal measurements under cyclic loadings, usually referred to as “self-heating tests,” [1-10] offer a neat and pragmatic way to predict high cycle fatigue properties without the drawback of the long-lasting traditional fatigue tests. Several models, from early empirical to recent approaches [11] based on microplasticity activation have been proposed to better understand and consolidate this link.

This paper focuses on two of these two-scale models developed for multiaxial loadings.
The first model is based upon a yield surface approach [12,13] to account for stress multiaxiality at a microscopic scale. The second one relies on a probabilistic modelling of microplasticity at the scale of slip-planes [14-16].

Both probabilistic descriptions are based on a Poisson Point Process. With this type of approach, the thermal response is linked to the “mean” behaviour of the microplastic activity, whereas the fatigue limit relies on the weakest link assumption. For the presented models, this implies that the fatigue limit is eventually described by a well-known Weibull model, which directly explains the influence of the stress heterogeneity and the volume effect on the fatigue results. From a thermal point of view, the influence of the stress heterogeneity is also taken into account, but with different formulae. Last, the influence of the hydrostatic stress is also described, thanks to the chosen intensity of the Poisson Point Process. For the first model, this intensity depends on the mean hydrostatic stress, and the normal stress to the considered plane for the second model.

Both models are validated using fatigue limits as well as thermal responses in the case of tension-torsion loadings on tubular specimens made of medium carbon steel. Both thermal effects and mean fatigue limit predictions are in good agreement with experimental results for proportional and non-proportional tension-torsion loadings. The conceptual difference between the two models implies a major difference of prediction capacity when non-proportional loadings are concerned, the mean fatigue limit prediction error of the critical shear stress approach being three times less than that with the yield surface approach. A notable advantage of the proposed models is that their identifications do not require non-proportional fatigue results, though they can predict them.

2 PROBABILISTIC BASIS OF THE MODELS

In metallic polycrystalline alloys, the physical process of damage initiation is usually governed by intragranular microplasticity. At that scale, the microplastic activity is not homogeneous because of local stress fluctuations (grain orientation and surrounding influence) and local plastic threshold. To model the onset of microplasticity, a set of elastoplastic sites randomly distributed within an elastic matrix is considered. For the sake of simplicity, no spatial correlation is considered herein. HCF damage is assumed to be localized at the mesoscopic scale and is induced by microplastic activity (in the grains whose orientation is favourable). The distribution of active sites (i.e., sites where microplasticity occurs) of volume $V_s$ is modelled by a Poisson Point Process [17-21]. The probability of finding $k$ active sites in a domain $\Omega$ of volume $V$ reads

\[
P^*(\Omega) = \frac{(-\lambda^* V)^k}{k!} \exp[-\lambda^* V]
\]  

(1)

where $\lambda^*$ is the intensity of the Poisson Point Process and $\lambda^* V$ is the mean number of active sites. The intensity of the process depends on the loading level, and its form is detailed later.

The relationship between the stress tensor in a site where microplasticity occurs, $\sigma$, and the macroscopic stress tensor $\Sigma$ is given by the localisation law [22,23]

\[
\sigma = \Sigma - 2\mu(1-\beta)e_p
\]

(2)
where $\varepsilon^p$ is the corresponding plastic strain tensor (assumption of additive decomposition of strain with an elastic and a plastic part) and $\mu$ the shear modulus. $\beta$ is given by Eshelby’s analysis of a spherical inclusion in an elastic matrix [24].

3 ELASTOPLASTIC BEHAVIOUR

3.1 Yield surface approach

The assumptions of the first model are chosen so that it presents a reduced number of parameters and closed-form formulae as its uniaxial predecessor [4]. Microplasticity is modelled at a microscopic scale and is described by a yield surface, normality rule and linear kinematic hardening

$$f = J_2 \left( S - X \right) - \sigma_y \leq 0$$

$$\dot{\varepsilon}^p = \dot{\chi} \frac{\partial f}{\partial S}$$

$$\dot{X} = \frac{2}{3} C \dot{\varepsilon}^p \quad \text{and} \quad X(\dot{\varepsilon}^p = 0) = 0$$

where $J_2$ is the second stress invariant, $S$ the deviatoric stress tensor, $X$ the back stress, $C$ the hardening parameter, $\sigma_y$ the yield stress and $\dot{\chi}$ the plastic multiplier.

The magnitude of the intrinsic dissipated energy $\delta(S^eq, \sigma_y)$ in a site over a loading cycle is calculated for a given value of the yield stress, von Mises’ equivalent stress amplitude $\Sigma^eq = \max J_2 \left( \Sigma(t) - \Sigma_m \right)$, and a mean stress $\Sigma_m$ given by

$$\Sigma_m = \Sigma_m + I_{1,m} \Sigma = \min \left[ \max J_2 \left( \Sigma(t) - Y \right) \right] + \frac{1}{3} \min \left[ \max (\text{trace}(\Sigma(t)) - Z) \right]$$

As for previous models proposed by the authors, the intensity of the Poisson Point Process describing the activation of microplasticity follows a power law of the equivalent stress amplitude

$$\lambda = \frac{1}{V_0} \left( \frac{\Sigma^eq}{S_0 + \alpha d_{1,m}} \right)^m$$

where $\alpha$, $m$ and $V_0 S_0^m$ are three material parameters, and $I_{1,m}$ the mean hydrostatic stress over a given cycle. Von Mises’ equivalent stress amplitude is chosen because of the isotropy of the material tested hereafter. The power-law dependence is chosen because the onset of microplasticity follows a power-law of the applied stress [25] and because this form leads to a Weibull model when combined with the weakest link assumption [4,11]. The hydrostatic stress dependence is introduced to account for the mean stress effect on self-heating measurements and on fatigue properties.

It is now possible to calculate the global (mean) dissipated energy $\Delta$ in a domain $\Omega$ of
volume $V$, i.e., first calculate the intrinsic dissipated energy $\delta \left( \Sigma^\text{eq}_0, \sigma_y \right)$ of one site, integrate it over the whole population of active sites [11] to obtain the total dissipated energy $D \left( \Sigma^\text{eq}_0 \right)$, and then integrate it over the whole domain $\Omega$. In the case of uniform proportional loading, this calculation is straightforward and a closed-form solution is found [26]

$$\Delta = \frac{4m V_S}{h(m + 1)(m + 2)} \left( \frac{\Sigma_{\text{eff diss}}}{V_0 S_0^m} \right)^{m+2} \text{ with } \Sigma_{\text{eff diss}} = \frac{G^{1/(m+2)} \Sigma^\text{eq}_0}{\left( 1 + \frac{\alpha}{S_0 I_{1,mM}} \right)^{m/(m+2)}},$$

where $h$ is a parameter gathering the different thermal-related parameters.

This expression is identical to uniaxial homogeneous situation, except that uniaxial stress amplitude is changed to $\Sigma_{\text{eff diss}}$, the effective dissipative stress amplitude, where $G_{m+2}$ is a dissipation heterogeneity factor. The latter factor can be calculated in the case of proportional loading

$$G_{m+2} = \frac{1}{V} \int_{\Omega} \left( \frac{S_0 + \alpha I_{1,mM}}{S_0 + \alpha I_{1,m}(M)} \right)^m \left( \frac{\Sigma^\text{eq}_0(M)}{\Sigma^\text{eq}_0_{0M}} \right)^{m+2} \text{ d}V,$$

and requires a numerical integration for non-proportional loadings.

### 3.2 Critical shear stress approach

From now on and for the sake of clarity, every variable of the present model having an equivalent in the yield surface approach is denoted with $\tau$, e.g. $\Sigma^\text{eq}_0$ and $\Sigma^\text{eq}_0$. Microplasticity is here modelled at the scale of slip planes based on Schmid’s criterion

$$\tau - \tau_y \leq 0,$$

with $\tau_y$ the critical shear stress and $\tau = \sigma : \underline{a}$ the (resolved) shear stress for the considered direction defined by

$$\underline{a} = \frac{1}{2} (\underline{n} m + \underline{m} n),$$

where $\underline{n}$ is the direction normal to the considered plane, and $\underline{m}$ the in-plane slip direction.

The shear stress $\tau$ for the considered direction is related to the macroscopic shear stress $T$ by the same localization law as before [15]

$$\tau = T - \mu (1 - \beta) \gamma^p,$$

where $\gamma^p$ is the plastic slip ($\underline{e}^p = \gamma^p \underline{a}$). One direction thus becomes active when the shear stress amplitude $T_0$ is greater than the critical shear stress $\tau_y$, which is assumed to be a random variable.

The same sequence of calculation is needed to express the global dissipated energy $\Delta$, 
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except that now an angular integration over all directions in space is necessary. The intensity of the Poisson Point Process follows a power law of the macroscopic shear amplitude integrated over all angular directions in space (defined by the solid angle \( \Theta \)) [15]

\[
\tilde{\lambda} = \frac{1}{V_0 (S_0 + \alpha I_{1,\text{max}})} \int (2T_0(\Theta))^n d\Theta,
\]

where \( m \), \( \alpha \) and \( \bar{V}_0 (S_0)^m \) are three parameters depending on the considered material, and \( I_{1,\text{max}} \) the maximum hydrostatic stress over a given cycle. The global dissipated energy \( \tilde{\Delta} \) is expressed in a similar way as for the first model

\[
\tilde{\Delta} = \frac{4\bar{m} \bar{V}_S}{h(\bar{m} + 1)(\bar{m} + 2)} \left( \tilde{\Sigma}_{\text{effdiss}} \right)^{\bar{m}+2} \text{ with } \tilde{\Sigma}_{\text{effdiss}} = \frac{\tilde{G}_{\bar{m}+2} (S_0)^{\bar{m}}}{1 + \alpha I_{1,\text{max}} (S_0)^{\bar{m}+2}},
\]

where \( h \) is a parameter gathering the different thermal-related parameters of the model. The dissipation heterogeneity factor is defined as

\[
\tilde{G}_{m+2} = \frac{1}{\bar{V}_0} \int_{\Omega} \left( \frac{S_0 + \alpha I_{1,\text{max}}}{S_0} \right)^{m} \left( \frac{\Sigma_{eq}^{M}(M)}{\Sigma_{eq}^{M}} \right)^{\bar{m}+2} \Gamma(\bar{m} + 2) dV \text{ with } \kappa(\bar{m} + 2) = \int \left( \frac{2T_0(M,M)}{\Sigma_{eq}^{M}(M)} \right)^{\bar{m}+2}
\]

where \( \kappa(\bar{m} + 2) \) represents the distribution of activated directions.

The definitions of equivalent stresses are not the same for the two models (\( \Sigma_{eq}^{M} \) is von Mises’ equivalent stress, whereas \( \tilde{\Sigma}_{eq}^{M} \) is Tresca’s equivalent stress). Moreover the expression of \( \tilde{G}_{m+2} \) is different from \( G_{m+2} \) since it includes the integration of the distribution of activated directions. This implies a numerical calculation, and a complete closed-form solution is no longer available. Aside from this little drawback, the hypotheses of this model make it intrinsically more relevant from a non-proportional point of view as will be shown in the next sections.

4 SELF-HEATING RESPONSE

The thermal response of the model corresponds to the “mean” point of view of the previous described microplastic onset, i.e., the temperature is linked to the global dissipated energy. The * notation is used in the following equations of the section to clarify that they may be used for any of the two models (heat conduction equation is the same in both cases). Since the uniformity of the temperature in the specimen is a relevant assumption in the present case [27], the mean dissipation \( \Delta^* \) is introduced in the following simplified heat conduction equation

\[
\theta + \frac{\theta}{\tau_{eq}} = \frac{f_v \Delta}{\rho c},
\]
where \( \theta = T_{\text{specimen}} - T_{\text{ref}} \) is the mean temperature variation with respect to the reference temperature \( T_{\text{ref}} \), \( \tau_{eq} \) a characteristic time depending on the heat transfer boundary conditions [28], \( \rho \) the mass density, \( c \) the specific heat and \( f_r \) the loading frequency. The thermoelastic term is not considered since it vanishes over one cycle and only mean steady-state temperatures are needed. For both models, the mean (uniform) steady-state temperature \( \bar{\theta} \) reads

\[
\bar{\theta} = \eta^* \frac{m^*}{(m^* + 1)(m^* + 2)} \left( \frac{\Sigma_{\text{eff diss}}^*}{V_0 (S_0^*)^{m^*}} \right)^{m^*+2} \quad \text{with} \quad \eta^* = \frac{4 f_r \tau_{eq} V_0^*}{\rho c \ h^*}.
\]

This expression is similar to that for uniform tensile loading except for \( \Sigma_{\text{eff diss}}^* \) term, and only three parameters are needed to describe the thermal response.

5 HIGH CYCLE FATIGUE RESPONSE

The weakest link theory is considered to describe the fatigue limit. The failure probability is then given by the probability of finding at least one active site in domain \( \Omega \). From Equation (1), the failure probability is thus given for both models by

\[
P_f^* = 1 - \exp \left[ \int_{\Omega} - \lambda^* V \ dV \right].
\]

5.1 Yield surface approach

By using Equation (5), the failure probability is related to the loading amplitude

\[
P_f = 1 - \exp \left[ \int_{\Omega} - \frac{V}{V_0} \left( \frac{\Sigma_{\text{eff}}^M}{S_0 + \alpha I_{1,m}^M(M)} \right)^m \right].
\]

which corresponds to Weibull’s model [29,30]. This expression is simplified using a stress heterogeneity factor \( H_m \), defined by

\[
H_m = \frac{1}{V_0} \int_{\Omega} \left( \frac{S_0 + \alpha I_{1,m}^M(M)}{S_0 + \alpha I_{1,m}^M(M)} \right)^m \ dV.
\]

Equation (16) becomes

\[
P_f = 1 - \exp \left[ - \frac{V_{\text{eff}}}{V_0} \left( \frac{\Sigma_{\text{eff}}^M}{S_0 + \alpha I_{1,m}^M} \right)^m \right],
\]

where \( V_{\text{eff}} = VH_m \) denotes the effective volume. From this expression, and as for the previous self-heating models proposed by the authors [4], the fatigue limit features are derived.
where $\Sigma^\infty_0$ is the mean fatigue limit, $\Sigma^\infty_\alpha$ the standard deviation and $CV$ the coefficient of variation.

The stress $H_m$ and dissipation $G_{m+2}$ heterogeneity factors have intrinsically different meanings. However their expressions are very similar in the case of proportional loadings [see equations (18) and (7)]. Moreover the high value of the exponent $m$ ($m = 12$ for the present material) induces very close values of these factors, even more for loadings with uniform mean hydrostatic stresses. This means that the combined effects of direction and heterogeneity of loading are nearly the same for fatigue and self-heating results, which makes easier the interpretation of self-heating results.

On the contrary, $H_m$ and $G_{m+2}$ can be very different for non-proportional loadings. Considering two uniform loadings with the same equivalent stress amplitude and the same mean hydrostatic stress, the first one proportional and the second one non-proportional, $H_m$ factors are identical but $G_{m+2}$ factors can be very different.

### 5.2 Critical shear stress approach

With the second model the failure probability corresponds to the probability of finding at least one active slip direction in the given volume. The failure probability is thus related to the shear stress amplitude by

$$P_F = 1 - \exp\left[-\frac{1}{V_0} \int_\Omega \left(\frac{2T_\alpha}{S_0 + \alpha I_{1,\max}}\right)^m d\Theta dV\right].$$  \hspace{1cm} (21)

A stress heterogeneity factor $\tilde{H}_m$ is again introduced,

$$\tilde{H}_m = \frac{1}{V_0} \int_\Omega \left(\frac{\left(\tilde{S}_0 + \tilde{\alpha} I_{1,\max}\right)}{\left(S_0 + \tilde{\alpha} I_{1,\max}\right)}\right)^\tilde{m} \kappa(\tilde{m}) dV,$$  \hspace{1cm} (22)

so that equation (20) becomes

$$P_F = 1 - \exp\left[-\frac{V_{\text{eff}}}{V_0} \left(\frac{\tilde{S}_0^{\text{eq}}}{S_0 + \tilde{\alpha} I_{1,\max}}\right)^\tilde{m}\right].$$  \hspace{1cm} (23)

Last the mean fatigue limit is expressed ($CV$ is the same as for the previous model)

$$\left(\Sigma_0^{\text{eq}}\right)_m = \Sigma^\infty_\alpha = \left(S_0 + \tilde{\alpha} I_{1,\max}\right)\left(\frac{\tilde{H}_m}{V_{\text{eff}}}\right)^{\left(1/\tilde{m}\right)} \Gamma\left(1 + \frac{1}{\tilde{m}}\right).$$  \hspace{1cm} (24)
Note that \( \tilde{G}_{m+2} \) and \( \tilde{H}_m \) are \textit{a priori} different because of the influence of the hydrostatic stress. The values of these factors are however again nearly identical because of the high value of \( \tilde{m} \) for proportional and non-proportional loadings.

The identification of \( m^* \) is performed using equation (15), so that the values of \( m \) and \( \tilde{m} \) are identical, and so the relative fatigue scatter is the same for both models (\textit{i.e.}, same \( CV \) value). The mean fatigue limits are different because equations (20) and (24) account for the influence of several parameters on fatigue properties in different ways.

6 EXPERIMENTAL APPLICATION

Both models depend on three parameters to predict the fatigue limits, and the one last to account for self-heating under cyclic loadings. They are applied to the case of AISI 1045 medium carbon steel tubes under tension-torsion loadings. In that case, the macroscopic stress tensor depends only on the radius \( r \) of the specimen and is defined by

\[
\Sigma_{zz} = \Sigma_{11,0} \sin(2\pi r) + \Sigma_m
\]

\[
\Sigma_{ij} = \frac{r}{R_e} \sin(2\pi (r + \varphi))
\]

where \( \Sigma_{11,0} \) and \( \sqrt{3} \Sigma_{12,0} = \tan(\phi) \Sigma_{11,0} \) are the tensile and shear stress amplitudes, \( \varphi \) the phase lag between shear and normal stresses, \( \Sigma_m \) the mean tensile stress, and \( R_e \) the external radius of the specimen. The hydrostatic pressure is uniform over the volume of the specimen, so that the two heterogeneity factors of the both models have the same expression for proportional loadings, \textit{i.e.} \( G_m = H_m \) and \( \tilde{G}_m = \tilde{H}_m \). In the next section, the identification procedure is presented, and a comparison of predictions with experimental fatigue results.

6.1 Identification

Identification is based on self-heating curves obtained with the same procedure as for previous self-heating tests [4,11,12,27]. During the test, the amplitude of loading is step-wise constant, and increases once the differential temperature is stabilised. One pure torsion loading and one pure tension with non-zero mean stress are applied. The steady-state temperature is plotted as a function of the loading amplitude in Figure 1. As for other steels [4,11,12,27], each curve has a first part that shows virtually no change in temperature, whereas in the second part the temperature increases significantly with the stress amplitude. This transition is reported to be a rather good estimation of the mean fatigue limit for steels in uniaxial homogeneous case [4,6,7,8]. Moreover it has been shown that the gradual increase of temperature is linked to the fatigue scatter [4]. The relatively short duration of self-heating tests (in comparison with traditional fatigue tests) makes them not only interesting for academic studies, but also very attractive for industrial purposes.

Both models depend exactly on the same parameters, namely, \( m^* \) describes the scatter of fatigue results and the slope (in a log-log plot) of the self-heating temperature response, \( \eta^* \) a scale parameter for the thermal response, \( \alpha^* \) accounts for the effect of the mean hydrostatic stress on self-heating and fatigue properties, and \( V^* \left(S^*\right)^m \) the scale parameters for the fatigue...
response. All parameters are identified using the 2 self-heating tests and one fatigue limit that may concern any type of geometry or loading. Figure 1 shows the identification for both approaches.

![Identification of material: C45 (SAE45) response.](image)

\[ f = 5\text{Hz}, \text{tension, } \Sigma_m = 0 \]

\[ m = 12 \]

\[ \alpha/S_0 = -7/10000 \text{MPa}^{-1} \]

\[ \alpha/S_0 = -1/1000 \text{MPa}^{-1} \]

Figure 1: Identification of \( m \) and \( \alpha \) using torsion (a) and tension with mean stress (b) self-heating curves.

Identification of \( \tilde{m} \) (c) and \( \tilde{\alpha} \) (d) using the same curves.

No non-proportional loading results are needed for this identification. Any couple of loading paths may be used to identify parameters \( m^*, \eta^* \) and \( \alpha^* \) as long as their mean (resp. maximum) hydrostatic stresses over a given cycle are different.

The last (scale) parameter of each model is obtained by using a mean fatigue limit and Equation (20) for the yield surface approach, or Equation (24) for the critical shear stress approach. This value is obtained for tensile loadings \( (\phi = 0^\circ \text{ and } \Sigma_m = 0) \) when fatigue limits are evaluated for \( 5 \times 10^6 \) cycles. Staircase tests are performed on 15 smooth and round
samples machined from the same steel bar as before. Stress steps are equal to 10 MPa. The measured mean fatigue limit is 262 MPa.

6.2 Validation

Models are first validated from a thermal point of view. A pure tension (zero mean stress) and a non-proportional (constant von Mises’ equivalent stress at mean radius \((\phi = 48^\circ, \varphi = 90^\circ)\)) self-heating tests are performed. Figure 2 shows self-heating curves as a function of von Mises (a), yield surface (b) and critical shear stress (c) equivalent stress amplitudes. For both models all curves collapse onto one another when the definition of the equivalent stress is used. This result means that both hydrostatic stress and non-proportional thermal effects are well predicted.

Mean fatigue limit prediction is then checked using three different series of staircase tests (target: \(5 \times 10^6\) cycles). The first one is a pure torsion loading, the second one a proportional loading \((\phi = 48^\circ\) and \(\Sigma_m = 0\)) and last one a non-proportional loading \((\phi = 48^\circ, \varphi = 90^\circ)\). Comparison between experimentally obtained mean fatigue limits and predicted ones is shown in Table 1, using the relative prediction error defined as \(\frac{\Sigma_{\text{exp}} - \Sigma_{\text{pre}}}{\Sigma_{\text{exp}}}\). Predictions are in good agreement with experimental results, except for the yield surface model, which is non-conservative for non-proportional loading.

![Figure 2: Thermal validation: self-heating curves for different equivalent stress amplitude.](image)

<table>
<thead>
<tr>
<th>Loadings ((\Sigma_m = 0))</th>
<th>Prop. ((\phi = 90^\circ))</th>
<th>Prop. ((\phi = 48^\circ))</th>
<th>N-prop. ((\phi = 48^\circ, \varphi = 90^\circ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Sigma_{0\text{eq}}) (MPa)</td>
<td>277</td>
<td>267</td>
<td>205</td>
</tr>
<tr>
<td>Critical shear stress model</td>
<td>6%</td>
<td>7%</td>
<td>-5%</td>
</tr>
<tr>
<td>Yield surface model</td>
<td>9%</td>
<td>6%</td>
<td>-17%</td>
</tr>
</tbody>
</table>

![Table 1: Fatigue validation. Relative prediction errors of both models.](image)
7 CONCLUSION

The present paper was focused on a comparison of two multiscale models whose parameters are tuned thanks to self-heating data, and subsequently used to predict multiaxial high cycle fatigue properties. The first model uses an equivalent stress to account for stress multiaxiality at the microscopic scale, whereas the second one relies on a description of microplasticity at the scale of slip-planes.

Both thermal and fatigue behaviours are well described by each model. They account for the influence of the stress heterogeneity, the volume effect and the hydrostatic stress. Relative errors are small for each experimental validation, even though the “identification cost” is low (and the same for each model), thanks to the information extracted from the self-heating tests.

The distinction between the yield surface and critical shear stress approaches is nearly impossible from a thermal point of view (see Figures 2 (b) and (c)), whereas an important difference appears as along as non-proportional fatigue limit is concerned. The interest of the critical shear stress approach is clearly shown, lowering (in absolute value) the prediction error from –17% to –5% without the addition of new parameters. This is due to its microplastic activation description, combining probabilistic onset and slip-planes approach, which leads to very close dissipation and stress heterogeneity factors.

A next step of this work will be the prediction of multiaxial fatigue life with the critical shear stress approach and the application to industrial cases.
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Abstract. The multiscale resolution continuum theory (MRCT) is a higher order continuum mechanics. A particle is represented by a point that is deformable. This enables the possibility to include the effect of microstructure features in the continuum model on the deformation behavior through additional nodal variables for the higher order scale. This reduces the need for a very fine mesh in order to resolve microstructure details. It is possible to further reduce the computational effort by keeping the additional degree of freedoms to a minimum by tailoring the theory to specific phenomena. The latter is illustrated in a simplified context for an elastic material with damage.

1 INTRODUCTION

The multiscale resolution continuum theory (MRCT) is a higher order continuum mechanics theory. It is a generalization of the micromorphic theory [1-3]. MRCT introduces length scales useful for application to localization problems. It has additional nodal parameters for the information about the deformation on the microstructural scale. This relieves the problem of having an extremely fine mesh. However, still very small elements are required and this together with the additional nodal variables adds to the computational burden. This paper demonstrates the method for an elastic material with brittle damage.

2 BACKGROUND

The multiscale approach belongs to the field of generalized continuum theories. Cosserat already 1909 introduced a generalized continuum. The Cosserat continuum, also named micropolar, introduced higher order terms. There are several papers [4-7] that describe different variants of generalized continuum theories. Eringen is the originator of the micromorphic theory and summarized his work in [1]. The micromorphic continuum includes the relative deformation of a subdomain at a specific point. Thus the particle represented by a
point is deformable. This enables the possibility to include the effect of microstructure features in the continuum model on the deformation behavior. The size of the subdomain determines a length scale $l_i$ that influences the behavior at a given point. This domain is called a microdomain. The right superscript, $i$, denotes the level or scale of the microdomain as explained in the next section.

Eringen [1] indicated the possibility of formulating a theory for higher grades of continua but limited his description to the first grade. Germain [8] used a more elegant approach by utilizing the principle of virtual power. He showed how to include higher order terms in the deformation of the RVE. Liu with co-workers [9, 10] have developed a multiscale resolution continuum theory based on nested scales. The starting point for their derivation is also the principle of virtual power. The use of embedded RVEs or length scales facilitate the formulation of scales of higher order in the Multiscale Continuum Resolution Theory (MCRT).

3 MULTISCALE CONTINUUM RESOLUTION THEORY

The starting point for deriving the MCR theory is the principle of virtual power [11, 3, 10]. The internal virtual power is decomposed into a homogeneous and inhomogeneous part. The latter is due to the local stress variation within $N$ nested RVEs within a point.

$$\delta p_{\text{int}}^{\text{hom}} + \delta p_{\text{int}}^{\text{inh}} = \sigma^0 : \delta \mathbf{I}^0 + \sum_{i=1}^{N} \int_{\Omega^i} \left( m^i \sigma^i \cdot \delta \mathbf{m}^i - \sigma^0 : \delta \mathbf{I}^0 \right) d\Omega$$

(1)

where $\mathbf{I}^0$ is the spatial velocity gradient and $\sigma^0$ is the Cauchy stress tensor on the macroscopic scale. The corresponding quantities, $m^i \mathbf{I}^i$ and $m^i \sigma^i$, are set up for each microdomain $i$. The scales are assumed to be separable so that $m^i \mathbf{I}^i$ and $m^i \sigma^i$ are constant for all smaller scales $\Omega^j$, $j > i$. Eq. (1) is approximated to

$$\delta p_{\text{int}}^{\text{hom}} + \delta p_{\text{int}}^{\text{inh}} = \sigma^0 : \delta \mathbf{I}^0 + \sum_{i=1}^{N} \frac{1}{\Omega^i} \int_{\Omega^i} \left( m^i \beta^i : \left( \delta \mathbf{m}^i - \delta \mathbf{I}^0 \right) \right) d\Omega$$

(2)

A linear varying spatial velocity gradient within each subscale is assumed.

$$m^i \mathbf{I}^i (\mathbf{x} + \mathbf{y}) = \mathbf{I}^i (\mathbf{x}) + \mathbf{g}^i (\mathbf{x}) : \mathbf{y}^i$$

(3)

where $\mathbf{y}^i$ is a local coordinate system at $\mathbf{x}$ in the microdomain. The term $\mathbf{I}^i$ gives the microstrain and $\mathbf{g}^i$ is its gradient. This leads after some manipulations to

$$\delta p_{\text{int}}^{\text{hom}} + \delta p_{\text{int}}^{\text{inh}} = \sigma^0 : \delta \mathbf{I}^0 + \sum_{i=1}^{N} \beta^i : \left( \delta \mathbf{m}^i - \delta \mathbf{I}^0 \right) + \mathbf{m}^i : \delta \mathbf{g}^i$$

(4)

where average microstresses are

$$\beta^i = \frac{1}{\Omega^i} \int_{\Omega^i} \beta^i d\Omega$$

(5)

and microcouples are

$$\mathbf{m}^i = \frac{1}{\Omega^i} \int_{\Omega^i} \beta^i \otimes \mathbf{y} d\Omega$$

(6)

Thus it is assumed that the microstresses and their couples can be related to the symmetric
part of the relative velocity gradient, \( \mathbf{d}^i - \mathbf{d}^0 \), and second velocity gradient \( \mathbf{g}^i \), respectively. We use a hypoelastic approach. Notice that we limit the description to elastic deformations. The macroscopic stress update is written as

\[
\sigma^{0V} = \mathbf{C}_{\sigma} \mathbf{d}^0
\]

where \( \mathbf{C}_{\sigma} \) denotes an objective rate. \( \mathbf{C}_{\sigma} \) is the elasticity tensor. The microstresses are updated by

\[
\mathbf{\beta}^i = \mathbf{C}_{\beta} \left( \mathbf{d}^i - \mathbf{d} \right) + \mathbf{C}_{\mu \mu} \mathbf{g}^i
\]

and the couples are updated by

\[
\mathbf{m}^i = \mathbf{C}_{\mu \mu} \left( \mathbf{d}^i - \mathbf{d} \right) + \mathbf{C}_{\mu \gamma} \mathbf{g}^i
\]

Including the external virtual power and setting the total virtual power to zero leads to the following coupled equations of motion [3]

\[
\nabla \cdot \sigma^0 - \sum_{i=1}^{N} \beta^i = 1 \rho \mathbf{v}^0
\]

\[
\nabla \cdot \mathbf{m}^i - \gamma^i I^i = \gamma^i I^i
\]

\[
\text{where } \mathbf{v}^0 \text{ is the macroscopic velocity field, } \rho \text{ is the macroscopic density, } \rho^i \text{ is the density in microdomain } i, \text{ and } \gamma^i \text{ is the micro-acceleration defined as}
\]

\[
\gamma^i = \mathbf{I}^i + \mathbf{l}^i \cdot \mathbf{l}^i
\]

\[
\text{and the inertia tensor is}
\]

\[
I^i = \frac{1}{\Omega} \int_{\Omega} \rho \mathbf{y}^i \otimes \mathbf{y}^i d\Omega
\]

4 SIMPLIFIED MCRT FOR ELASTIC-DAMAGE MODEL

It is possible to reduce the computational cost by adapting the theory to specific phenomena. Kadowaki and Liu [12] demonstrated this for the case of granular media. We are here considering an elastic material with local softening/fracture with one additional scale \( (N=1) \). Elastic behavior is assumed. The damaged region in the microdomain, gray in Figure 1, is assumed to completely lose its strength. Then homogenized the constitutive equation is

\[
\mathbf{C}_{\beta} = \frac{1}{\Omega} \int_{\Omega} \mathbf{C}_{\sigma} d\Omega = \mathbf{C}_{\sigma} (1 - \omega)
\]

where \( \omega \) is the fraction of the damaged volume in the microdomain. The coupling matrix may be non-zero when the damage is unsymmetric in the microdomain. We assume it is symmetric and thus have

\[
\mathbf{C}_{\mu \mu} = \frac{1}{\Omega} \int_{\Omega} \mathbf{C}_{\sigma} \otimes \mathbf{y}^i d\Omega = \mathbf{0}
\]

The constitutive matrix for the couple terms becomes

\[
\mathbf{C}_{\mu \gamma} = \mathbf{C}_{\sigma} \otimes \left( \frac{\mu^3}{12} \mathbf{D} \right)
\]

where
The macroscopic stress update is written as

\[ \sigma = \sigma_0 + \frac{1}{2} \varepsilon : \varepsilon \]

We use a hypoelastic approach. Notice that we limit the description to elastic deformations.

Damage is assumed to completely lose its strength. Then homogenized the constitutive equation is

\[ \frac{\partial \sigma}{\partial \varepsilon} = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right] \]

Elastic behavior is assumed. The damaged region in the microdomain, gray in Figure 1, here considering an elastic material with local softening/fracture with one additional scale phenomena. Kadowaki and Liu [12] demonstrated this for the case of granular media. We are
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part of the relative velocity gradient,

\[ \gamma = \frac{\partial u}{\partial t} + \varepsilon \cdot \sigma \]

symmetric and thus have \( \gamma = \gamma^T \). It is possible to reduce the computational cost by adapting the theory to specific phenomena.

The constitutive matrix for the couple terms becomes

\[ C = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right] \]

where \( C \) is the elasticity tensor. The microstresses are

\[ \sigma_i = \int_0^1 \rho \sigma \Omega_i \]

where \( \Omega_i \) denotes an objective rate.

The damage can be unsymmetric for when several stress or strain components are used. The subscript \( i \) denotes the coordinate direction of the normal to this surface.

![Figure 1: Two-dimensional view of damage volumes (gray) that are growing into the microdomain.](image)

The parameters \( y_i^+ \) are the distances from origin to where damage has reached into the microdomain, see Figure 1. We have symmetric damage in the current one-dimensional implementation, i.e. \( y_i^+ = y_i^- \). The damage can be unsymmetric for when several stress or strain components are used. The subscript \( i \) denotes the coordinate direction of the normal to this surface.

The fraction of damage volume is

\[ \omega = \prod_{i=1}^R \left( 1 - \frac{2y_i}{l_i} \right) \]

where \( R \) is the number of dimensions of the problem. We have \( R=1 \) in the case below. Damage is assumed to be due to the volumetric deformation in the microdomain. Therefore, all shear components of higher order degree of freedoms are excluded. The reduced microstress/deformation are

\[ \beta^i = \left[ \beta_{11}^i \quad \beta_{22}^i \quad \beta_{33}^i \right]^T \]

and the corresponding couples/gradients are reduced to

\[ m^i = \left[ m_{111}^i \quad m_{112}^i \quad m_{113}^i \quad m_{121}^i \quad m_{122}^i \quad m_{123}^i \quad m_{131}^i \quad m_{132}^i \quad m_{133}^i \right]^T \]

\[ g^i = \left[ d_{111}^i \quad d_{112}^i \quad d_{113}^i \quad d_{221}^i \quad d_{222}^i \quad d_{223}^i \quad d_{331}^i \quad d_{332}^i \quad d_{333}^i \right]^T \]

Computing the gradients from the first derivatives of the microstrain over a finite element reduces the number of independent nodal degrees of freedom (dof) further. Thus the three
dimensional finite element will have six (three displacements and three normal microstrains) unknowns for each node. The one-dimensional example below has only two dofs per node.

Different damage criterion can be applied. A simple linear increase in damage when the macroscopic strain exceeds a given criterion and the damage becomes complete ($\omega = 1$) when a fracture strain is reached.

5 FINITE ELEMENT IMPLEMENTATION

The implementation of the above outlined theory is shown for a one-dimensional rod with two nodes.

5.1 Kinematics

The finite element interpolation of nodal velocities and rate of microstrains is written as

$$
\mathbf{v}(x) = \begin{bmatrix} N_1^0 & N_2^0 & 0 & 0 \\ 0 & 0 & N_1^1 & N_2^1 \end{bmatrix} \begin{bmatrix} v_{x1} \\ v_{x2} \end{bmatrix} = \left[ \begin{matrix} N_1^0 & 0 \\ 0 & N_1^1 \end{matrix} \right] \mathbf{v}^0 = \mathbf{Nv}
$$

$N_1^0$ and $N_1^1$ indicates that we may use different functions to interpolate the microstrain than the nodal velocity, or use different number of integration points when evaluating them. This is not utilized in the following.

The gradient of microstrain is computed as

$$
\mathbf{g}^i(x) = \mathbf{g}^i_{xx} = \frac{\partial N_1^1}{\partial x} \frac{\partial N_2^1}{\partial x} \begin{bmatrix} d^i_{x1} \\ d^i_{x2} \end{bmatrix} = \mathbf{B}'d^i
$$

The macroscopic spatial velocity gradient is obtained by

$$
\mathbf{d}^0(x) = \frac{\partial \mathbf{N}_1}{\partial x} \begin{bmatrix} v_{x1} \\ v_{x2} \end{bmatrix} = \mathbf{B}'\mathbf{v}^0
$$

The needed rates of the macroscopic strain, microstrain and its gradient can now be written as

$$
\mathbf{d}^0(x) = \mathbf{B}'\mathbf{v}^0
$$

$$
\mathbf{d}^i(x) = \mathbf{N}_1 \mathbf{d}^i
$$

$$
\mathbf{g}^i(x) = \mathbf{B}'\mathbf{d}^i
$$

The generalized strain rate vector is introduced

$$
\mathbf{\Delta}(x) = \begin{bmatrix} \mathbf{d}^0(x) \\ \mathbf{d}^i(x) - \mathbf{d}^0(x) \\ \mathbf{g}^i(x) \end{bmatrix} = \begin{bmatrix} \mathbf{B}'^0 & 0 \\ -\mathbf{B}'^0 \mathbf{N}_1^1 & \mathbf{N}_1^1 \end{bmatrix} \begin{bmatrix} \mathbf{v}^0 \\ \mathbf{d}^i \end{bmatrix} = \mathbf{Qv}
$$
5.2 Kinetics

Kinetic variables that are energy conjugate kinetic with those in Eq. (25) are

\[ \Sigma = \begin{bmatrix} \alpha_x^0 \\ \beta_{xx}^0 \\ m_{xxx}^1 \end{bmatrix} \]  

(26)

Their (objective) rates are obtained from the constitutive model as described below. We want to continuously update their values, as they are needed for the internal force calculations.

5.3 Constitutive equations

We specialize the matrices in section 4 for the uniaxial stress case. Then we have

\[ \sigma_{xx}^V = C_{\sigma} d^0 \Leftrightarrow \dot{\sigma}_{xx}^0 = E d_{xx}^0 \]  

(27)

The higher order constitutive relations are given by

\[ \begin{align*}
(\beta^i)^V &= C_{\beta}^i (d^i - d) + C_{\beta m}^i \dot{g}^i \Leftrightarrow \beta_{xx}^i &= C_{\beta}^i (d_{xx}^i - d_{xx}^0) + C_{\beta m} g_{xxx}^i \\
(m^i)^V &= C_{\mu m}^i (d^i - d) + C_{m}^i \dot{g}^i \Leftrightarrow m_{xxx}^i &= C_{\mu m}^i (d_{xxx}^i - d_{xxx}^0) + C_{m} g_{xxx}^i
\end{align*} \]  

(28, 29)

The objective rates are equal to time rates in case of one-dimensional formulation, as we have no rotations. The microdomain properties are calculated based on assuming elastic behavior and a damaged zone without and stiffness. Symmetry of damaged region gives

\[ C_{\beta m}^i = \frac{1}{l} \int_{-y_i}^{y_i} E^i (y')^2 dy' = \frac{E^i y_i^2}{l} \]  

(30)

The microstrain elasticity is

\[ C_{\beta}^i = \frac{1}{l} \int_{-y_i}^{y_i} E^i (y') \left( \frac{y_i + y'}{l} \right) = \frac{E^i y_i}{l} = \frac{E^i}{l} (1 - \omega) \]  

(31)

where it has been used that the fraction of damage material, \( \omega \), is

\[ (1 - \omega) = \frac{2y_i}{l} \]  

(32)

The microcouple constitutive relation is

\[ C_{m}^i = \frac{1}{l} \int_{-y_i}^{y_i} E^i (y')^3 dy' = \frac{E^i (\frac{l}{2} y_i^3)}{12} = \frac{E^i (\frac{l}{2} y_i^3)}{12} (1 - \omega)^3 \]  

(33)

The extended constitutive matrix becomes then

\[ \Sigma^V = \begin{bmatrix} E^0 & 0 & 0 & 0 \\ 0 & E^i(1 - \omega) & 0 & 0 \\ 0 & 0 & \frac{E^i(\frac{l}{2} y_i^3)}{12} (1 - \omega)^3 \end{bmatrix} \]  

\[ \Delta = \mathbf{C} \Delta \]  

(34)
5.4 Element internal force vector

The internal forces are computed as

\[
f_{\text{int}} = \int_{V^e} Q^T \Sigma \, dV = \int_{x_i}^{x_f} \begin{bmatrix} \frac{\partial N_1^0}{\partial x} & -\frac{\partial N_1^0}{\partial x} & 0 \\ \frac{\partial N_1^0}{\partial x} & \frac{\partial N_1^0}{\partial x} & 0 \\ 0 & N_1^1 & \frac{\partial N_1^1}{\partial x} \\ 0 & N_2^1 & \frac{\partial N_2^1}{\partial x} \end{bmatrix} \begin{bmatrix} \sigma_1^0 \\ \beta_1 \\ m_1 \end{bmatrix} \, dx \tag{35}
\]

Where \( a \) is the area of the cross-section of the rod. The internal forces can be split up into macroscopic forces and microscopic forces

\[
f_{\text{int}}^0 = \int_{x_i}^{x_f} \begin{bmatrix} \frac{\partial N_1^0}{\partial x} \left( \sigma_1^0 - \beta_1 \right) \\ \frac{\partial N_2^0}{\partial x} \left( \sigma_2^0 - \beta_2 \right) \end{bmatrix} \, dx \tag{36}
\]

respectively

\[
f_{\text{int}}^1 = \int_{x_i}^{x_f} \begin{bmatrix} N_1^1 \beta_1 + \frac{\partial N_1^1}{\partial x} m_1 \\ N_2^1 \beta_1 + \frac{\partial N_2^1}{\partial x} m_1 \end{bmatrix} \, dx \tag{37}
\]

5.5 Element tangent stiffness matrix

The tangent stiffness matrix is

\[
K = \frac{d(F_{\text{int}} - F_{\text{ext}})}{dV} = \frac{dF_{\text{int}}}{dV} \tag{38}
\]

where \( F_{\text{int}} \) is the global internal force vector and \( F_{\text{ext}} \) is the external forces. \( V \) is the global vector of nodal values corresponding \( v \) in Eq. (20). It is approximated by computing the element contribution as

\[
k = \frac{d(f_{\text{int}})}{dv} = \int_{V^e} Q^T \frac{d\Sigma}{d\Delta} Q \, dV \tag{39}
\]

where

\[
\frac{d\Sigma}{d\Delta} = \begin{bmatrix} E^0 & 0 & 0 \\ 0 & E^1 (1 - \omega) & 0 \\ 0 & 0 & \frac{E^1(t^1)^2}{12} (1 - \omega)^3 \end{bmatrix} \tag{40}
\]
We use a fixed damage during an increment and update between the increments. This requires small time steps but removes this nonlinearity from the iterative process and simplifies the derivation of the consistent constitutive matrix in Eq. (39). The stiffness matrix can be split into three separate contributions. The macroscopic part is

$$
\mathbf{k}^0 = \int_{x_l}^{x_u} \mathbf{E}(x) \begin{bmatrix}
\left(\frac{\partial N_1^0}{\partial x}\right)^2 & \frac{\partial N_1^0}{\partial x} \frac{\partial N_2^0}{\partial x} & 0 & 0 \\
\frac{\partial N_1^0}{\partial x} \frac{\partial N_2^0}{\partial x} & \left(\frac{\partial N_2^0}{\partial x}\right)^2 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} a \, dx
$$

(41)

The coupling matrix is

$$
\mathbf{k}^{01} = \int_{x_l}^{x_u} \mathbf{E}(x) (1-\omega) \begin{bmatrix}
\left(\frac{\partial N_1^0}{\partial x}\right)^2 & \frac{\partial N_1^0}{\partial x} \frac{\partial N_2^0}{\partial x} & -\frac{\partial N_1^0}{\partial x} N_1^i & -\frac{\partial N_1^0}{\partial x} N_2^i \\
\frac{\partial N_1^0}{\partial x} \frac{\partial N_2^0}{\partial x} & \left(\frac{\partial N_2^0}{\partial x}\right)^2 & -\frac{\partial N_2^0}{\partial x} N_1^i & -\frac{\partial N_2^0}{\partial x} N_2^i \\
-\frac{\partial N_1^0}{\partial x} N_1^i & -\frac{\partial N_2^0}{\partial x} N_2^i & N_1^i N_2^i & (N_1^i)^2 \\
-\frac{\partial N_1^0}{\partial x} N_2^i & -\frac{\partial N_2^0}{\partial x} N_1^i & N_1^i N_2^i & (N_2^i)^2
\end{bmatrix} a \, dx
$$

(42)

The higher order contribution is

$$
\mathbf{k}^i = \int_{x_l}^{x_u} \frac{\mathbf{E}(x)}{12} (1-\omega)^3 \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \left(\frac{\partial N_1^i}{\partial x}\right)^2 & \frac{\partial N_1^i}{\partial x} \frac{\partial N_2^i}{\partial x} \\
0 & 0 & \frac{\partial N_1^i}{\partial x} \frac{\partial N_2^i}{\partial x} & \left(\frac{\partial N_2^i}{\partial x}\right)^2
\end{bmatrix} a \, dx
$$

(43)

6 RESULTS

The formulation in the previous section has been implemented in Matlab™. A rod is subject to tension by prescribing opposite motions of each end. The microstress $\tilde{\beta}_{xx}$ is set to zero at the ends, ie microstrain is equal to the macroscopic strain there. The used properties are given in Table 1. A simple damage model is used. It is

$$
\omega = \frac{\varepsilon^o - \varepsilon_{init}}{\varepsilon_{fracture} - \varepsilon_{init}}
$$

(44)
The symbol \( \langle \cdot \rangle \) denotes that the expression is zero for negative arguments. The damage is only applied in the center region of the rod, \( x \in [-0.005L, 0.005L] \). \( x \) is the coordinate of the integration point at the center of the element. The model is set up so that there is always one element centered around \( x=0 \).

The macroscopic stress for the problem follows the analytic solution

\[
\sigma^0 = E^0 \ln \left( 1 + \frac{u}{L} \right)
\]

where \( u \) is the total elongation of the rod and \( L=0.1 \, \text{m} \) is its initial length. The logarithmic strain definition has been used.

The results below are plotted at different instances in time. The strain computed according to Eq. (44) is 0.0, 0.26, 0.47, 0.64, 0.79, 0.91, 1.03, 1.13, 1.31 and 1.39 for each of the lines, respectively. The macroscopic strain and stress are shown in Figure 2. All plots are based on averaged nodal values when they show element data. The number of elements was 101 and the center element is subject to damage. The overall strain and stress follow the analytic solution. The localization in the center element is obvious. The micro-stress and damage can be seen in Figure 3. The damage weakens the microdomain and the micro-stress decreases.

Splitting the element in the centre of the rod into four elements gives

**Table 1: Used material properties**

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E^0 )</td>
<td>( 2 \times 10^{11} , \text{Pa} )</td>
</tr>
<tr>
<td>( E^1 = E^0 )</td>
<td>( l_1 = 2 \times 10^{-6} , \text{m} )</td>
</tr>
<tr>
<td>( E_{\text{init}} )</td>
<td>0.05</td>
</tr>
<tr>
<td>( E_{\text{fracture}} )</td>
<td>0.30</td>
</tr>
</tbody>
</table>

![Figure 2: Macroscopic strain and stress during loading.](image-url)
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The symbol $\varepsilon$ denotes that the expression is zero for negative arguments. The damage is only applied in the center region of the rod, $x \in (-0.005L, 0.005L]$. $x$ is the coordinate of the integration point at the center of the element. The model is set up so that there is always one element centered around $x=0$.

The macroscopic stress for the problem follows the analytic solution

$$\sigma_0 = E_0 \ln 1 + u L $$

(45)

where $u$ is the total elongation of the rod and $L=0.1$ m is its initial length. The logarithmic strain definition has been used.

The results below are plotted at different instances in time. The strain computed according to Eq. (44) is 0.0, 0.26, 0.47, 0.64, 0.79, 0.91, 1.03, 1.13, 1.31 and 1.39 for each of the lines, respectively. The macroscopic strain and stress are shown in Figure 2. All plots are based on averaged nodal values when they show element data. The number of elements was 101 and the center element is subject to damage. The overall strain and stress follow the analytic solution. The localization in the center element is obvious. The micro-stress and damage can be seen in Figure 3. The damage weakens the microdomain and the micro-stress decreases.

Table 1: Used material properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$</td>
<td>2.1011$ \times 10^6$ Pa</td>
</tr>
<tr>
<td>$E_1$</td>
<td>$E_0/10^{-6}$ m$^{-1}$</td>
</tr>
<tr>
<td>$\varepsilon_{\text{init}}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$\varepsilon_{\text{fracture}}$</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Figure 2: Macroscopic strain and stress during loading.

Figure 3: Micro-stress and damage during loading. The crosses in the damage plot denote values at element center. There it can be seen that the damage reaches 0.9.

7 DISCUSSIONS

Hardening and softening behavior of materials depends in a wide range of scales. Despite this, macroscopic models have been successfully used to describe the hardening behavior of materials. However, softening behavior that is determined by the weakest link in the material poses a challenge for these models. Model that brings in a length scale is one step forward in creating convergent finite element models. The MCRT is an approach that does this and also reduces the need for a very fine mesh in the localization zone. However, this is at the additional cost of additional nodal degree of freedoms. Therefore, it is of particular interest to develop constitutive models for the microdomain with a minimum of higher order degrees of freedoms for specific problems. The preliminary evaluated damage model is one example. The convergence behavior of the model need be evaluated as well as the effect on the condition number of the stiffness matrix for different combinations of element sizes and size of microdomain.
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Abstract. In this paper, so as to reproduce the dynamic recrystallization, the dislocation-crystal plasticity model devotes to a deformation analysis and multi-phase-field one to nucleus growth calculation. First, we place a few nuclei on the parent grain boundaries, i.e., high dislocation density site. Next, carrying out the simulation, dislocations start to accumulate in accordance with the deformation. Introducing the energy of dislocations stored locally in the matrix into the phase-field equation, the placed nuclei begin growing. In the region where the phase transitions from the matrix to the recrystallized phase, the values of dislocation density, crystal orientation and slip are reset. Moreover, applying the above information to the hardening modulus and crystal bases of the crystal plasticity model, the deformation is calculated again. With the progress of deformation, the dislocation density increases even inside the growing nuclei. Also, on the basis of the results obtained by the multiphysics simulation, we discuss the microstructure formations dependent on applied deformation.
1 INTRODUCTION

The mechanical properties of metals are significantly affected by microstructures formed during recrystallization in rolling processes. Especially, the nucleus growth that occurs during the warm- or hot-rolling is known as the dynamic recrystallization (See fig. 1). First, applying plastic deformation to materials, cell structure is formed and then, subgrains are formed by pair annihilation and rearrangement of dislocations in the dynamic recovery stage. Next, in the nucleation stage, subgrain groups on the boundaries between parent grains coalesce to nuclei due to grain boundary migration. This mechanism is called bulging. During this process, stress-strain curve describes the hardening because of dislocation accumulation due to plastic deformation shown in fig. 2. However, once nucleus growth starts and recrystallized phase expands, decrease of dislocation density causes softening of materials. If a further deformation is given to the materials, the stress-strain curve sifts to the rehardening due to dislocation accumulation in the recrystallized new phase. With this mechanism, stress-strain curve during dynamic recrystallization is known to have multi-peaks. For control of mechanical properties in materials design, it is industrially important to predict numerically the dynamic recrystallization.

In the previous work [1], the authors developed a simple multiphysics model of the dynamic recrystallization by coupling the KWC type phase-field model and dislocation-crystal plasticity one that can express the dislocation accumulation by calculating GN crystal defects (GN dislocation density and GN incompatibility). Also, we conducted a computation for a single nucleus on the basis of this model. However, it cannot predict the growth of a number of nuclei because the KWC type phase-field model hardly deals with different nuclei. In addition, there still exists a problem about how to update the crystal orientation of the region that change into recrystallized phase from matrix since the initial orientation was given to such area in the previous simulation.

So as to work out the above problems, in this study, we adopt a multi-phase-field model to extend the material model to an enhanced type suitable for a lot of nuclei. Therein, a modification is conducted for the free energy of bulk to be a double well type considering the stored dislocation energy as a driving force of recrystallization. Next, we develop a multiphysics model combining the multi-phase-field model and dislocation-crystal plasticity one through the crystal orientation and the dislocation density. Using the present model, a
numerical simulation is carried out assuming a FCC polycrystal with a few nuclei on the parent boundaries subject to a compressive load in hot-rolling. In this calculation, the current orientation considering deformation is given to the region where the phase changes into recrystallized phase from matrix.

2 MATERIAL MODELS

2.1 Phase-field model

In order to express the growth of a number of nuclei, the multi-phase-field model is adopted in this study. By use of the model, it is possible to calculate growth of a lot of grains simultaneously. Setting the order parameter for grain $\alpha$ as $\phi^\alpha(0 \leq \phi^\alpha \leq 1)$, and considering the interface field [2] defined as $\psi^{\alpha\beta} = \phi^\alpha - \phi^\beta$ and sum of $\phi^\alpha$ all over the phases, such as $\sum \phi^\alpha = 1$, the evolution equation of $\phi^\alpha$ is obtained as

$$\frac{\partial \phi^\alpha}{\partial t} = -\sum_{\beta=1}^{N} \frac{M^{\alpha\beta}}{N} \sum_{\gamma=(\gamma \neq \alpha)}^{N} \frac{1}{2} \left( \alpha^{\alpha \gamma} \alpha^{\beta \gamma} \right) \nabla^2 \phi^\gamma + \frac{\partial f(\phi^\alpha, \phi^\gamma)}{\partial \phi^\alpha} - \frac{\partial f(\phi^\beta, \phi^\gamma)}{\partial \phi^\beta} \right} \quad (1)$$

where $N$ is the total number of the grains, $M^{\alpha\beta}$ the mobility of the interface between grains $\alpha$ and $\beta$ and $\alpha^{\alpha\beta}$ the diffusion constant of the interface between grains $\alpha$ and $\beta$. For the free energy of bulk $f(\phi^\alpha, \phi^\beta)$, the function is employed such that

$$f(\phi^\alpha, \phi^\beta) = p(\phi^\alpha, \phi^\beta) f_\ast(\rho) + \left( 1 - p(\phi^\alpha, \phi^\beta) \right) f_m(\rho) + W^{\alpha\beta} q(\phi^\alpha, \phi^\beta) \quad (2)$$

where $W^{\alpha\beta}$ is the energy barrier between grains $\alpha$ and $\beta$. In addition, $f_\ast(\rho)$ and $f_m(\rho)$ are stored dislocation energies in recrystallized grain and matrix, respectively. Because of $f_\ast(\rho) \ll f_m(\rho)$, Eq. (2) can rewritten in the form

$$f(\phi^\alpha, \phi^\beta) = \left( 1 - p(\phi^\alpha, \phi^\beta) \right) f(\rho) + W^{\alpha\beta} q(\phi^\alpha, \phi^\beta) \quad (3)$$

where $f(\rho)$ is the difference between stored dislocation energies in recrystallized phase and matrix defined as $f(\rho) = f_m(\rho) - f_\ast(\rho)$. Using the local stored energy of dislocations $E_s^{\alpha\beta}$, $f(\rho)$ can be represented as $f(\rho) = E_s^{\alpha\beta} = E_s - E_s^\beta$. For simplify, we set $E_s^{\alpha\beta} = E_s$ when the phase $\alpha$ is the recrystallized grain and $\beta$ the matrix, and $E_s^{\alpha\beta} = -E_s$ when the phase $\alpha$ is the matrix and $\beta$ the recrystallized phase, where $E_s$ is the local energy of stored dislocation
calculated by

\[ E_s = \sum_{\alpha} E_s^\alpha = \sum_{\alpha} \frac{1}{2} \mu \rho^{(\alpha s)} \tilde{b}^2 \]  

(4)

where \( \rho^{(\alpha s)} \) is the dislocation density for the slip system \( \alpha^s \) (explained later), \( \mu \) the shear modulus and \( \tilde{b} \) the magnitude of burgers vector. First, we consider a bi-phase problem to obtain \( p(\phi) \) and \( q(\phi) \). The conditions that \( f(\phi) \) is the double well function with the driving force of \( E_s^{\alpha \beta} \) are \( f(0) = E_s^{\alpha \beta} \), \( f(1) = 0 \), \( f'(0) = 0 \) and \( f'(1) = 0 \). On the above conditions, \( q(\phi) \) is determined as \( q(\phi) = \phi^2 (1 - \phi)^2 \). While, we choose \( p(\phi) \) as \( p(\phi) = \{(2\phi^2 e^{1 - \phi} / e) - (2e^{1 - \phi} / e) + 3\}(1 - \phi)^2 \). Moreover, replacing \( \phi \) and \( 1 - \phi \) with \( \phi^\alpha \) and \( \phi^\beta \) respectively to extend these functions to suitable forms for a multi phases problem, \( p(\phi^\alpha, \phi^\beta) \) and \( q(\phi^\alpha, \phi^\beta) \) are obtained as follows.

\[ \{1 - p(\phi^\alpha, \phi^\beta)\} = \left( \frac{2}{e} \phi^\alpha e^{\phi^\alpha} e^{\phi^\beta} - \frac{2}{e} e^{\phi^\alpha} e^{\phi^\beta} + 3 \right) \phi^\alpha \phi^\beta \]  

(5)

\[ q(\phi^\alpha, \phi^\beta) = \phi^\alpha \phi^\beta \]  

(6)

2.2 Dislocation-crystal plasticity model

The elastic-viscoplastic constitutive equation of crystal plasticity model is given by

\[ \bar{T} = \bar{C} : (\bar{D} - \sum_{\alpha^s} \bar{P}^{(\alpha s)} \gamma^{(\alpha s)}) \]  

(7)

where \( \bar{T} \), \( \bar{C} \), \( \bar{D} \), \( \bar{P}^{(\alpha s)} \) and \( \gamma^{(\alpha s)} \) denotes the Mandel-Kratochvil rate of Cauchy stress, the anisotropic elastic modulus tensor, deformation rate tensor, Schmid tensor and the slip for slip system \( \alpha^s \), respectively. The evolution equation of flow stress \( \bar{g}^{(\alpha s)} \) and the hardening modulus \( \bar{h}^{(\alpha \beta s)} \) dependent on dislocation density are written in the forms

\[ \bar{g}^{(\alpha s)} = \sum_{\beta^s} \bar{h}^{(\alpha \beta s)} \parallel \gamma^{(\beta s)} \parallel \]  

(8)

\[ \bar{h}^{(\alpha \beta s)} = \frac{1}{2} a \frac{c \mu \Omega^{(\alpha \beta s)}}{L^{(\beta s)} \sqrt{\rho^{(\beta s)}}} \gamma^{(\beta s)} \]  

(9)

where \( \Omega^{(\alpha \beta s)} \) is the interaction matrix, \( L^{(\beta s)} \) the dislocation mean free path, and \( a \) and \( c \) the numerical parameters. A model depending on dislocation density is adopted for \( L^{(\beta s)} \). The dislocation density \( \rho^{(\alpha s)} \) is defined by \( \rho^{(\alpha s)} = \rho^{(\alpha s)}_0 + \rho^{(\alpha s)}_G + \rho^{(\alpha s)}_p + \rho^{(\alpha s)}_R \), where \( \rho^{(\alpha s)}_0 \) is the initial dislocation density, \( \rho^{(\alpha s)}_G \) and \( \rho^{(\alpha s)}_p \) the norms of GN dislocation density tensor and GN incompatibility tensor, respectively and \( \rho^{(\alpha s)}_R \) the density of annihilated dislocations [3].

3 SIMULATION METHOD

In the multiphysics simulation, crystal deformation and nucleus growth are taken into account simultaneously. First, the dislocation-crystal plasticity simulation is conducted for
prediction of formation of subdivisions and micro shear bands induced by plastic compression. On the basis of the information of nucleation obtained by the above calculation, it is reproduced that the nuclei generated at a nucleation site start to grow by the driving force, i.e., the stored dislocation energy, through the phase-field simulation. The evolution of order parameter due to nucleus growth can be obtained. During this process, in the area where the phase transition from matrix to new phase, the dislocation density should be initialized so as to be the value of sufficiently annealed metal. The information of nucleus growth such as the dislocation density is introduced into the dislocation-crystal plasticity simulation again. The dislocation density and the crystal orientation are changed by deformation. Giving the updated information back to Eq. (1), the nucleus growth simulation can be carried out. The information of dislocation density such as the dislocation density is introduced into the dislocation-crystal plasticity simulation again. The dislocation density and the crystal orientation are changed by deformation. Giving the updated information back to Eq. (1), the nucleus growth simulation can be carried out. The information of dislocation density expressed by Eq. (4). Same operations are repeated, and dynamic recrystallization simulation is conducted.

4 SIMULATION RESULTS AND DISCUSSIONS

In this simulation, 10% compressive deformation is applied to 80μm×80μm polycrystal aluminum plate under plane strain condition. Considering hot working process, 2 nuclei are placed on the parent grain boundaries in the initial condition (See figs. 3). The Asaro’s 2-slip model is employed and the values of the initial dislocation densities in the matrix and the nuclei are $\rho_i = 1 \mu \text{m}^{-2}$ and $\rho_0 = 0.001 \mu \text{m}^{-2}$, respectively (See fig. 4). In this study, the dislocation-crystal plasticity simulation is carried out by FEM and multi-phase-field model by FDM so that the developed dynamic recrystallization model is calculated by the FEM-FDM hybrid analysis. The number of the finite elements is 2682 and the number of the finite difference grid 40401. In this paper, following 2 cases of simulations are performed: (a) the case that the recrystallization area has the initial crystal orientation and (b) the case that the recrystallization area has the current crystal orientation, i.e., the crystal orientation averaged among the values of neighbor elements.

Figure 5 depicts stress-strain curve obtained by this simulation. In the both cases of simulations, stress-strain curves with oscillations are observed, in which the hardening and softening occur by deformation and by grain growth, respectively. In fig. 5, the arrow of (a) shows the result of the simulation in the case that the recrystallization area has the initial...
crystal orientation while (b) the result of the simulation in the case that the recrystallization area has the current crystal orientation. It can be seen that the case (b) describe slightly higher rate of hardening than the case (a). The above difference might be explained that the simulation (b) shows higher rehardening rate than (a) because the deformation is taken into account in the simulation (b) more than (a). Also, fig. 6 describes the temporal distributions of crystal orientation. In the both results from the simulations (a) and (b), the nuclei grow along the parent grain boundaries where the dislocations store significantly, shown as the arrows in figs. 6 (a) (ii) and (b) (ii). Furthermore, figs. 7 are the enlarged figures of the rectangulars in figs. 6 (a) (iv) and (b) (iv). Figures 7 (i) and (ii) denote the distributions of dislocation density and crystal orientation, respectively. From figs. 7 (a) (i) and (b) (i), it is noted that the distributions of dislocation density are similar to each other. On the other hand, from the

Figure 6 Distributions of crystal orientation
( U/L[%]: (i) 0.0, (ii) 0.6, (iii) 1.3, (iv) 2.1, (v) 4.2)

Figure 7 Distributions of (i) dislocation density and (ii) crystal orientation at U/L=2.1%

(a) Case that the recrystallized area has initial crystal orientation
(b) Case that the recrystallized area has current crystal orientation
distributions of crystal orientation in figs. 7 (a) (ii) and (b) (ii), the growing nucleus at the lower left is not affected by deformation while the one in fig. 7 (b) is affected by deformation. Here, the white lines in fig. 7 (b) (i) mean nucleus-matrix boundaries and the boundaries between the recrystallized area whose crystal orientation does not change from its initial crystal orientation and the one whose crystal orientation does change from its initial crystal orientation. The area surrounded by white lines would be a nucleation site if the grain boundary misorientation were higher than 15°.

5 CONCLUSIONS
- Simulating dynamic recrystallization by coupling the multi-phase-field model and the dislocation-crystal plasticity model, it can be reproduced that a few nuclei grow responding to the distribution of dislocation density and crystal orientation.
- Giving the averaged value of neighbor elements to the region that transitions to recrystallized phase from matrix, it can be possible to calculate considering the change of crystal orientation due to deformation.
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Abstract. Since plastic deformation of polycrystal sheet metal is greatly affected by its initial and plastic deformed textures, multi-scale finite element (FE) analysis based on homogenization with considering micro-polycrystal morphology is required [1]. We formulated a new crystal plasticity constitutive equation to introduce not only the effect of crystal orientation distribution, but also the size of crystal grain and/or the effect of crystal grain boundary for the micro-FE analysis. The hardening evolution equation based on strain gradient theory [2], [3] was modified to introduce curvature of crystal orientation based on crystallographic misorientation theory. We employed two-scale structure, such as a microscopic polycrystal structure and a macroscopic elastic/plastic continuum. Our analysis...
code predicts the plastic deformation of polycrystal metal in the macro-scale, and simultaneously the crystal texture and misorientation evolutions in the micro-scale. In this study, we try to reveal the relationship between the plastic deformation and the microscopic crystal misorientation evolution by using the homogenized FE procedure with the proposed crystal plasticity constitutive equation. The crystallographic misorientation evolution, which affects on the plastic deformation of FCC polycrystal metal, was investigated by using the multi-scale FE analysis. We confirmed the availability of our analysis code employing the new constitutive equation through the comparison of a uniaxial tensile problem with the numerical result and the experimental one.

1 INTRODUCTION

Recently, multi-scale finite element (FE) analyses code are developed to evaluate macroscopic material properties such as the strength, the yield loci and the formability, by employing a realistic three-dimensional (3D) microscopic polycrystal structure obtained by using the scanning electron microscopy and the electron backscattering diffraction (SEM-EBSD) measurements [4]. The experimental determination, interpretation, and the numerical simulation for polycrystal texture analyses at the micro-scale have been attracting the attention of researchers in the field of sheet metal forming [5-6]. Further, the progress of computer technology, such as parallel computing [7], promises an unprecedented means for a large-scale numerical calculation in this multi-scale analysis for the industrial applications. For the crystal plasticity constitutive equation, the isotropic and kinematical hardening evolutions are introduced [8]. In our two-scale homogenization theory to assess the sheet material formability, a realistic 3D representative volume element (RVE) is employed, which is determined by SEM-EBSD measurement.

Until now, we have found many “virtual” RVE models, such as Voronoi polyhedron grain models, but they do not have the necessary crystal grain characteristic of location, size or orientation in 3D space. Since the deformation and hardening are very much affected by the neighboring crystal grains, orientation and the grain size themselves.

In this study, a new hardening evolution equation is proposed for assessment of crystal orientation rotation and misorientation evolution. Our model is considered misorientation between adjacent regions across a boundary. This involves a model, which assumes a simple geometrical relationship between crystal slip systems responsible for the rotation and misorientation.

2 ELAST/VISCO-CRYSTAL PLASTICITY CONSTITUTIVE EQUATION BASED ON MISORIENTATION THEORY

2.1 Definition of equivalent misorientation

We calculated curvature of crystallographic misorientation to express geometrically necessary (GN) dislocation storage [9]. When the GN dislocation is stored during plastic deformation, sheet metal shows work hardening. Thus, consideration of misorientation into hardening evolution equation is able to analyze sheet metal forming and to assess the deformation characterization accurately.

We defined the three normal orthogonal coordinate systems for calculation of
crystallographic misorientation as shown in Fig. 1. One is the sample coordinate system \((\vec{e}_i - x_i)\). The second is the crystalline coordinate system \((\vec{i}_i - y_i)\), and third is \((111)\) plane coordinate system \((\vec{j}_i - \theta)\). Relationship between the sample coordinate system and the crystalline coordinate system, the representative \((111)\) plane coordinate system are expressed as \(\vec{i} = \Theta_i' \vec{e}_j, \vec{j} = \Omega_j' \vec{e}_j\), where \(\Theta_i', \Omega_j'\) are coordinate transformation matrices.

In the Fig. 2, \(\vec{j}_1, \vec{j}_2\) and \(\vec{j}_3\) express \([2 \overline{1} \overline{1} \overline{1}], [01 \overline{1}]\) and \([111]\) vectors on the \((111)\) plane coordinate system \((\vec{i}_i - \theta_i)\), which belongs with the crystalline coordinate system \((\vec{i}_i - y_i)\). Rate of \([111]\) direction \(\Delta \vec{j}_3\) is defined by using \(\vec{j}_i\) as follow:

\[
\Delta \vec{j}_3 = -b_{\alpha \beta} j_{\alpha} \Delta \theta_{\beta}
\]

where \(b_{\alpha \beta}\) \((\alpha, \beta = 1, 2)\) is the second fundamental metric tensor, which corresponds to a curvature tensor of crystal orientation, and is expressed as follows:

\[
b_{\alpha \beta} = -\frac{\partial j_{\beta}}{\partial \theta_{\alpha}} : \vec{j}_{\alpha}
\]

\[
b = b_{\alpha \beta} \vec{j}_{\alpha} \otimes \vec{j}_{\beta}
\]

The curvature tensor \(b_{\alpha \beta}\) corresponds to rate of normal direction of tangential plane, and is transformed by the coordinate transformation matrices \(\Omega_i', \Omega_j'\) to the sample coordinate system as follows:

\[
b = b_{\alpha \beta} \Omega_i'^{\alpha} \Omega_j'^{\beta} e_k \otimes e_l = \bar{b}_{kl} e_k \otimes e_l
\]
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\[ \overline{b}_{kl} = -j_{3,l} \cdot j_{k} \]  

(5)

where \( \overline{b}_{kl} \) is misorientation tensor. Equivalent misorientation \( K \) is defined by the second invariant value of \( b_{ab} \) as follow:

\[ K = \sqrt[2]{\frac{1}{2} b_{kl} \overline{b}_{kl}} \]  

(6)

This scalar value \( K \) depends on crystal orientation distribution and grain size.

### 2.2 Introducing equivalent misorientation into crystal plasticity constitutive equation

In this study, the equivalent misorientation caused by crystal orientation distribution is introduced into the crystallographic homogenized multi-scale FE procedure, which is based on the dynamic explicit scheme [1]. The strain rate dependent crystal plasticity constitutive equation [2, 8] is employed to the micro-FE analysis. The crystalline viscoplastic shear strain rate \( \dot{\gamma}^{(a)} \) of the power law form defined on the slip system \( (a) \) is expressed as follow:

\[ \dot{\gamma}^{(a)} = \dot{\gamma}^{(a)}_{0} \left[ \frac{\tau^{(a)}}{g^{(a)}} \right]^{\frac{1-m}{m}} \]  

(7)

where \( \tau^{(a)} \) is the resolved shear stress, \( g^{(a)} \) is the reference shear stress, \( \dot{\gamma}^{(a)}_{0} \) is the reference shear strain rate, and \( m \) is the coefficient of strain rate sensitivity. In this study, \( \dot{\gamma}^{(a)}_{0} = 0.033 \) and \( m = 0.01 \) are employed for FCC metal, respectively.

The equivalent misorientation \( K \) is introduced into the hardening evolution equation as follow:

\[ g^{(a)} = \left\{ \frac{1}{\tanh C_{2}} \tanh (C_{1} |K| + C_{2}) \right\} \sum_{b=1}^{N} h_{ab} |\dot{\gamma}^{(b)}| \]  

(8)

where \( N \) is the total number of slip systems for the FCC crystal \( N = 12 \), \( C_{1} \) and \( C_{2} \) are constants of hardening parameters. The hardening coefficient \( h_{ab} \) for the \( n \)th power equation is expressed as follows:

\[ h_{ab} = q_{ab} h(\gamma) + (1 - q_{ab}) h(\gamma) \delta_{ab} \]  

(9)

\[ h(\gamma) = h_{0} n C (\gamma_{0} + \gamma)^{n-1} \]  

(10)

where the matrix \( q_{ab} \) is introduced to describe the self and latent hardenings. The \( \gamma \) is the accumulated shear strain over all the slip systems, \( h_{0} \) is the initial hardening modulus, and \( n \) and \( C \) are the hardening exponent and the hardening coefficient, respectively. These values including \( C_{1} \) and \( C_{2} \) in Eq. (8) are determined by the parameter identification calculation through the comparison with the experimental results.

When \( K = 0 \), which is uniform crystal orientation distribution condition, the hardening evolution equation (8) becomes the conventional equation as follow:
\[ \dot{\gamma}^{(a)} = \sum_{b=1}^{N} h_{ab} |\phi^{(b)}| \]  

(11)

3 NUMERICAL RESULTS

3.1 Material parameter identification by using 3D-EBSD measured polycrystal model

We obtained distribution of crystal orientation in a 3D parallelepiped box region of the aluminum alloy sheet metal A5182-O by SEM-EBSD measurement, which is a material of the NUMISHEET 2008 benchmark problem [10], and developed a RVE-FE model as shown in Fig. 2. The RVE-FE model is 5×5×5 voxel FEs by using 8-node solid element with 1000 Gaussian integration points. The crystal orientation distribution of the sheet metal measured by SEM-EBSD is assigned into the integration points on the RVE-FE model.

Figure 3 shows comparison of stress-strain curves obtained by the experiment of the rolling direction (RD) tensile test and its multi-scale FE analyses by using identified parameters as summarized in Table 1. In the multi-scale FE analyses, proportional loading is applied to macro-FE model, which consists of one 8-node solid element, combined with the micro RVE-FE model to obtain the homogenized stress. It is good agreement of stress-strain relationships between the experiment and FE analyses. In the multi-scale FE result by misorientation theory, the critical (initial) resolved shear stress (CRSS) \( \tau_0 \) and the initial hardening modulus \( h_0 \) are smaller than conventional ones due to effect the misorientation hardening parameters \( C_1 \) and \( C_2 \).

![Figure 2: RVE-FE model of A5182-O (111×111×111μm³)](image)

![Figure 3: Relationships between true stress and true strain of experimental and identification results](image)
Table 1: Material parameters obtained by multi-scale FE analysis

<table>
<thead>
<tr>
<th>Misorientation</th>
<th>$n$</th>
<th>$\tau_0$ [MPa]</th>
<th>$h_0$ [MPa]</th>
<th>C</th>
<th>$\gamma_0$ [MPa]</th>
<th>$C_1$</th>
<th>$C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>0.19</td>
<td>13.0</td>
<td>49.0</td>
<td>17.0</td>
<td>0.10</td>
<td>5.0</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Figure 4: Initial crystal orientation angle $\alpha$ distributions of micro-models

Table 2: Euler angle ($\varphi_1$, $\Phi$, $\varphi_2$) and crystal orientation angle $\alpha$

<table>
<thead>
<tr>
<th></th>
<th>$\varphi_1$</th>
<th>$\Phi$</th>
<th>$\varphi_2$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain 1</td>
<td>-12.3°</td>
<td>54.5°</td>
<td>44.7°</td>
<td>0.3°</td>
</tr>
<tr>
<td>Grain 2</td>
<td>12.5°</td>
<td>57.7°</td>
<td>43.3°</td>
<td>3.2°</td>
</tr>
<tr>
<td>Grain 3</td>
<td>89.6°</td>
<td>69.0°</td>
<td>8.84°</td>
<td>34.7°</td>
</tr>
</tbody>
</table>

3.2 Multi-scale analysis by using bicrystal and tricrystal micro-models

In order to consider the newly developed constitutive equation based on misorientation theory, simple initial crystal models, such as bicrystal and tricrystal models are employed to the micro-FE analysis, as shown in Fig. 4. Three crystal orientations are selected from the SEM-EBSD crystal orientation distribution of A5182-O sheet metal as summarized in Table 2. Micro-FE model is $111 \times 111 \times 111 \mu m^3$ volume with $5 \times 5 \times 5$ FEs, which is same as the polycrystal A5182-O RVE-FE model. A crystal orientation angle $\alpha$ is defined as angle between crystal [111] direction and normal direction (ND) of sheet metal. Consequently, a low tilt angle boundary model as shown in Fig. 4 (a-1) and high tilt angle boundary models as shown in Fig. 4 (a-2) and (a-3) are constructed in the bicrystal models, respectively. In addition, tricrystal model as shown in Fig. 4 (b) is also constructed. It has mixed with low and high tilt angle boundaries. Figure 5 shows initial equivalent misorientation distribution on the center cross-section surface of the ND direction (ND = 55.5 $\mu m$) of micro-models. The tilt angle is clearly described by the equivalent misorientation distribution.

Figure 6 shows comparison of stress-strain curves obtained by the multi-scale FE analyses of the RD tensile problem by using three types of bicrystal models and the tricrystal model. The material parameters of A5182-O polycrystal sheet metal are used for these models. In the tilt angle 0°-3° bicrystal model, the highest stress is achieved because the model has larger amount of active slip systems by smaller $\alpha$ value than the others, which means the crystal
(111) plane coincides with sheet plane. The 35° single crystal model is the lowest stress. The high tilt 0°-35° and 3°-35° bicrystal models, and the 0°-3°-35° tricrystal model are combination behavior between the low tilt model and the 35° single crystal model.

Figure 7 shows texture evolution on {111} pole figures compared with the initial texture and after 0.5 tensile deformation. The textures are evolved to toward preferred orientation of tensile deformation such as the Copper orientation {112}<111>. The crystal angle $\alpha$ is also rotated by tensile deformation as shown in Fig. 8. According to crystal angle rotation, equivalent misorientation distribution is also changed as shown in Fig. 9. In the 0°-3° low tilt angle bicrystal model, grain boundary is disappearance and crystal binding each other. In the high title angle bicrystal models 0°-35° and 3°-35°, however, grain boundary has been remained during tensile deformation.

Since there is a triple point in the tricrystal model and interaction of each grain, the subgrain growth and localization of misorientation are occurred as shown in Fig. 9 (b). Figure 10 shows history of crystal angle $\alpha$ rotation of tricrystal model during tensile deformation. While the crystal $\alpha = 35^\circ$ as red solid line did not almost rotate, crystals $\alpha = 0^\circ$ and $3^\circ$ as blue and purple solid lines rotated toward 15° and then low tilt angle boundary between 0° and 3° is disappeared. It could predict physical evidence that crystal rotations and misorientation effect on material hardening by using our multi-scale analyses with the new hardening evolution equation.
4 CONCLUSIONS

We suggest the new hardening evolution equation based on crystallographic misorientation and carried out tensile analyses. Misorientation evolution and forming subgrain boundary were expressed. We conclude that consideration of misorientation is necessary for crystal plastic analysis.
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Abstract. The homogenization method considering crystal plasticity was taken as a prediction method of mechanical properties after metal forming. Copper and low carbon steel were taken as raw materials. It was experimentally clarified that low carbon steel showed stronger Bauschinger effect than copper. At the first trial of analysis, the homogenization method considering crystal plasticity showed a similar behavior to that of copper of single phase metal rather than low carbon steel. However, addition of small amount of carbide in low carbon steel inside the crystals, just as in the actual steel, significantly improved the prediction accuracy.

1 INTRODUCTION

Materials are subjected to various processes of plastic deformation before shaped into final products. The mechanical properties would be affected by the history of deformation in the previous processes. It would be important to predict the mechanical properties in advance in terms of safety and strength assessment for the final products. Even in the middle of
manufacturing, the prediction of mechanical properties would be helpful for the decision of appropriate working conditions in the following processes.

There are many numerically description methods proposed by many researchers for description of mechanical properties during deformation. For example, mixed hardening combines work hardening and kinematic hardening [1]. Armstrong and Frederic [2], and Chaboche [3] proposed numerical models which can describe complex history of stress-strain. These phenomenological methods would supply only numerical description of kinematic hardening. On the other hand, multi-scale analysis considering crystal plasticity would be another trend for the explanation of appearance of kinematic hardening as well as quantitative prediction [4]. Although efficiency of these proposed description have been discussed in literature, it would still be meaningful to examine the applicability of the analyses in metal forming.

In the present research, the homogenization method considering crystal plasticity was taken as a prediction method of mechanical properties after metal forming. Copper and low carbon steel was taken as raw materials. Analyses were tried to predict local mechanical properties after metal forming, taking nosing as an example, after identifying material constants. Firstly, material constants which were needed in the analysis, was identified by tension test. Macro scale analysis was conducted on tube nosing to pick up deformation history at local points of nosed tubes. Based on the calculated history in macro scale, multi-scale analysis was carried out for the prediction of local mechanical properties of nosed tubes.

2 ANALYSIS METHOD

2.1 Analysis model

Homogenization method was applied in a cube of representative volume element (RVE). Crystal plasticity was considered and a periodic boundary condition was applied. Figure 1 shows the analysis models. There are 54 crystals in the RVE. The orientation of crystals was given at random. The material properties of 54 crystals are all the same except the crystal orientation for Case1. While actual copper is a single phase metal, low carbon steel includes carbide, though it is small amount. Case2 in Figure 1 is the finite element model of dual phase metal. While Case 1 was applied for copper and the low carbon steel, Case 2 was for the low carbon steel. Case 2 recreated the low carbon steel, whereby the amount of carbide is equal to that of actual low carbon steel. The volumes which are surrounded by white lines denote carbide, while the remainder part denotes ferrite.

![Figure 1: analysis model](image-url)
2.2 Periodic boundary condition

In the analysis model, a periodic boundary condition is applied assuming each REV of crystal grains is dimensionless point and infinite number of grains exists at one point in macro scale. Figure 2 shows conceptual diagram of periodic boundary condition. Material constant for the grain should be determined in advance for the execution of analysis. In Case 1, the identification of coefficients was carried out by comparing the analytical and experimental results in uni-axial tension test. In Case 2, identification on carbide was firstly tried referring mechanical properties of carbide in the literature [5]. Identification on ferrite was continuously carried out by comparing stress-strain diagrams of the whole low carbon steel in the numerical and experimental uni-axial tests. n the analysis model, a periodic boundary condition is applied so that it might be assumed each representative volume of crystal grains is dimensionless point and infinite number of grains exists at one point in macro scale. Figure 2 shows conceptual diagram of periodic boundary condition. Material constant for the grain should be determined in advance for the execution of analysis.

![Figure 2: Conceptual diagram of periodic boundary condition](image)

2.3 Crystal-plastic constitutive law

For the description of crystal plasticity, the following Peirce’s equation [6] was employed.

\[
\dot{\gamma}^{(\alpha)} = \dot{\gamma}_{0} \frac{\tau^{(\alpha)}}{g^{(\alpha)}} \left[ \frac{\tau^{(\alpha)}}{g^{(\alpha)}} \right]^{n-1} \\
\dot{g}^{(\alpha)} = \sum_{\beta} h_{\alpha \beta} \dot{\gamma}^{(\alpha)} \\
h_{\alpha \alpha} = h(\gamma) = h_{0} \sec h \left[ \frac{h_{0} \gamma}{\tau_{s} - \tau_{0}} \right] \\
h_{\alpha \beta} = qh(\gamma) \quad (\alpha \neq \beta)
\]
2.4 Finite element method analysis

The commercial code ELFEN [7], which was developed by Rockfield Software Limited, Swansea, was used for the analysis of tube nosing. This analysis assumes that the macroscopic analysis. Microscopic analysis was carried out by the commercial code Abacus, which was developed by SIMULIA.

2.5 Determination procedure of material constants

Mechanical properties of low carbon steel were determined by uni-axial tensile test, which was sectioned out from the parent bar rod, which is annealed in advance. The specimen geometry is shown in Figure 3. After nosing, the same geometry of test piece was sectioned out along circumferential direction as show in Figure 4, for evaluation of mechanical properties after the metal forming. Stress-strain diagrams of raw materials were experimentally obtained.

![Figure 3: Specimen for tensile test](image)

![Figure 4: Positions of tension-test specimen](image)

2.6 Determination results on the material constants for analysis

The stress-strain diagram was numerically obtained and compared with experimental result as shown in Figure 5. Identification was conducted on the following parameters: speed dependence parameter $n$, slip ratio[s⁻¹], initial hardening parameter $h₀[MPa]$, saturation stress $τ_s[MPa]$, yield stress $τ₀[MPa]$, hardening parameter $q$, difference parameter $θ$. For the examination of the effect of material parameters in crystal, a series of numerical analyses was carried out by changing these parameters, based on the values determined in the previous section.

The combination of parameters for numerical examinations was given as Table 1. These analytical parameters were adjusted so that calculated stress-strain diagram might become the same value as experimental one in the uni-axial tensile test. Stress-strain diagrams were shown in Figure 5. Copper has a higher hardening ratio than low carbon steel. While low carbon steel reached uniform elongation at $ε = 0.07$, copper still harden with increase of $ε$ when $ε$ is over 0.1. Numerical identified and experimental diagrams are in good agreement when $ε$ is less than 0.1.
3 PREDICTION OF MECHANICAL PROPERTIES AFTER NOSING

Figure 6 and Figure 7 shows stress-strain diagrams obtained by experiment and analysis of the test pieces sectioned out of nosed tubes. Nosing ratio $\kappa$ defined by

$$\kappa = \frac{D_0 - D_1}{D_0}$$

was changed form $\ldots$ to $\ldots$, where $D_0$: initial diameter of tube, $D_1$: tip diameter after nosing.

Some differences were experimentally observed between copper and the low carbon material on the behaviour of stress-strain diagram attendant upon nosing ratio $\kappa$. Flow stress of copper increased with increase of nosing ratio $\kappa$, which would be attributed to strain hardening. On the other hand, it is noteworthy that with increase of nosing ratio $\kappa$; flow stress decreased in spite of accumulation of strain for the low carbon steel, which is dual phase metal.

**Figure 5**: EXP. and FEM result of tensile test

**Table 1**: Calibrated parameters for analyses

<table>
<thead>
<tr>
<th>Material</th>
<th>copper</th>
<th>Low carbon steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis model</td>
<td>Case 1</td>
<td>Case 1</td>
</tr>
<tr>
<td>Slipping velocity dependence parameter $n$</td>
<td>30.0</td>
<td>30.0</td>
</tr>
<tr>
<td>Average level of slipping velocity $\dot{\gamma}_s$ / s$^{-1}$</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Hardening parameter in initial stage $h_0$ / MPa</td>
<td>100</td>
<td>380 (200)</td>
</tr>
<tr>
<td>Saturation stress $t_s$ / MPa</td>
<td>72</td>
<td>315 265 (2400)</td>
</tr>
<tr>
<td>Yield stress $t_0$ / MPa</td>
<td>25.5</td>
<td>285 255 (1200)</td>
</tr>
<tr>
<td>Hardening parameter $q$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>
The numerical method of Case 1 predicted well the behaviour of stress-strain diagram for copper. The flow stress increases with increase of nosing ratio. However, Case 1 could not predict the stress-strain behaviour for the low carbon steel. On the other hand, Case 2 predicted well the behaviour of stress-strain diagram of the low carbon steel. In other words, 2nd phase of material, which might be included in a small amount, would affect the mechanical properties after metal forming. It is needed to consider the existence of 2nd phase material, and that consideration considerably enhances the prediction accuracy in analysis.

Table 2 shows proof stress obtained by the experiment and the analysis. The value of
analysis is improved by considering the 2nd phase material of carbide. Case 1 predicted proof stress of copper within error of 3.8 %. Case 2 predicted that of the low carbon steel within error of 7.1 %.

4 CONCLUSIONS
- Prediction of mechanical properties of nosed metallic tube was attempted for copper and low carbon steel, which is widely employed in industry. The predicted value was compared to experimental results.
- It was noteworthy that flow stress decreased attendant upon intensity of deformation, in spite of accumulation of strain in the case of the low carbon steel, which is dual phase metal.
- The homogenization method with consideration of crystal plasticity was adopted for the prediction of mechanical properties.
- The numerical method predicted well the stress-strain behaviour of copper.
- It was needed to consider the existence of the 2nd phase material for accurate prediction for the low carbon steel. The consideration considerably improved accuracy of analysis.
- Homogenization method with crystal plasticity predicted proof stresses within error of 7.2 %.
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Abstract. Multiscale model for hot-working, which can investigate the macroscopic mechanical behavior based on the microstructure evolution, has been developed by coupling the finite element (FE) method and phase-field (PF) method. Here, the microstructure evolutions in dynamic recrystallization are simulated by the multi-phase-field-dynamic recrystallization (MPF-DRX) model. The microscopic simulations are performed in every element used in the finite element simulations to calculate the macroscopic mechanical behaviors.

1 INTRODUCTION

During hot-working of low-to-medium stacking fault energy metal, the dynamic recrystallization (DRX) occurs, where the plastic deformation due to dislocation accumulation and the nucleation and growth of recrystallized grain occur simultaneously [1]. The macroscopic mechanical behavior during DRX shows a characteristic stress-strain curve, or single and/or multiple peak curves are generated depending on the initial grain size, the strain rate and the temperature [2]. Because these macroscopic stress-strain curves are largely affected by the microstructure evolution, it is key for the working process design to develop a multiscale numerical model for the hot-working. There are roughly two kinds of multiscale method: one is by finite element method [3, 4, 5, 6, 7], which mainly focuses on the macroscopic mechanical behavior, and the other is by grain growth model [9, 10, 11, 12, 13, 14, 15, 16, 17], which focuses on the microstructure evolution.

In finite element simulations considering the DRX microstructure evolution during hot-working [3, 4, 5, 6, 7], the information of microstructure, such as average grain size, recrystallization volume fraction, stored energy (or dislocation density) and so on, is incorporated into the model through the constitutive equation and the DRX microstructural
information is updated as a function of strain, strain rate and temperature. To increase the accuracy of these models in more practical hot-working, it is key to properly incorporate the information of DRX microstructure evolutions, which largely depends on the stress and thermal history, into the constitutive equation.

In DRX simulations using grain growth model [9, 10, 11, 12, 13, 14, 15, 16, 17], the nucleation and growth of DRX grains, or realistic DRX microstructure evolution, are simulated and the macroscopic stress–strain curve is calculated from the average dislocation density in the computational domain. As a grain growth model, Cellular Automata (CA) is widely employed [9, 10, 11, 12, 13, 14, 15]. We have developed the MPF–DRX model [16, 17] using multi–phase–field (MPF) method instead of CA and confirmed that the MPF-DRX model can be applied to the transient deformation where strain and temperature change rapidly during deformation [18].

In this study, we develop multiscale DRX model coupling above two types of DRX models, where the DRX microstructure evolution is simulated by MPF–DRX model and the macroscopic mechanical behavior is calculated by large deformation finite element analysis, where the conventional J\textsubscript{2}–flow theory is used as the constitutive equation.

2 COUPLING OF MPF–DRX MODEL AND FE METHOD

Figure 1 shows an image of the multiscale simulation using MPF–DRX model and FE method.

The MPF–DRX simulations are performed in all finite elements used in FE simulation. Because the crossed-triangle element is employed in the present FE simulation, in the example of Fig.1, the computational domains with 196 numbers ( = 7 \times 7 \times 4 ) are prepared and the MPF–DRX simulations are performed in all 196 domains. The equivalent strain rate $\dot{\varepsilon}$ and temperature $T$, which are different in every element, are transferred from
FE simulation to MPF–DRX simulation and the tangent modulus $d\sigma/d\varepsilon$ which is the slope of the uniaxial stress–strain curve is transferred from MPF–DRX simulation to FE simulation.

3 MPF–DRX MODEL

In the MPF–DRX model [16], the grain growth driven by stored energy is simulated by the MPF method [21] and the local dislocation density evolution due to plastic deformation and dynamic recovery (DRV) is expressed by the Kocks–Mecking (KM) model [19]. A macroscopic stress-strain curve is obtained from the Bailey–Hirsch equation [20] using average dislocation density in all computational domain.

3.1 MPF model

A polycrystalline system including $N$ grains is indicated by $N$ phase–field variables. The $i$th grain is indicated by the phase field $\phi_i$, where $\phi_i$ takes values of 1 inside the $i$th grain, 0 inside the other grains, and $0 < \phi_i < 1$ at the grain boundary. The evolution equation of $\phi_i$ is expressed by [21]

$$\dot{\phi}_i = -\sum_{j=1}^{n} \frac{2M_{ij}^\phi}{n} \left[ \sum_{k=1}^{n} \left( W_{ik} - W_{jk} \right) \phi_k + \frac{1}{2} \left( a_{ik}^2 - a_{jk}^2 \right) \nabla^2 \phi_k \right] - \frac{8}{\pi} \sqrt{\phi_i \phi_j} \Delta f_{ij}. \quad (1)$$

where $n$ is the number of phase–field variables larger than 0 at the lattice point, $a_{ij}$, $W_{ij}$, and $M_{ij}^\phi$ are the gradient coefficients, the height of double–well potentials and the phase–field mobilities related to the grain boundary thickness $\delta$, grain boundary energy $\gamma$ and grain boundary mobility $M$, respectively, by

$$a_{ij} = \frac{2}{\pi} \sqrt{2\delta \gamma}, \quad W_{ij} = \frac{4\gamma}{\delta}, \quad M_{ij}^\phi = \frac{\pi^2}{8\delta} M. \quad (2)$$

Here, $\delta$, $\gamma$ and $M$ are assumed to be constant at all boundaries and Eq.(2) is true only for $i \neq j$ and the diagonal components are zero. The driving force $\Delta f_{ij}$ can be obtained as $\Delta f_{ij} = 1/2\mu b^2 (\rho_i - \rho_j)$, where $\mu$ is the shear modulus, $b$ is the magnitude of the Burgers vector, and $\rho_i$ and $\rho_j$ are the dislocation densities in $i$th and $j$th adjacent grains, respectively.

3.2 Dislocation evolution and macroscopic stress

The accumulation of dislocations due to plastic deformation and DRV is expressed by the KM model [19] as the relationship between the local dislocation density $\rho_i$ in the $i$th grain and the true strain $\varepsilon$;

$$\frac{d\rho_i}{d\varepsilon} = k_1 \sqrt{\rho_i} - k_2 \rho_i. \quad (3)$$

Here, the first term on the right–hand side expresses the work hardening, where $k_1$ is a constant that represents hardening. The second term is the DRV term, where $k_2$ is a
function of the temperature $T$ and the strain rate $\dot{\varepsilon}$. [9] Macroscopic stress is related to the average dislocation density $\bar{\rho}$ as

$$\sigma = \alpha \mu b \sqrt{\bar{\rho}},$$

where $\alpha$ is the dislocation interaction coefficient of approximately 0.5. From eqs. (3) and (4), a macroscopic stress–strain curve can be determined.

3.3 Nucleation of DRX grains

It is assumed that the nucleation of recrystallized grains occurs only with the bulging of a grain boundary in the present model. Therefore, when the dislocation density at a grain boundary exceeds its critical value $\rho_c$, or

$$\rho_c = \left( \frac{20 \gamma \dot{\varepsilon}}{3 b l M T^2} \right)^{1/3},$$

nuclei are in placed at a grain boundary by following the nucleation rate per unit area of a grain boundary [9]

$$\dot{n} = c \dot{\varepsilon}^d \exp\left( -\frac{\omega}{T} \right),$$

where $\tau = 0.5 \mu b^2$ is the line energy of a dislocation, $l$ is the mean free path of mobile dislocation expressed by $l = 10/(0.5 \sqrt{\rho_0})$, [9] and $c$, $d$ and $\omega$ are constants.

4 FINITE ELEMENT METHOD

To evaluate the macroscopic mechanical behavior during hot–working process, the elasto–plastic large deformation simulation is performed by finite element method. Here, the conventional $J_2$–flow theory is employed as the constitutive equation, where the elastic strain rate $\dot{\varepsilon}_{ij}$ and plastic strain rate $\dot{\varepsilon}_{ij}^p$ are derived from the generalized Hook’s low and the flow low and the Mises yield function, respectively. The relation between the Jaumann rate of Kirchoff stress $S_{ij}$ and strain rate $\dot{\varepsilon}_{ij}$ is indicated as follow:

$$S_{ij} = \left( D_{ijkl} - \frac{2G}{g} \sigma'_{ij} \sigma'_{kl} \right) \dot{\varepsilon}_{kl},$$

where $D_{ijkl}$, $\sigma'_{ij}$ and $G$ are the elastic coefficient tensor, the deviatoric Cauchy stress tensor and shear modulus expressed as $G = E/\{2 (1 + \nu)\}$, respectively. In addition, $g$ is expressed by

$$g = \frac{2}{3} \sigma^2 \left( 1 + \frac{h}{2G} \right), \quad \bar{\sigma}^2 = \frac{3}{2} \sigma'_{ij} \sigma'_{ij},$$

where, taking into account the uniaxial test and non–compressibility,

$$\frac{1}{h} = \frac{3}{2} \left( \frac{1}{E_t} - \frac{1}{E} \right),$$
can be obtained. Here, $E_t$ is the tangential coefficient in the true stress and true strain curve, or $E_t = d\sigma/d\varepsilon$, and is calculated in the MPF–DRX simulation. Therefore, in the present FE simulation, we don’t need the uniaxial constitutive equation obtained by uniaxial test, which is required in the normal FE simulation.

Because the strain rate dependency is contained in the MPF–DRX simulation, the strain rate independent constitutive equation is used in the FE simulation. In this study, furthermore, an isothermal condition is assumed and, therefore, the thermal conduction equation is not shown here.

5 NUMERICAL SIMULATIONS

To confirm the accuracy of the present model, the uniaxial compression simulations in a plane stress condition of copper [18] are performed for a single crossed–triangle element. The constant strain rates $\dot{\varepsilon}$ are set to be 0.001, 0.003, 0.01, 0.03 and 0.1/s in the isothermal condition $T = 800$ K. The time step is determined as $\Delta t = \Delta x^2 / (4a^2M\dot{\varepsilon})$ from Eq.(1). Because the strain increment $\Delta \varepsilon$ is calculated as $\Delta \varepsilon = \dot{\varepsilon}\Delta t$, $\Delta \varepsilon$ changes depend on the $\dot{\varepsilon}$. Young’s modulus $E$ is derived as $E = 0.5\alpha\mu bk_1$ from Eqs.(3), which is a gradient of true stress and true strain curve at $\varepsilon = 0$, and (4) and Poisson’s ratio is set to be 0.3.

![Figure 2: Stress–strain curves calculated by MPF–DRX model and FE method](image)

Figure 2 shows the true stress and true strain relations for five different strain rates. Although the present simulation is compression, stress and strain are indicated as positive value. From Fig.2, the characteristic stress–strain curves in DRX, where the transition from the multiple peaks to the single peak occurs with increasing the strain rate, can be observed. Red lines are the results of MPF–DRX simulation and blue lines are the results of FE simulation used the results of MPF–DRX simulation. The good agreements between red and blue lines are confirmed especially in slow strain rate region.

Figure 3 shows the DRX microstructure evolution for $\dot{\varepsilon} = 0.01$/s. The color indicates the DRX cycle defined in Ref. [17].
From Figs. 2 and 3, it is confirmed that the present model can simulate the microstructure evolution and the macroscopic mechanical behavior simultaneously. However, the results shown in Figs. 2 and 3 can be calculated only by the MPF–DRX model. The novel point of the present coupling model is that the model can simulate the different microstructure evolution for every finite element in the nonuniform deformation simulation.

6 CONCLUSIONS

The novel multiscale model, which can evaluate the macroscopic mechanical behavior based on the microstructure evolution considering the DRX in hot–working process, has been developed. Here, the MPF–DRX model has been incorporated into the large deformation FE method with the conventional $J_2$ flow theory as the constitutive equation. The uniaxial compression simulations using one crossed–triangle element were performed to confirm the accuracy of the developed model.

As future work, the model will be extended to the nonuniform and nonisothermal deformation condition.
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Abstract. For a new insight on the mechanical properties of oxide dispersion strengthened (ODS) steels from atomistic viewpoints, we have implemented molecular dynamics simulations on the interaction between Y$_2$O$_3$ nanocluster and dislocation in bcc Fe. There is so far no all-round interatomic potential function that can represent all the bonding state, i.e. metal, ion and covalent systems, so that we have adopted rough approximation. That is, each atom in Y$_2$O$_3$ is not discriminated but treated as “monatomic” pseudo-atom; and its motion is represented with the simple pairwise potential function as same as Johnson potential for Fe. The potential parameters are fitted to the energy change in the hcp infinite crystal, by using the ab-initio density functional theory (DFT) calculation for explicitly discriminated Y and O. We have set edge/screw dislocation in the centre of periodic slab cell, and approached it to the “Y0” monatomic nano-cluster coherently precipitated in bcc-Fe matrix. The dislocation behavior is discussed by changing the size and periodic distance of the nano-cluster. Among the many useful results, we have obtained a conclusion that the edge dislocation is strongly trapped by YO sphere larger than the diameter of $d = 0.9$ nm, while the screw dislocation shows various behavior, e.g. it cuts through the precipitate without remarkable resistance if the dislocation line tension is high, or it changes the slip plane leaving jogs at the position anterior to the precipitate with loose line tension.
1 INTRODUCTION

Oxide dispersion strengthened (ODS) steels are potential next-gen materials for fuel cladding tubes at nuclear power plants. For the engineering application and further developments of desired steels, it is urgent to understand the key mechanism of their superior properties against neutron irradiation and high temperature. Starting from the pioneering report for alloying elements and mechanical alloying process of ODS steels in 1989 [1], experimental studies have revealed the relationship between internal microstructure and mechanical properties [2], improvement of tensile and creep properties by extremely fine Y-Ti-O clusters with Ti addition [3], quantitative evaluation of nanosized oxides [4], and so on. So far the fine oxides, of a few nanometer size, are expected to prevent the free dislocation motion; however, due to the complexity of mechanical alloying and recrystallization process, it is still difficult to show the direct evidence even with the recent advancement of experimental technique such as TEM in situ test.

Computational approach would be one answer to tackle these difficulties. In the field of physics of crystal plasticity, various dislocation-obstacle problems have long been discussed using molecular dynamics (MD) and discrete dislocation dynamics (DDD) simulations; and we have also discussed the dislocation motion in $\gamma/\gamma'$ microstructure in Ni-based superalloys [5, 6]. However, there is no suitable potential function which can represent all the bonding state, i.e. metal, ion and covalent systems with sufficient number of atoms needed for deformation simulation. Of course the ab-initio density functional theory (DFT) calculation can treat mixing of any atom species, however, the calculation is so far limited to very small system at most a few hundred atoms. Thus quite a few atomistic simulations can be found for ODS steels except for lattice Monte Carlo (LMC) simulation, in which atom position is restricted on regular lattice site, so that the limited combination of local bonding can be precisely determined by ab-initio DFT calculation. Alinger et al. [7] performed the LMC simulation of Fe-Y-Ti-O system and discussed the structure and morphology of precipitated nanocluster. Hin et al. [8] simulated more realistic precipitation by kinetic LMC, considering the different diffusion mechanism (O atoms by interstitial jumps and Fe and Y atoms by vacancy jumps). Both studies apply finer lattice mesh than the usual bcc lattices and their results should be appreciated as accurate prediction based on DFT data. However, we would confront to drastic increase in the combination of local bonding if we applied these DFT-LMC analysis to many alloy elements system for real ODS steel design. Moreover, we never apply these DFT-LMC scheme to disordered structure, such as dislocations and grain boundaries, since we should consider enormous mesh much more than the number of atoms involved. From an engineering point of view, we need an atomistic simulator in which the potential functions have differentiable form for dynamic simulation and they are also easy to fit for new elements interest. The 2-body potential form is the simplest way and there are many resources fitted for various elements; however, obviously we would fail to represent the bonding between oxygen and metallic atoms if we fitted them separately in the 2-body form. Thus, in the present study, we don’t
distinguish the Y and O atoms in $\text{Y}_2\text{O}_3$ but treat as “monatomic” pseudo-atom of YO, in the fitting of Johnson potential parameters against the DFT calculation for explicitly discriminated Y and O. By virtue of this rough approximation, we can easily implement atomistic simulation using conventional resources, e.g. Johnson potential parameters for Fe, keeping the rough characteristics of oxides such as lattice parameters and bulk modulus. Although we cannot validate the physical meaning of the isolated pseudo-atom nor discuss the formation and structure of new oxidation products, we can perform MD simulation on the interaction between edge/screw dislocation and oxide nano-cluster. In the present study, we show the brief fitting process and MD simulations of edge/screw dislocation approaching the nano-clusters coherently precipitated in bcc-Fe matrix, changing the size and distances of precipitates.

2 POTENTIAL FITTING PROCEDURE

DFT calculations for potential fitting are implemented using the Vienna Ab-initio Simulation Package (VASP) developed by Kresse and Hafner [9]. Although the $\text{Y}_2\text{O}_3$, $\text{M}_2\text{X}_3$ type metal oxide, is reported to form the C-rare earth oxide structure [10], it is very difficult to directly consider such a low-symmetric irregular structure by DFT calculation. Thus we have roughly approximated the structure of $\text{Y}_2\text{O}_3$ by simple hcp lattice, which is close to the corundum structure or the second candidate of $\text{M}_2\text{X}_3$ metal oxide. Figure 1 shows the rhombohedral unit cells for hcp lattice. The supercell for DFT calculation has one Y-atom and one O-atom at the lattice point as shown in Fig. 1(a). Keeping the atom position at the lattice point, or statically, we have changed the lattice parameter $a$ and performed DFT calculation to obtain the energy–lattice parameter curve. The ultrasoft pseudopotential [11] is adopted and the exchange correlation term is treated in the formulation of GGA (generalized gradient approximation) [12]. The cutoff energy and number of $k$ points are 296.9 eV and $15 \times 15 \times 15$, respectively.

Johnson potential expresses the system energy, $E_{\text{tot}}$, by the following form:

$$E_{\text{tot}} = \sum_i \sum_{j>i} \left[ -C_1(r_{ij} - C_2)^3 + C_3r_{ij} - C_4 \right]$$  (1)
Table 1: Potential parameters for Fe and YO pseudo-atom.

<table>
<thead>
<tr>
<th>Element</th>
<th>Range [nm]</th>
<th>(C_1)</th>
<th>(C_2)</th>
<th>(C_3)</th>
<th>(C_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>0.19 &lt; (r_{ij}) &lt; 0.24</td>
<td>2.1960</td>
<td>3.0979</td>
<td>2.7041</td>
<td>7.4365</td>
</tr>
<tr>
<td></td>
<td>0.24 &lt; (r_{ij}) &lt; 0.30</td>
<td>0.6392</td>
<td>3.1158</td>
<td>0.4779</td>
<td>1.5816</td>
</tr>
<tr>
<td></td>
<td>0.30 &lt; (r_{ij}) &lt; 0.344</td>
<td>1.1150</td>
<td>3.0664</td>
<td>0.4669</td>
<td>1.5480</td>
</tr>
<tr>
<td>YO</td>
<td>0.19 &lt; (r_{ij}) &lt; 0.344</td>
<td>0.523</td>
<td>3.090</td>
<td>0.194</td>
<td>1.560</td>
</tr>
</tbody>
</table>

Here \(r_{ij}\) is the distance between atoms \(i\) and \(j\), and the potential parameter \(C_1 \sim C_4\) should be found for yttria oxide. We have expressed the infinite YO hcp crystal with monatomic YO pseudo-atoms in Fig. 1(b) under the periodic boundary, and fitted its energy change to the DFT result (Fig. 2). By this fitting process, the equilibrium lattice length and the bulk modulus, or energy change rate against lattice expansion/compression, are precisely represented for monatomic YO pseudo-atoms. On the Fe-YO interaction, simple arithmetic average rule is adopted, i.e., \((C_{i,Fe}^i + C_{i,YO}^i)/2\). All the potential parameters are listed in Table 1.

3 SIMULATION ON EDGE DISLOCATION

3.1 Simulation procedure

Figure 3 shows the dimensions and introduction of edge dislocation. The \(x, y\) and \(z\) axes are oriented to the [111], [\(\overline{1}12\)] and [\(\overline{1}10\)] directions in the bcc structure. For the precipitate–edge dislocation problem, we have replaced Fe atoms with YO ones, in the sphere at the position shown in Fig. 3(a). That is, the precipitate has initially bcc structure or coherently precipitated in the bcc matrix. Different sphere diameter \(d\) is
considered, i.e., 0.6, 0.9, 1.5, 3.0 and 5.0 nm. The edge dislocation is also introduced by eliminating one atomic plane as shown in Fig. 3(b). The periodic boundary condition is applied in the $x$ and $y$ axes, i.e. dislocation motion and line directions, while the $z$ boundary is basically free surface but also has restriction for deformation control. The initial structure is relaxed by MD calculation of 100 000 fs under $T = 10$ K. Then, we apply the small displacement of $1.0 \times 10^{-6}$ nm at every MD step in the [111] direction for upper $z$ surface atoms and in the opposite for lower ones, in order to approach the edge dislocation to the precipitate. For comparison, we have also performed same shear simulation without precipitate. Furthermore, we have also implemented same simulation with different cell length $L_y$ in the $y$ direction to check the effect of the periodic distance between the precipitates. Note that the temperature is so far intentionally controlled to very-low value since we would include not only the mechanical effects but also thermal fluctuation under high temperature, and we couldn’t separate the both effects if we had started from high temperature.

### 3.2 Results and discussion

Figure 4 summarizes the result of simulations with the cell length of $L_y=11.2$ nm. Fig. 4(a) shows the position of dislocation core while Fig. 4(b) does the shear stress, $\tau_{zx}$, on the simulation cell. The abscissa is time and the shear simulation starts from $t = 0$ fs. The position of dislocation core is evaluated from the atoms with high energy as marked in Fig. 5(a), one example of dislocation motion. In the figure, only the dislocation and precipitate are visualized with a certain threshold for potential energy. Back to Fig. 4(a), the dislocation begins to glide around $t = 20000$ fs and reaches to constant speed before $t = 50000$ fs, if there is no precipitate anterior to the dislocation (thick solid line). The shear stress also peaks out and shows constant flow stress at that point of steady motion (Fig. 4(b)). In the case of the YO diameter of $d = 0.6$ nm, the position–time and stress–time curves are very similar to those of without precipitate (dashed lines). That is, the

(a) Time–position curves  (b) Time–shear stress curves

**Figure 4:** Change in the core position and shear stress (edge dislocation, $L_y = 11.2 \text{ nm}$).

**Figure 5:** Motion of edge dislocation on the slip plane ($d = 1.5 \text{ nm}$, $L_y = 11.2 \text{ nm}$).
Figure 6: Position–time curves with different periodic length between precipitates (edge dislocation).

edge dislocation receives no resistance from such small precipitates of \( d = 0.6 \) nm. On the other hand, the dislocation motion is clearly affected by the YO precipitate larger than \( d = 0.9 \) nm, as previously shown in Fig. 5 for \( d = 1.5 \) nm. In the approaching process, the precipitate attracts the edge dislocation as shown in Fig. 5(c). On the other hand, the edge dislocation should largely bend to unlock the pinning (Fig. 5(e)). Both of them are the evidence that the YO precipitate has attractive effect on the edge dislocation. These tendency becomes more remarkable with the precipitate size, as indicated Arrows \(^1\) and \(^3\) in Fig. 4(a). It is also noteworthy that the increased shear stress is first relaxed by the collision of dislocation and precipitate as indicated Arrows \(^4\) in Fig. 4(b), while the unlock stress of Arrow \(^5\) drastically increases with the precipitate size.

Figure 6 shows the position–time curves with different simulation cells of \( L_y = 4.9, 11.2 \) and \( 25.2 \) nm. Fig. 6(b) is identical to Fig. 4(a). On Fig. 6(a), there is no space between YO precipitates of the diameter \( d = 5 \) nm in the smallest cell length \( L_y = 4.9 \) nm, so that we omit the simulation. The diameter \( d = 3 \) nm might be still large for the cell length \( L_y = 4.9 \) nm, since there is large oscillation around \( t = 150000 \) fs where the trapped dislocation is unlocked and proceeds again. With the larger periodic distance or larger spacing between precipitates, the locked dislocation can largely bend. Thus the unlock time becomes shorter as shown with Arrow in Figs. 6(b) and 6(c) with the help of line tension of largely bent dislocation. On the other hand, the smallest precipitate \( d = 0.6 \) nm is always similar to the case without precipitate, despite of the precipitate spacing.

4 SIMULATION ON SCREW DISLOCATION

4.1 Simulation procedure

Figure 7 shows the simulation model for screw dislocation. The slab cell looks like same as the previous simulation; however, the slip plane is set normal to the \([\bar{1}12]\) direction (\(y\)-axis) and periodicity is only set to the \([111]\) direction (\(x\)-axis). As mentioned later, the
screw dislocation tends to change the slip plane so that we adopt narrow periodic length \( L_x = 5.2 \text{ nm} \) as the standard length. Atoms in the upper and lower half of \( z < 3.26 \text{ nm} \) from the front edge (Area ①) are alternately shifted in the \( x \)-axis, with the magnitude of \( b/2 \) (\( b \): Burgers vector). Atoms in Area ② are also linearly shifted to connect the slipped and non-slipped area. As same as the previous simulations, the initial configuration is relaxed with 100 000 fs MD calculation under \( T = 10 \text{ K} \), for both cases with and without YO precipitate. The maximum diameter of the precipitate is \( d = 3 \text{ nm} \). Then, small displacement of \( 3.0 \times 10^{-6} \text{ nm} \) is applied in the [111] and [ ¯1¯1¯1] directions alternately on the upper and lower surfaces of the cell, to proceed the screw dislocation by the \( xy \) shear.

4.2 Results and discussion

Figure 8 shows the position–time and shear stress-time curves in the cell width of \( L_x = 5.2 \text{ nm} \). The horizontal dashed line in Fig. 8(a) indicates the center of YO precipitate. Also, the vertical broken lines in Figs. 8(a) and 8(b) mark the same time points. Contrary to the edge dislocation, there is no remarkable difference even with the large (\( d \geq 0.9 \text{ nm} \)) precipitate. Figure 9 shows one example of dislocation motion in the simulation of \( d = 1.5 \text{ nm} \). Despite of the similar line tension as the previous Fig. 6(a), the screw dislocation feels no resistance to cut through the precipitate, leaving high energy atoms around the YO atoms. On the other hand, if we use the wider simulation cell of \( L_x = 10.4 \text{ nm} \), the dislocation shows various motion as indicated in the position of dislocation core in Fig. 10(b). Here Fig. 10(a) is identical to Fig. 8(a). The mechanism for the variation in Fig. 10(b) is different case by case; for example, the screw dislocation changes its slip plane and drags the jog-like high energy atoms at the point far away from the precipitate, and passes the precipitate–matrix interface as shown in Fig. 11 of \( d = 0.9 \text{ nm} \). In the case of \( d = 3.0 \text{ nm} \), the screw dislocation does change the slip plane too, but is attracted and trapped by the precipitate and leaves Orwan loop like defect around the precipitate.
Figure 8: Change in the core position and shear stress (screw dislocation, $L_x = 5.2\text{nm}$).

Figure 9: Motion of screw dislocation ($L_x = 5.2\text{nm}, d = 1.5\text{nm}$).

Figure 10: Position–time curves with different periodic length between precipitates (screw dislocation).
(a) $t=0$ [fs]
(b) $t=48000$ [fs] 
(c) $t=54000$ [fs] 
(d) $t=60000$ [fs] 
(e) $t=64000$ [fs] 
(f) $t=65000$ [fs]

Figure 11: Motion of screw dislocation ($L_x = 10.4$ nm, $d = 0.9$ nm).

(a) $t=51000$ [fs]
(b) $t=57000$ [fs] 
(c) $t=68000$ [fs] 
(d) $t=69000$ [fs] 
(e) $t=71000$ [fs] 
(f) $t=73000$ [fs]

Figure 12: Motion of screw dislocation ($L_x = 10.4$ nm, $d = 3.0$ nm).

(Fig. 12). Thus, it is difficult to obtain a clear tendency for the interaction between screw dislocation and YO precipitate. In addition, it also should be noted that the present model for screw dislocation has a large difference against the previous edge dislocation; that is, the simulation cell is not periodic in the glide direction and might be too small to mimic the dislocation motion in bulk. In this manner, more sophisticated model is so far needed for screw dislocation, and the present report could be a help for refinement.

5 CONCLUSIONS

We have performed various molecular dynamics simulations on the interaction between edge/screw dislocations and nanosphere of yttria oxide in bcc Iron, targetting the phenomena in oxide dispersion strengthened (ODS) steels. Since there is no all-round interatomic potential functions that can represent all the bonding state, i.e. metal, ion and covalent systems, we have adopted rough approximation that each atom in yttria oxide is not distinguished but treated as “monatomic” pseudo-atom, and its motion is represented with the simple pairwise potential function as same as Johnson potential for Fe. The potential parameters are fitted to the energy change in the hcp infinite crystal, by using the ab-

initio density functional theory (DFT) calculation against explicitly discriminated Y and O. We have observed various dislocation behavior by changing the diameter and periodic distance of the coherently precipitated YO cluster using a periodic slab cell. Although it is also clarified that we might need refinement of the simulation model for screw dislocation, still we have obtained many useful insight on the dislocation/yttria oxide interaction, e.g. (1) YO cluster larger than 0.9 nm strongly attracts and traps edge dislocation, (2) highly tensioned screw dislocation easily cut through the precipitate without resistance, and (3) loose screw dislocation shows complicated behavior by changing the slip plane, at the point far away from the precipitate.
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Abstract. The multiscale mechanical behaviors of Ferrite-Pearlite steel were predicted using Numerical Material Testing (NMT) based on the finite element method. The microstructure of Ferrite-Pearlite steel is regarded as a two-component aggregate of Ferrite crystal grains and Pearlite colonies. In the NMT, the macroscopic stress-strain curve and the deformation state of the microstructure were examined by means of a two-scale finite element analysis method based on the framework of the mathematical homogenization theory. For the NMT of Ferrite-Pearlite steel, constitutive models for Ferrite crystal grains and Pearlite colonies were prepared to describe the anisotropic mechanical behavior at the micro-scale.

1 INTRODUCTION

The macroscopic material behavior is governed by the microstructure. The numerical homogenization approach was to evaluate the macroscopic material behavior from its microscopic information with a computational method, namely the finite element method. The feature of this methodology is that the morphology of the microstructure can be explicitly modeled with finite elements. Then the interaction between each component can be mechanically taken into consideration. In addition, the microscopic model undergoes the numerical examination under idealized macroscopic and microscopic states over and over again, which is almost impossible when carrying out actual experiments. In this study, the computational framework used to examine the material behavior is called Numerical Material Testing (NMT).

The key element to the success of such a numerical homogenization approach is to be able to describe the microscopic mechanism realistically in the form of a computational
model. Special attention has to be paid to constitutive models for each component of the microstructure in order to describe the microscopic material behavior. It should be noted that the microscopic material behavior is anisotropic even if the macroscopic material behavior is isotropic, making the standard constitutive models for macro-scale problem completely unsuitable to the microscopic components in general. The single crystal plasticity model is a well-known microscopic constitutive model for a metallic material, which expresses the crystallographically-defined plastic anisotropy.

Turning to the application of the computational approach based on the continuum mechanics into steel, various studies have been made on the numerical evaluation of the mechanical behavior because of the practical importance of steel as a structural material. General carbon steels are characterized with the precipitation of Cementite, which is an iron carbide, in various forms. A typical microstructure of Ferrite-Pearlite steel is depicted in Figure1, which is composed of several Ferrite crystal grains and Pearlite blocks. And a Pearlite block contains some Pearlite colonies characterized by the lamellar structures of Ferrite and Cementite phases. Such hierarchical heterogeneity is the dominant factor of the strength and the deformation characteristic.

In this study, we apply the framework of an NMT to evaluate and model the hierarchical mechanical behavior of Ferrite-Pearlite steel. Both anisotropic linear elasticity and single crystal plasticity models can be employed to describe the mechanical behavior of Ferrite crystal grains. However, the anisotropic constitutive model for Pearlite colonies has yet to be proposed. The constitutive model is newly formulated in reference to the results of the NMT for the microscopic lamellar structures composed of Ferrite and Cementite phases: that is, the NMT is carried out to produce mechanical behavior for the formulation of microscopic constitutive equations which can be substituted for the constitutive theory. In this sense, it is possible to approach the evaluation of mechanical behavior using physical computations as first principle calculations although the applicability of this approach is limited to elastic regions, given the limits we have.

2 HOMOGENIZATION METHOD AND CONSTITUTIVE MODEL FOR FERRITE CRYSTAL

2.1 Homogenization approach based on finite element method

In the two-scale finite element analysis method [1], a representative volume element (RVE) of the microstructure is discretized with finite elements and the microscopic boundary value problem (BVP) is simultaneously solved with the macroscopic BVP in the two-scale BVP. We here reduce the macroscopic BVP to a point-wise stress-strain relationship. Then the two-scale BVP turns into a problem to evaluate the material behavior of a numerical specimen represented as a microscopic finite element model under the control of the macroscopic stress or strain, i.e. this framework is regarded as Numerical Material Testing (NMT) based on the finite element method [2].

With this framework, we can evaluate both the macroscopic material response and
the deformation state of a microstructure. By conducting a series of numerical material tests, the macroscopic material response of the microstructure is examined in detail. In this study, we employ the computational approach to develop an anisotropic constitutive model depending on the morphology of the intended microstructure and identify the material constants of the constitutive model.

2.2 Elastic-plastic constitutive model for Ferrite single crystal

An anisotropic linear elasticity and a single crystal plasticity are introduced to capture the anisotropic mechanical behavior of a single crystal.

Here, we use the single crystal plasticity based on the representative characteristic length [3]. In this constitutive model, the critical resolved shear stress (CRSS) is characterized with the representative characteristic length, which in turn represents the dominant strengthening mechanics. In addition, the yield-point elongation and the hardening behavior can be described with the evolution of the dislocation density.

3 ELASTIC-PLASTIC CONSTITUTIVE MODEL FOR PEARLITE COLONY

3.1 Finite element model for Pearlite colony

The finite element model of the Pearlite colony is defined as shown in Figure 2, where the white elements indicate the Ferrite phase and the others are Cementite phases. It is assumed that the Ferrite and Cementite lamellar structures are completely parallel with each other, the boundary between them does not slip, and this finite element model satisfies the geometrical periodicity boundary condition. Also, the normal vector, \( \mathbf{m}_0 \), of the lamella is set as heading in the direction of \( Y_3 \) at the initial configuration for the
formulation of the constitutive model. Here we employ the crystallographic orientation relationships of Bagaryatskii [4] as below:

\[
\begin{align*}
(001)_{\text{Cementite}} & \parallel (211)_{\text{Ferrite}} \\
[100]_{\text{Cementite}} & \parallel [0 - 11]_{\text{Ferrite}} \\
[010]_{\text{Cementite}} & \parallel [-111]_{\text{Ferrite}}
\end{align*}
\] (1)

In addition, the mechanical character of the Cementite phase is considered as an elastic material, whereas this does not seem to be true in the finite strain range as mentioned later.

### 3.2 Numerical Material Tests for Pearlite colony

The macroscopic elastic-plastic material behavior was investigated with an NMT for the microscopic finite element model of the Pearlite colony.

#### 3.2.1 Elasticity

The components of the fourth order elastic tensor were estimated with finite element analyses of the RVE (Figure 2). Before that, however, the elastic constants of both the Ferrite and Cementite phases must be prepared for computation. For the Ferrite phase, the values were taken from the experimental database. The metastability of Cementite, however, makes it extremely difficult to estimate the elasticity of Cementite phase. The first-principles calculations in this study were performed by the projector augmented wave method [5, 6] as implemented in the Vienna *ab-initio* simulation package (VASP) [7, 8]. The elastic constants estimated from the calculation are presented as below, where the
Table 1: Components of fourth order elastic tensor for Pearlite colony.

<table>
<thead>
<tr>
<th>Component</th>
<th>$\hat{C}_{111}^{e}$</th>
<th>$\hat{C}_{222}^{e}$</th>
<th>$\hat{C}_{333}^{e}$</th>
<th>$\hat{C}_{112}^{e}$</th>
<th>$\hat{C}_{223}^{e}$</th>
<th>$\hat{C}_{133}^{e}$</th>
<th>$\hat{C}_{121}^{e}$</th>
<th>$\hat{C}_{323}^{e}$</th>
<th>$\hat{C}_{131}^{e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GPa]</td>
<td>302.</td>
<td>313.</td>
<td>292.</td>
<td>98.</td>
<td>100.</td>
<td>115.</td>
<td>69.</td>
<td>94.</td>
<td>74.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>$\hat{C}_{1112}^{e}$</th>
<th>$\hat{C}_{1113}^{e}$</th>
<th>$\hat{C}_{1123}^{e}$</th>
<th>$\hat{C}_{2212}^{e}$</th>
<th>$\hat{C}_{2213}^{e}$</th>
<th>$\hat{C}_{2223}^{e}$</th>
<th>$\hat{C}_{3312}^{e}$</th>
<th>$\hat{C}_{3313}^{e}$</th>
<th>$\hat{C}_{3323}^{e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GPa]</td>
<td>0.</td>
<td>0.</td>
<td>-26.</td>
<td>0.</td>
<td>-26.</td>
<td>1.</td>
<td>0.</td>
<td>0.</td>
<td>27.</td>
</tr>
</tbody>
</table>

Using the finite element model presented in Figure 2 and the elastic constants, the components of the elastic tensor of Pearlite colony were numerically evaluated, with the macroscopic deformation modes corresponding to each strain component imposed on the finite element model of the microstructure. The resulting values are given in Table 1, where the anisotropy is described with twenty-one independent elastic constants.

3.2.2 Plasticity

After determining the elastic material behavior of the Pearlite colony, the next step was to evaluate its plasticity with an NMT based on the finite element method. Here it is assumed that the Cementite phase is elastic. Also, the elastic-plastic material behavior of the Ferrite phase was characterized with the constitutive model explained in Section 2.2. The material constants of the plasticity of the Ferrite phase were found after trial and error by comparing between a result of an experimental axial tensile test for a Ferrite single-phase steel and the macroscopic stress-strain curve of the corresponding NMT. Considering the rotational symmetry of the lamellar structure for the third coordinate axis, five macroscopic deformation modes, i.e. the five components of macroscopic displacement gradient listed below, were respectively imposed on the finite element model of the microstructure of Pearlite colony (Figure 2) until there was sufficient large strain to describe the macroscopic plastic behavior:

$$\hat{H}_{11}, \ \hat{H}_{12}, \ \hat{H}_{13}, \ \hat{H}_{31}, \ \hat{H}_{33}$$

which are two types of uniaxial deformation mode and three types of simple shear deformation mode.
Figure 3: Macroscopic stress-strain curves of Pearlite colony.

The resulting macroscopic, or homogenized, equivalent stress-strain curves are illustrated in Figure 3, where the equivalent stress is the Mises stress and the equivalent strain is defined with Hencky strain

\[ \epsilon^* := \sqrt{\frac{2}{3} \text{dev} [\epsilon] : \text{dev} [\epsilon]} \]  

as

\[ \epsilon = \frac{1}{2} \ln [F F^T] \]

As it can be seen, the results clearly indicate strong anisotropic plastic behavior, which is extremely stiff after yielding except in the case of the simple shear deformation modes \( \tilde{H}_{13} \) and \( \tilde{H}_{31} \). The response of \( \tilde{H}_{13} \), the interlamellar shear deformation mode, is particularly close to the material behavior of the Ferrite phase.

With regard to the microscopic investigation, three representative deformation states and stress values at a macroscopic equivalent strain of 10% are depicted in Figure 4 with the equivalent stress values of each phases. It needs to be pointed out that the stress values of the Cementite phase are unrealistically high in these results except for the interlamellar shear deformation mode. It is quite likely that such a high stress state induces some dissipation mechanics, e.g. in the plastic behavior of the Cementite phase or debonding at the boundary between the Ferrite and Cementite phases. Although some studies have been carried out with the aim of observing such microscopic material behavior, the deformation mechanism of the Cementite phase at finite strain is still controversial. Regardless of the cause of the dissipation behavior, the plastic deformation of the Ferrite phase appears to be released from the constraint and also the macroscopic yielding stands out on the macroscopic, or homogenized, stress-strain curve of Pearlite colony.
3.3 Plastic constitutive model for Pearlite colony

Based on the characterization of the anisotropic material behavior using the NMT, we propose the anisotropic plastic constitutive model for the Pearlite colony. In this study, the plastic behavior of the Pearlite colony is defined as two-stage yielding behavior: interlamellar shear yielding and the yielding of overall microstructure. That is, the plastic constitutive model for the Pearlite colony is described with two yield functions consisted of an anisotropic interlamellar shear plasticity and a standard isotropic metal plasticity. For the Kirchhoff stress \( \tau \) and the plastic internal variables \( \zeta^{(\alpha)} (\alpha = 1, 2) \), the two yield functions are defined at current configuration as below:

\[
\psi^{(1)} := |s \cdot (\tau m)| - \left( \tau_Y^{(1)} + h_{11} \zeta^{(1)} + h_{12} \zeta^{(2)} \right) \leq 0
\]

\[
\psi^{(2)} := \sqrt{\frac{3}{2}} \text{dev}[\tau] : \text{dev}[\tau] - \left( \tau_Y^{(2)} + h_{21} \zeta^{(1)} + h_{22} \zeta^{(2)} \right) \leq 0
\]

where \( \tau_Y^{(\alpha)} \) is the initial yield stress for the \( \alpha \)-th yield function \((\alpha = 1 \text{ or } 2)\) and \( h_{\alpha\beta} \) (\( \alpha, \beta = 1 \text{ or } 2 \)) is the hardening coefficient containing cross-hardening. The first yield function \( \psi^{(1)} \) represents the slip behavior on the lamellar structure. The slip direction vector \( s \) and the normal vector \( m \) are pushed forward from the intermediate configuration with the elastic deformation gradient \( F^e \) as

\[
s = F^e s_0, \quad m = F^e^{-T} m_0,
\]

where \( s_0 \) and \( m_0 \) are respectively the slip direction vector and the normal vector of the lamella at the intermediate configuration. With equation (7), the yield functions at the
intermediate configuration are given as below:

\[
\psi^{(1)} := \left| \hat{T} : (s_0 \otimes m_0) \right| - \left( \tau^{(1)}_Y + h_{11}\zeta^{(1)} + h_{12}\zeta^{(2)} \right) \leq 0 \tag{8}
\]

\[
\psi^{(2)} := \sqrt{\frac{3}{2} \text{dev}[\hat{T}] : \left( \text{dev}[\hat{T}] \right)^T} - \left( \tau^{(2)}_Y + h_{21}\zeta^{(1)} + h_{22}\zeta^{(2)} \right) \leq 0 \tag{9}
\]

The slip direction vector \( s_0 \) is determined as the unit vector which indicates the direction of the innerlamellar component of the traction force vector \( \hat{T}m_0 \) on the lamella, i.e. it is defined with the normal vector \( m_0 \) and the stress state \( \hat{T} \) as below:

\[
s_0 := \frac{t}{\sqrt{t \cdot t}}, \quad t := \hat{T}m_0 - \left\{ m_0 \cdot \left( \hat{T}m_0 \right) \right\} m_0 \tag{10}
\]

In equations (8) and (9), only \( h_{22} \) is defined as a non-linear function of \( \zeta^{(1)} \) to express the non-linear hardening behavior:

\[
h_{22} := (h_{22}^0 - h_{22}^\infty) \exp \left[ -p\zeta^{(2)} \right] + h_{22}^\infty, \tag{11}
\]

where \( p \) is a sensitivity of the exponential function, \( h_{22}^0 \) is the initial value of \( h_{22} \) and \( h_{22}^\infty \) is the corresponding convergent value. In this study, we are not concerned with the strengthening effect of lamellar spacing, but it is possible to introduce the effect on the material constants of the initial strength and the hardening behavior.

Finally, the proposed constitutive model was examined by making a comparison between its response and the results of the NMT of the Pearlite colony. The equivalent stress-strain curves are evaluated for three deformation modes corresponding to the components of the displacement gradient, \( H_{11}, H_{13}, \) and \( H_{31} \), where it is assumed that the vector \( m_0 \) is directed to the coordinate axis direction \( Y_3 \) in the same way as the finite element model in Figure2. Here the plastic behavior of the interlamellar shear deformation mode is determined from NMT, and the constants of isotropic hardening were found by trial and error as they were for the Ferrite phase. The results are shown in Figure5.

## 4 NUMERICAL ANALYSIS FOR FERRITE-PEARLITE STEEL

The NMT based on finite element method was performed to predict the mechanical behavior of Ferrite-Pearlite steel with the constitutive models discussed in Section 2 and 3, and the computational results were compared with the experimental results.

### 4.1 Setting of finite element model of microstructure

We set the finite element models of the microstructure for Ferrite-Pearlite steel to carry out the following NMT.

The basic finite element model given in Figure6 is assumed to satisfy the geometrical periodicity condition and is composed of fifty-four blocks. In this finite element model, each block has an idealized geometry of truncated octahedrons and is discretized by eighty
standard isoparametric hexahedron finite elements. In addition, each block is recognized as either Ferrite or Pearlite. The properties of the blocks are randomly arranged in accordance with the volume fraction of the Ferrite-Pearlite steel under consideration, where the discretely-distributed microstructure of Ferrite-Pearlite steel is supposed as Figure1(a); the finite element model shown in Figure6 is made of 33 percent Pearlite. If the property of a block is Ferrite, the block is recognized as a single grain. If it is Pearlite, the block is equally divided into eight colonies as illustrated in Figure6. That is, Pearlite always exists as an aggregate composed of some Pearlite colonies. Anisotropic elastic-plastic constitutive models for Ferrite single crystals and Pearlite colonies, which are presented in Section 2 and 3, are employed for the corresponding components. As mentioned before, some material constants of plasticity were determined to reproduce the stress-strain curves in experimental axial tensile tests as the results of the homogenization analyses. The orientations of each Ferrite crystal grain and Pearlite colony, i.e. the crystallographic orientations and the direction of the normal vector of the lamella, are provided in a random fashion.

4.2 Numerical results and validation

First, we investigate the elastic constants of Ferrite single-phase steel (Pearlite volume fraction 0 percent) and full Pearlite steel (Pearlite volume fraction 100 percent) with an NMT for the microstructure shown in Figure6, which is the same as the NMT used for the Pearlite colony. The almost isotropic material behaviors are evaluated in this computations. The results were acceptable values of the Young modulus and Poisson’s ratio for each steel, as estimated as below:

\[
\begin{align*}
  E^{(\text{Ferrite})} &\simeq 200. \text{ GPa} \\
  E^{(\text{Pearlite})} &\simeq 216. \text{ GPa} \\
  \nu^{(\text{Ferrite})} &\simeq 0.296 \\
  \nu^{(\text{Pearlite})} &\simeq 0.288
\end{align*}
\]
Obviously, the elasticity of Ferrite-Pearlite steel takes a value intermediate between these. Next, we performed a series of numerical experiments in which the volume fraction of Ferrite/Pearlite was changed. Macroscopic uniaxial tensile deformation was imposed to the finite element model of Ferrite-Pearlite microstructure in the corresponding $Y_1$ direction, as illustrated in Figure 6. The resulting macroscopic stress-strain curves are almost isotropic because Ferrite and Pearlite blocks are randomly arranged in the finite element model of the microstructures. The macroscopic, or homogenized, axial stress-strain curves of five cases are presented in Figure 7, where the experimental results of three cases, Pearlite volume fraction 0 percent, 38 percent and 100 percent, are illustrated together by the dashed lines. Here we prepare a tensile test specimen of Ferrite-Pearlite steel which consists of almost the same scale of lamellar spacing with the corresponding specimen of full Pearlite steel to cut off a strengthening effect of the lamellar spacing.

The numerical results for Pearlite with a volume fraction of 0 percent and 100 percent is obviously similar since the material constants of the results of the NMTs reproduce the experimental results. Furthermore the experimental stress-strain curve of the Ferrite-Pearlite steel with a volume fraction of 38 percent is close to the numerical result with a 33 percent volume fraction. Therefore it is concluded that this NMT successfully predicted macroscopic mechanical behavior.

For the composite case (Pearlite volume fraction 33 percent, i.e. the finite element model Figure 6), the distributions of equivalent stress and maximum principal strain are depicted in Figure 8 at the point where the macroscopic axial strain is 15 percent. In this figure, the stress states are significantly different between Ferrite grains and Pearlite blocks. Compared to the arrangement of Ferrite grains and Pearlite blocks in Figure 6, the Ferrite grains underwent more plastic deformation than the Pearlite blocks due to the
higher yield strength of the Pearlite blocks.

5 CONCLUSIONS

We have predicted multiscale mechanical behavior of Ferrite-Pearlite steel with the hierarchical Numerical Material Testing using a deductive approach. A first principle calculation was performed to estimate the components of fourth order elastic tensor of the Cementite phase. With the elastic tensor, an NMT based on the finite element analysis was conducted to evaluate the anisotropic mechanical behavior of a Pearlite colony. Based on the resultant homogenized mechanical behavior of the Pearlite colony, an anisotropic plastic constitutive model for Pearlite colonies proposed to enable the NMT for Ferrite-Pearlite steel to be carried out. Finally, both the macroscopic and microscopic mechanical behavior of Ferrite-Pearlite steel was predicted with the NMT. We were thus able to demonstrate that this numerical approach provides acceptable results at both the macro- and micro-scale.
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Figure 8: Microscopic stress and strain distributions for Ferrite-Pearlite steel. These figures show the results of the case of Pearlite volume fraction 33 % at a point of macroscopic axial strain 15 % on macroscopic axial stress-strain curve of Figure7.
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Abstract. In order to investigate the effects of stress around dendrite neck caused by the convection and gravity on the dendrite fragmentation, the novel numerical model, where phase-field method, Navier-Stokes equations and finite element method are continuously and independently employed, has been developed. By applying the model to the dendritic solidification of Al-Si alloy, the maximum stress variations by melt convection and gravity with dendrite growth were evaluated.

1 INTRODUCTION

Dendrite plays especially important role for formation of solidification microstructure of metallic alloy, because it determines the size and shape of solidified grains. Therefore, it is essential for high quality casting to predict and control the dendritic morphology with high accuracy.

In casting, the final microstructure in the ingot is formed through two different dendritic growths. One is columnar structure, in which the dendrites grow preferentially oriented perpendicular to the mold walls, and the other is equiaxed structure, in which the dendrites grow in all space directions. In particular, the equiaxed grain structure has a dominant influence on the mechanical characteristics of casting product, because it controls the size of solidification microstructure. One of the sources of the equiaxed grains is thought to be the dendrite fragmentations caused in columnar region.

It is reported that the dendrite fragmentation occured by local remelting and the mechanical fragmentation due to the melt flow is not important for grain refinement [1] except for rapid solidification [2]. Recently, studies using in-situ and real-time observations reported that the mechanical stress caused by the melt convection and the gravity promotes the dendrite fragmentation [3]. However, its detail mechanism is not yet elucidated.

In this study, in order to reveal the effects of mechanical stress caused by the convection...
and gravity on dendrite fragmentation, we developed a new simulation model and investigate the stress in dendrite neck. The coupling simulations by phase-field method, Navier-Stokes equations and finite element method are performed. In this simulation, first, realistic dendritic morphologies are simulated by phase-field method and, successively, the flow fields around the dendrite are simulated by Navier-Stokes equations. Lastly, the stresses in dendrite caused by melt convection and gravity are calculated by finite element method. The variations of maximum stress occurred at the dendrite neck with dendrite growth are discussed.

2 NUMERICAL PROCEDURE AND MODELS

2.1 Numerical procedure

The dendritic growth of Al-Si alloy and the flow field of solution around the dendrite in forced flow are simulated. And then, the stresses in dendrite caused by the flow and gravity are calculated. The calculations are performed in the order of phase-field method, Navier-Stokes equation and finite element method.

At first, the dendrite morphologies during solidification of Al-Si alloy are simulated by the phase-field method. Next, the fluid flow around the dendrite is simulated by using two-phase Navier-Stokes equations and the pressure distributions acting on the dendrite surface are calculated. Lastly, the stress distributions in the dendrite caused by the fluid flow and gravity are simulated by using finite element method. In the following, the phase-field model and the two-phase Navier-Stokes equation are explained in detail.

2.2 Phase-field model

The dendritic growth of Al-Si alloy in isothermal condition is simulated by the phase-field method. The evolution equation of phase field variable $\phi$, which takes 1 in a solid and 0 in a liquid, is expressed by

$$\frac{\partial \phi}{\partial t} = M \left[ \nabla^2 \phi - \frac{\partial}{\partial x} \left( a \frac{\partial \phi}{\partial x} \right) - \frac{\partial}{\partial y} \left( a \frac{\partial \phi}{\partial y} \right) + 4W \phi (1-\phi)(\phi - 0.5 + \beta) \right], \quad (1)$$

where, $\tau$ is the time and $a$ is the gradient coefficient considering interface anisotropy by the equation $a(\theta) = a(1 + \zeta \cos(k\theta))$, where $\theta$ is the angle between x-axis and interface normal, $\zeta$ is the strength of anisotropy and $\kappa$ is the anisotropy mode of $\kappa=4$. $\beta$ in the Eq. (1) is expressed by

$$\beta = -\frac{15}{2W} \phi(1-\phi)\Delta S(T-T_m(c)). \quad (2)$$

Here, $\Delta S$ is the transformation entropy, $T$ is the temperature, $T_m$ is the temperature on the linearized liquidus line expressed by $T_m = mLc + T_r$, where $mL$ is the liquidus slope, $c$ is the...
solute concentration, $Tr$ is a reference temperature. In addition, $\bar{a}$, $W$ and $M_\phi$ in Eq.(1) can be related to the material parameters by following equations:

$$\bar{a} = \sqrt{\frac{3\delta y}{b}}, \quad W = \frac{6\gamma b}{\delta}, \quad M_\phi = \frac{\sqrt{2W}}{6a}M,$$

where, $\delta$ is the interface thickness, $\gamma$ is the interface energy, $M$ is the interface mobility, and $b = 2\tanh^{-1}(1-2\lambda)$ is a constant related to interface thickness, where $\lambda = 0.1$ is employed. The concentration $c$ in Eq.(2) is calculated by the following diffusion equation

$$\frac{\partial c}{\partial t} = \nabla D \left[ \nabla c + \frac{(1-k)c}{1-\phi+k\phi} \nabla \phi \right],$$

where, $k$ is the partition coefficient given by $k = cs/c_L$, where $cs$ and $c_L$ are the concentrations in solid and liquid, respectively. The concentration $c$ is defined by

$$c = \phi cs + (1-\phi)c_L.$$ Diffusion coefficient $D$ in Eq.(4) is indicated by

$$D = D_s + (D_L - D_s) \frac{1-\phi}{1-\phi+k\phi},$$

where, $Ds$ and $DL$ are diffusion coefficients of solid and liquid, respectively.

### 2.3 Two-phase Navier-Stokes model

The melt convection around dendrite in forced flow is simulated by the following two-phase Navier-Stokes equations using phase-field parameter [4, 5].

$$\frac{\partial(1-\phi)u}{\partial t} + u(1-\phi)\frac{\partial u}{\partial x} + v(1-\phi)\frac{\partial u}{\partial y} = -\frac{1}{\rho} (1-\phi) \frac{\partial p}{\partial x} + \nu \left( \frac{\partial^2(1-\phi)u}{\partial x^2} + \frac{\partial^2(1-\phi)u}{\partial y^2} \right) + F_{dx}.$$  

$$\frac{\partial(1-\phi)v}{\partial t} + u(1-\phi)\frac{\partial v}{\partial x} + v(1-\phi)\frac{\partial v}{\partial y} = -\frac{1}{\rho} (1-\phi) \frac{\partial p}{\partial y} + \nu \left( \frac{\partial^2(1-\phi)v}{\partial x^2} + \frac{\partial^2(1-\phi)v}{\partial y^2} \right) + F_{dy}.$$  

Here, $u$ and $v$ are velocities in $x$ and $y$ direction, respectively. $\rho$ is the flow density, $p$ is the pressure, and $\nu$ is the kinetic viscosity. Note that, in the liquid of $\phi = 0$, Eqs. (7) - (9) reduce to the normal single-phase Navier-Stokes equations for a Newtonian fluid with a constant density and viscosity. The last term on the right hand side of Eq.(8) and Eq.(9), or $F_{dx}$ and $F_{dy}$, are employed to account for the dissipative viscous stress in the liquid due to interactions with the solid in the diffuse interface region and expressed by
where, $\mu_L$ is the kinetic coefficient, $\Delta$ is the thickness of interface which is expressed by $\Delta = \delta / \Delta x$, where $\Delta x$ is the lattice size. The $hd$ is a dimensionless constant which is determined by numerical experiment.

3 NUMRICAL RESULTS

3.1 Dendritic growth simulations by phase-field method

By coupling Eq.(1) and Eq.(4), dendritic growths of Al-Si alloy under isothermal condition are simulated. Figure 1 shows the computational domain and initial conditions.

Initially, all regions are filled with the undercooled liquid ($\phi = 0$), and temperature and concentration is set to be $T = 886$ K and $c = 0.06$, respectively. To simulate the dendritic growth from the bottom of computational domain which images the mold wall, one semicircle seed with radius $6\Delta x$ is putted on the bottom of the region. Computational domain with $100\mu m \times 100\mu m$ is divided into $1000 \times 1000$ finite different lattices. Therefore, the lattice size $\Delta x = \Delta y$ is to be $100$ nm. The zero Neumann boundary conditions are employed on all boundaries for both $\phi$ and $c$. In the present simulations, we focus on the growth of first dendrite arm. Therefore, the concentration fluctuation which is usually used in the dendritic
growth simulation to form second arm is not taken into consideration. The employed material parameters for Al-Si alloy are shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Physical properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partition coefficient $k$</td>
</tr>
<tr>
<td>Reference temperature $T_r$ [K]</td>
</tr>
<tr>
<td>Liquidus slope $m_L$ [K/mol. fract.]</td>
</tr>
<tr>
<td>Diffusion coefficient of liquid $D_L$ [m$^2$/s]</td>
</tr>
<tr>
<td>Diffusion coefficient of solid $D_s$ [m$^2$/s]</td>
</tr>
<tr>
<td>Interface energy $\gamma$ [J/m$^2$]</td>
</tr>
<tr>
<td>Transformation entropy $\Delta S$ [J/K/m$^3$]</td>
</tr>
<tr>
<td>Interface thickness $\delta$ [m]</td>
</tr>
<tr>
<td>Interface mobility $M$ [m$^4$/J/s]</td>
</tr>
</tbody>
</table>

Figure 2 shows the numerical results of dendrite growth process during solidification simulation. It is observed that Al-Si alloy dendrite grows keeping the thin shape and the width of the thinnest portion of dendrite neck is almost constant during growth. Therefore, it is concluded that the Al-Si dendrite has a shape which easily cause the stress concentration at the dendrite neck by the convection and gravity.
3.2 Fluid flow simulations around dendrite by two-phase Navier-Stokes equations

Next, the melt convection around the dendrite shown in Fig. 2 is calculated by using two-phase Navier-Stokes equations of Eqs.(7) - (9). Then, those equations are solved by artificial compressibility method [6], where the inertial term is discretized by third-order weighted ENO scheme and the viscous term is computed by using second-order accurate central-difference scheme.

![Figure 3: Computational domain and initial conditions for simulation of melt convection around the dendrite](image)

Figure 3 shows the computational domain and initial conditions for simulation of melt convection around the dendrite. The uniform forced flow $U_0 = 0.01$ m/s, which is normal melt flow velocity in casting [7], is applied on the left side of the domain and the pressure on the right side are fixed to $p_0 = \rho U_0^2$ [Pa]. The other boundary conditions are shown in Fig.3. Reynolds number is set to be $Re = 5$. The dimensionless constant $hd$ in Eq.(10) and Eq.(11) was determined as $hd = 5.0 \times 10^6$ by performing numerical experiments so as that the fluid velocity at $\phi = 0.5$ is to be zero. For reducing the computational cost, the coarse finite difference lattices of 500×500 ($\Delta x = 200$ nm) are employed.

Numerical results at steady-state condition are shown in Figs. 4 and 5. Figure 5 shows the fluid flow velocities by both color and vectors and Fig. 4 shows pressure distributions. In both figures, figures (a), (b), (c) and (d) correspond to those of Fig. 2. From Fig.4, the vortex occurred at the right side of dendrite becomes larger as the dendrite grows. Therefore, the negative pressure is generated at the right side of dendrite. On the left surface of dendrite, the compressive pressures are generated and its magnitude increases with growing the dendrite. The fluid pressures acting on the dendrite surface are transferred to the next stress simulation.
Figure 4: Variations of fluid flow velocity with dendrite growth

Figure 5: Variations of pressure distribution with dendrite growth
3.3 Finite element simulations of stress in dendrite

The stresses in dendrite caused by the convection calculated in the previous section and the gravity which acts in vertical direction of dendrite first arm are simulated by finite element method using four node isoparametric elements as plane stress problem.

Figure 6: Computational domain and boundary conditions for finite element simulation to calculate stress field in dendrite

Figure 6 shows the computational domain and boundary conditions. From the results of phase-field simulation shown in Fig. 2, the finite difference lattices with $\phi > 0.1$ are taken out and are used as elements for the stress evaluation by finite element method. In the interface, the Young’s modulus is set to change smoothly as $\phi E$, where $E$ is Young’s modulus in solid phase. Both displacements in $x$ and $y$ directions on the bottom of the computational domain, which corresponds to the mold wall, are constrained. $l$ shown in Fig. 6 is the dendrite length. The pressure distributions on the dendrite surface caused by the convection are transformed to the nodal forces by following equations:

$$F_x = \phi(p - p_0)\Delta x \cos \theta,$$  \hspace{1cm} (12)

$$F_y = \phi(p - p_0)\Delta y \sin \theta,$$  \hspace{1cm} (13)

where, $\theta$ is the angle between $x$-axis and interface normal. Equations (12) and (13) are calculated in the range $0.1 < \phi < 0.5$ and the nodal forces are applied to the nodes having $\phi$ nearest to 0.5.

The body force due to gravity is introduced to all nodes by the nodal force calculated by

$$F_g = \phi \Delta x \Delta y (\rho_s - \rho_L) g,$$  \hspace{1cm} (14)

where, $\rho_s$ and $\rho_L$ are the density in solid and liquid, respectively, and $g$ is the gravitational acceleration. The employed material parameters using finite element method are as follows:
Young’s modulus $E = 4.5$ GPa, Poisson’s ratio $\nu = 0.3$, the gravitational acceleration $g = 9.8$ m/s$^2$, the solid density $\rho_s = 2.68 \times 10^3$ kg/m$^3$, and the liquid density $\rho_L = 2.4 \times 10^3$ kg/m$^3$ \[8\].

Figure 7: Variations of maximum stress caused at dendrite neck by convection and gravity

Figure 7 shows the variations of maximum stress caused at dendrite neck by convection and gravity. The abscissa is the dendrite length $l$ and the ordinate is the maximum equivalent stress. From Fig.7, the maximum stress by convection is much higher than that of gravity. In the present simulations, the forced flow is set to be 0.01 m/s which is normal melt flow velocity in casting. On the other hand, the most severe condition is set for the gravity, because the gravity acts in the perpendicular direction to the dendrite axis. Considering these points, it is concluded that the gravity has less influence on the fragmentation comparing to the melt convection. However, we need further investigations for larger dendrite with many secondary arms.

4 CONCLUSION

In order to investigate the effects of stress around dendrite neck cased by the convection and gravity on the dendrite fragmentation, the novel numerical model, where phase-field method, Navier-Stokes equations and finite element method are continuously and independently employed, has been developed. By applying the model to the dendritic solidification of Al-Si alloy, the maximum stress variations by melt convection and gravity with dendrite growth were evaluated. As a result, it was concluded that the convection is more important for the maximum stress in dendrite than the gravity.
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Abstract. In this study, a numerical prediction method by combining the crystal plasticity finite element method, the multi-phase-field method and the homogenization method is developed to predict microstructure formation and mechanical property of the dual-phase (DP) steel efficiently. With the developed method, the austenite – ferrite transformation from the deformed austenite phase is simulated and the mechanical properties of the DP steel which includes the predicted microstructure are investigated.

1 INTRODUCTION

The mechanical property of ferrite (α) + martensite (α') dual-phase (DP) steel is largely characterized by distribution of the microstructure. It is also well-known that the refinement of α grain size by thermo-mechanical controlled processing (TMCP) is quite essential to improve strength of the DP steel. Therefore, to understand the austenite-to-ferrite (γ - α) transformation behavior in deformed γ phase during the TMCP is quite important to control the mechanical property of the DP steel. However, since the γ - α transformation is influenced
by several factors, e.g. chemical composition, transformation temperature, γ grain size and strain applied by the TMCP, it is difficult to predict the transformation behavior only by experiments.

Recently, it has been well-recognized that the multi-phase-field method (MPFM) is a powerful simulation tool to predict microstructure evolutions in polycrystalline materials [1]. The most attractive advantage of the MPFM is to simulate morphological change of microstructures. Therefore, if we utilize digital data of the microstructure morphology simulated by the MPFM as input data for finite element (FE) simulation, systematic simulation model for steel design can be realized [2]. This will enable us to predict the microstructure formation and the mechanical property of the DP steel efficiently.

Therefore, the purpose of this study is to develop a numerical prediction method by combining the crystal plasticity FE method (CPFEM), the MPFM and the homogenization method. In this paper, we simulate the γ → α transformation from the deformed γ phase and evaluate the mechanical properties of the DP steel which includes the predicted microstructure. Then, the effects of the distribution of α phase on macro- and microscopic deformation behavior of the DP steel are studied.

2 SIMULATION METHOD

The procedures to simulate the γ → α transformation from the deformed γ phase and evaluate the mechanical property of the DP steel are as follows: First, to simulate the hot plastic forming of Fe-C alloy, simulation of compression deformation of polycrystalline γ phase is conducted by the CPFEM based on the strain gradient crystal plasticity theory. Second, nucleation rate and nucleation site of the α phase in the deformed γ phase are estimated based on the classical nucleation theory. Third, the γ → α transformation during continuous cooling process is simulated by the MPFM with the estimated nucleation condition. Finally, we perform numerical simulation of uniaxial tensile test of the DP steel by the CPFEM based on the homogenization method with the simulated microstructure.

2.1 Strain gradient crystal plasticity theory

In order to simulate plastic deformation behavior of polycrystalline γ phase during the hot plastic forming, we employ the following crystal plasticity constitutive equation [3],

\[ \varepsilon_{ijkl} = D_{ijkl} e_{kl} - \sum_{\alpha=1}^{N} \left( D_{ijkl} P_{i j}^{(\alpha)} + W_{ijkl}^{(\alpha)} \sigma_{k l} + \sigma_{kl} W_{ijkl}^{(\alpha)} \right) \]  

(1)
Here, $S_{ij}$, $D_{ijkl}$, $e_{ij}$, $\sigma_{ij}$ and $\dot{\gamma}_{ij}^{(\alpha)}$ are the Jaumann rate of Kirchoff stress tensor, the elastic modulus tensor, the strain tensor, the Cauchy stress tensor and the plastic shear strain rate on the slip system $\alpha$, respectively. Also, $P_{ij}^{(\alpha)}$ and $W_{ij}^{(\alpha)}$ are the schmid tensor and the plastic spin tensor, respectively.

Since we use the strain rate dependent crystal plasticity constitutive equation [4], the plastic shear strain rate is defined as follows:

$$\dot{\gamma}_{ij}^{(\alpha)} = \frac{\dot{\gamma}_{ij}^{(\alpha)}}{g^{(\alpha)}} \left( \frac{\tau_{ij}^{(\alpha)}}{g^{(\alpha)}} \right)$$  \hspace{1cm} (2)

where $\dot{\gamma}_{ij}^{(\alpha)}$ is the reference shear strain rate and the resolved shear stress $\tau_{ij}^{(\alpha)}$ is calculated by

$$\tau_{ij}^{(\alpha)} = \sum_{\alpha=1}^{2} P_{ij}^{(\alpha)} \sigma_{ij}.$$  \hspace{1cm} (3)

The evolution equation of the critical resolved shear stress (CRSS) $g^{(\alpha)}$ is chosen as,

$$g^{(\alpha)} = g_{0}^{(\alpha)} + a \mu \tilde{b} \sum_{\beta=1}^{2} \omega_{\alpha\beta} \sqrt{\rho_{a}^{(\alpha)}}$$  \hspace{1cm} (3)

Here, $g_{0}^{(\alpha)}$, $a$, $\mu$, $\tilde{b}$ and $\omega_{\alpha\beta}$ are the initial critical resolved shear stress, the shear elastic modulus, the magnitude of burgers vector and the dislocation interaction coefficient, respectively. The accumulated dislocation density is given as follows:

$$\rho_{a}^{(\alpha)} = \rho_{SS}^{(\alpha)} + \| \rho_{GN}^{(\alpha)} \|$$  \hspace{1cm} (4)

where $\rho_{SS}^{(\alpha)}$ and $\rho_{GN}^{(\alpha)}$ are the statically stored dislocation (SSD) density and the geometrically necessary dislocation (GND) density, respectively. In this study, the following evolution equation for the SSD density is used.

$$\dot{\rho}_{SS}^{(\alpha)} = \frac{c | \dot{\gamma}_{ij}^{(\alpha)} |}{\tilde{b} \sum_{\beta=1}^{2} \omega_{\alpha\beta} ( \rho_{SS}^{(\alpha)} + \| \rho_{GN}^{(\alpha)} \| )}$$  \hspace{1cm} (5)

And, the GND density is evaluated as,

$$\| \rho_{GN}^{(\alpha)} \| = \sqrt{ \left( -\frac{1}{\tilde{b}} \frac{\partial \gamma_{ij}^{(\alpha)}}{\partial x_i} \right) ^2 + \left( \frac{1}{\tilde{b}} \frac{\partial \gamma_{ij}^{(\alpha)}}{\partial x_j} e_{ik} s_i^{(\alpha)} m_k^{(\alpha)} \right) ^2 }$$  \hspace{1cm} (6)

where $\rho_{GN,edge}^{(\alpha)}$ and $\rho_{GN,screw}^{(\alpha)}$ are the edge and screw components of the GND density, respectively. With the accumulated dislocation density $\rho_{a}$, the stored energy $E_{store}$ can be derived as
\[ E_{store} = \frac{1}{2} \mu \widetilde{b} \sum_{\alpha=1}^{3} \rho_{\alpha}^{(\alpha)} \]  

### 2.2 Modeling of \( \alpha \) nucleation behavior

In this study, the potential nucleation sites (i.e., grain boundary corner, grain boundary edge, grain boundary face and deformation band) and the nucleation rate at each nucleation site are estimated by using the results of the hot plastic forming simulation.

According to the classical nucleation theory, the nucleation rate of \( \alpha \) phase \( J' \) is described as,

\[ J'(C_{\gamma}, T, t) = \tilde{d}(t) \beta^* Z \exp \left( \frac{-1}{kT} \frac{\psi^i}{\Delta G^2_{\gamma}(C_{\gamma}, T)} \right) \]  

where \( \tilde{d}(t) \) is density of the potential nucleation site, where upper subscription \( i \) means kind of the above mentioned nucleation sites (\( i = c, e, f, d \)). Since the nucleation site is consumed with progression of the transformation, \( \tilde{d}(t) \) is defined as a function of time \( t \). \( \beta^* \) is the frequency coefficient which is assumed to be related to the temperature-dependent carbon diffusion coefficient in the \( \gamma \) phase as \( \beta^* = \lambda D_{\gamma}(T) \). \( Z, k, T \) and \( C_{\gamma} \) are the Zeldovich parameter, the Boltzmann constant, the temperature of the system and the carbon concentration in the \( \gamma \) phase, respectively. Also, \( \psi^i \) is the geometry coefficient of nucleation site \( i \). The chemical driving force for the nucleation \( \Delta G_{\gamma}(C_{\gamma}, T) \) can be calculated based on the CALPHAD method.

The density of the potential nucleation site \( \tilde{d}(t) \) in Eqn.(8) is calculated by \( \tilde{d}(t) = N(t) / S \) where \( N(t) \) and \( S \) are number of potential nucleation site and area of the system, respectively. \( N(t) \) is determined using the number of grain \( n \) which is explained in next section and the misorientation \( \Delta \theta \). That is, a computational grid satisfying \( n = 4 \) is considered as a potential nucleation site on the grain boundary corner. Similarly, position of the potential nucleation sites on the grain boundary edge \( (n = 3) \) and the grain boundary face \( (n = 2) \) is determined. For the nucleation sites in the deformation band, we assume that high-angle grain boundary region which is given as \( n = 1 \) and \( \Delta \theta > 15^\circ \) or the region in which the stored energy \( E_{store} \) is more than a critical value \( E_{cur} \) is possible site. As a result, time interval for the \( \alpha \) nucleation at each nucleation site is given by inverse of Eqn. (8). For all nucleation sites, order of the \( \alpha \) nucleation is determined by order of the magnitude of the stored energy.
2.3 Multi-Phase-Field method

The $\gamma$ - $\alpha$ transformation during the continuous cooling is simulated by the generalized MPFM proposed by Steinbach et al [5]. In the MPFM, the total free energy of the system, $G$, is defined as the Ginzburg-Landau free energy functional which is given by the sum of the gradient energy, potential energy and bulk free energy as,

$$ G = \int_{V} \left[ \sum_{i=1}^{N} \sum_{k=1}^{N} \left( -\frac{a_{ik}^{2}}{2} \nabla \phi_{i} \cdot \nabla \phi_{k} \right) + \sum_{i=1}^{N} \sum_{k=1}^{N} (W_{ik} \phi_{i} \phi_{k}) + g_{bulk} \right] dV $$

(9)

Here, we use $N$ phase field variables, $\phi_{i}$ ($i = 1,2,3, \ldots, N$). $\phi_{i}$ describes the fraction of the $i$th grain. The phase field variables vary smoothly across the interface from $\phi_{i} = 1$ in the $i$th grain to $\phi_{i} = 0$ in other grain. All phase field variables satisfy the constant, $\sum_{i=1}^{N} \phi_{j} = 1$ at all points. $a_{ij}$ and $W_{ij}$ are the gradient coefficient and potential height, respectively. These parameters are related to the interfacial energy and interfacial thickness.

By assuming the total free energy decreases monotonically with time, the evolution equation of the phase field variable is written as,

$$ \frac{\partial \phi_{i}}{\partial t} = -\frac{2}{n} \sum_{k=1}^{n} M_{ik}^{e} \left[ \sum_{j=1}^{n} \left( W_{ij} - W_{ij} \phi_{j} + \frac{1}{2} (a_{ij} - a_{ik}) \nabla^{2} \phi_{j} \right) - \frac{8}{\pi} \sqrt{\phi_{j} \phi_{i}} \Delta E_{ik} \right] $$

(10)

where $n$ is the number of phase fields in the arbitrary point and is given by $n = \sum_{i=1}^{N} \xi_{i}$. Here, $\xi_{i}$ is a following step function, which is expressed as $\xi_{i} = 1$ in a region $0 < \phi_{i} \leq 1$ and $\xi_{i} = 0$ in other region. The magnitude of the transformation driving force, $\Delta E_{ij}$, is given by sum of the reduction of the chemical free energy and the stored energy obtained by the CPFEM simulation as $\Delta E_{ij} = \Delta E_{chem} + E_{store}$. The chemical driving force is described as $\Delta E_{chem} = \Delta S \Delta T$ at the $\alpha$-$\gamma$ interface, where $\Delta S$ and $\Delta T$ are the entropy difference between the $\alpha$ and $\gamma$ grains and the undercooling, respectively.

To simulate the diffusion of carbon atoms during $\gamma$ - $\alpha$ transformation, the total carbon concentration $C$ is defined as a linear function of the local carbon concentration $c_{i}$ weighted by the phase-field variables $\phi_{i}$. The local carbon concentration is given by the $c_{i} = k_{i} c_{i} / \left( \sum_{j=1}^{n} k_{j} \phi_{j} \right)$. Here, $k_{i}$ is the partition coefficient of carbon atoms. Hereafter, we consider an $\alpha + \gamma$ two-grain system ($N = 2$) for simple description. Therefore, when $\phi_{1}$ and $\phi_{2}$ correspond to the $\alpha$ and $\gamma$ phases, respectively.
The diffusion equation for total carbon concentration is expressed by the sum of diffusion fluxes of carbon atoms in the $i$th grains $J_i$ as,

$$
\frac{\partial C}{\partial t} = \nabla \cdot \left\{ \sum_i \phi_i J_i \right\} = \nabla \cdot \left\{ \sum_i \phi_i D_i \nabla C_i \right\} = \nabla \cdot \left\{ \phi_1 D_1 \nabla c_1 + \phi_2 D_2 \nabla c_2 \right\} 
$$

Here, $D_i$ is diffusion coefficient of carbon atom in the $i$th grain.

In this study, the undercooling $\Delta T$ and the partition coefficient $k_i$ are evaluated by using a linearized phase diagram of Fe-C alloy.

### 2.4 Homogenization method

In this study, we employ the homogenization method proposed by Grudes et al to investigate the mechanical properties of the DP steel which contains the simulated $\alpha$ phase. By using the homogenization method, the micro- and macroscopic deformation behaviors of the steel depending on heterogeneous microstructure morphology can be simulated.

In the homogenization method, we consider the two-scale boundary value problem for the micro- and macroscopic scales as shown in Fig.1. The microstructure in the steel is assumed to be a periodic array of representative volume elements (RVEs). In this study, the RVE describes heterogeneous distribution of the microstructure obtained by the MPFM. $x_i$ and $y_i$ ($i = 1$ and 2) are macro- and microscopic coordinates, respectively. These scales are related to each other as $y_i = x_i / \eta$ with a parameter $\eta$. By using these two coordinates, the velocity can be described by the following asymptotic expansion with $\eta$:

$$
\hat{u}_i(x, y) = \eta^0 \hat{u}_i(x, y) + \eta \bar{u}_i(x, y) + \eta^2 \bar{u}_i^2(x, y) + \cdots 
$$

Here, we use the first order approximation as,

$$
\hat{u}_i(x, y) = \hat{u}_i^0(x) + \eta \bar{u}_i(x, y) = \hat{u}_i^0(x) + \eta \left( -X_i^{mn} \frac{\partial \hat{u}_m^0}{\partial x_n} + \phi \right) 
$$

where $\hat{u}_i^0(x, y)$ represents the homogenized macroscopic velocity. $X_i^{mn}$ and $\phi$ are the characteristic velocities which correspond to components of macro-velocity gradient tensor, respectively. With Eqns.(12) and (13), the velocity gradient $L_{ij}(x, y)$ is given by,

$$
L_{ij}(x, y) = \frac{\partial \hat{u}_i(x, y)}{\partial x_j} = \frac{\partial \hat{u}_i^0(x)}{\partial x_j} + \frac{\partial \bar{u}_i(x, y)}{\partial x_j} = \frac{\partial \hat{u}_i^0(x)}{\partial x_j} - \frac{\partial X_i^{mn}}{\partial x_n} \frac{\partial \hat{u}_m^0(x)}{\partial y_j} + \frac{\partial \phi (x)}{\partial y_j} 
$$

According to the updated Lagrange formulation and the strain gradient crystal plasticity theory explained in previous section, the principle of virtual work is written as,
\[
\int_{\Omega} \left( C_{ijkl} - H_{ijkl} \right) L_{kl} \delta \xi_j dV = \int_{S} \hat{P}_i \delta \xi_i dS + \int_{V} \sum_{a=1}^{2} R_{ij}^{(a)} \dot{J}^{(a)} \delta \xi_j dV
\] (15)

To accomplish the homogenization formulation, we take the limit of \( \eta \) to zero and employing the following integral formula,

\[
\lim_{\eta \to 0} \int_{\Omega} \Phi \left( x, y = \frac{x}{\eta} \right) d\Omega = \frac{1}{|\Omega|} \int_{\Omega} \int_{\Omega} \Phi \left( x, y = \frac{x}{\eta} \right) dY d\Omega
\] (16)

where is \( \Phi \) a so-called Y-periodic function. The integral sing \( \frac{1}{|\Omega|} \int_{\Omega} \Phi(x, y)dY \) means the volume average of function \( \Phi \) in a RVE. By substituting Eqn. (14) into Eqn.(15) and introduce Eqn.(16), we can derive the governing equations for the macro- and microscopic regions, respectively.

\[
\int_{\Omega} \frac{1}{|\Omega|} \int_{\Omega} C_{ijkl} \left( \frac{\partial \hat{u}_k}{\partial x_j} + \frac{\partial \hat{u}_l}{\partial x_k} \right) \frac{\partial \delta \xi_j}{\partial x_i} dY d\Omega = \int_{S} \hat{P}_i \delta \xi_i dS + \frac{1}{|\Omega|} \int_{\Omega} \int_{\Omega} \sum_{a=1}^{2} R_{ij}^{(a)} \dot{J}^{(a)} \frac{\partial \delta \xi_j}{\partial x_i} dY d\Omega
\] (17)

\[
\int_{\Omega} \frac{1}{|\Omega|} \int_{\Omega} C_{ijkl} \left( \frac{\partial \hat{u}_k}{\partial x_j} + \frac{\partial \hat{u}_l}{\partial x_k} \right) \frac{\partial \delta \xi_j}{\partial y_i} dY d\Omega = \frac{1}{|\Omega|} \int_{\Omega} \int_{\Omega} \sum_{a=1}^{2} R_{ij}^{(a)} \dot{J}^{(a)} \frac{\partial \delta \xi_j}{\partial y_i} dY d\Omega
\] (18)

Since we obtain the velocity of displacement in the micro- and macro scale by solving Eqns.(17) and (18) with the finite element method, the variation of strain and stress in the steel can be calculated.

**Figure 1:** Schematic explanation of two-scale boundary value problem

### 3 SIMULATION RESULTS

Figure 2 shows the simulation model used in the hot plastic forming simulation. The computational region is meshed with 128 x 128 crossed-triangle elements. The size of a finite
element is set to be $\Delta X = \Delta Y = 0.5 \mu m$. Since a two-slip system is assumed for simplicity, the crystal orientation is defined by the rotation angle $\theta$ as shown in Fig.2(b). The initial polycrystalline structure of the $\gamma$ phase consists twenty grains with random crystal orientations. These $\gamma$ grains are compressed up to strain of $\varepsilon = 0.2$ at a strain rate of $10^{-3}$ s$^{-1}$. In this study, we assume the plain strain problem and the periodic boundary condition. The temperature is assumed to be 1150 K which is lower than the recrystallization temperature of steels, 1173 K.

**Figure 2**: Simulation model for compression deformation of polycrystalline $\gamma$ phase and definition of crystal orientation $\theta$ in a two-slip system

**Figure 3**: Distributions of (a) crystal orientation and (b) stored energy in deformed $\gamma$ phase
Table 1: Parameters for \( \alpha \) nucleation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry coefficient, ( \varphi )</td>
<td>( 1.30 \times 10^{-6} ) J/m(^3)</td>
</tr>
<tr>
<td>Geometry coefficient, ( \varphi )</td>
<td>( 5.00 \times 10^{-8} ) J/m(^3)</td>
</tr>
<tr>
<td>Geometry coefficient, ( \varphi ) and ( \varphi )</td>
<td>( 2.10 \times 10^{-6} ) J/m(^3)</td>
</tr>
<tr>
<td>Zeldovich constant, ( Z )</td>
<td>0.05</td>
</tr>
<tr>
<td>Parameter, ( \lambda )</td>
<td>75</td>
</tr>
</tbody>
</table>

Figure 4: Distributions of (a) \( \alpha \) and \( \gamma \) grains and (b) carbon concentration during \( \gamma \)-to-\( \alpha \) transformation

Figure 3 shows the distributions of crystal orientation and stored energy in the deformed \( \gamma \) phase at different strains. As shown in Fig.3(b), the stored energy is increased with the increasing strain. In particular, the strain energy tends to concentrate near grain boundaries, because dislocations accumulate at the grain boundary. On the other hand, it is found that the region which exhibits high strain energy and large crystal rotation is formed with in some \( \gamma \) grain interiors. This indicates the deformation band is introduced in the \( \gamma \) phase by the plastic forming. Also, it is clearly shown that large crystal rotation is occurred in the deformed \( \gamma \) phase.

Based on the simulated deformed \( \gamma \) phase, the \( \gamma \)-\( \alpha \) transformation is simulated. The distributions of crystal orientation and stored energy shown in Fig.3 are mapped on the computational region for the MPF simulation. The initial temperature and initial carbon concentration of \( \gamma \) phase are set to be 1110 K and 0.2 wt\%, respectively. The parameters for the \( \alpha \) nucleation are summarized in Table 1. The computational region is meshed with 144 x 112 finite difference grid. The size of the grid is set to be \( \Delta x = \Delta y = 0.5 \) \( \mu \)m. In this simulation,
we assume the critical value of stored energy $E_{cri}$ for the $\alpha$ nucleation to be $E_{cri} = 15$ MPa, because it is difficult to determine this value from experiments.

Figure 4 shows the evolutions of $\alpha$ and $\gamma$ grains and the variation of carbon concentration during $\gamma$--$\alpha$ transformation. The temperature is decreased from 1110 K to 1010 K with cooling rate of $\Delta T = 5$ K/s. We can see that inhomogeneous nucleation of $\alpha$ phase is occurred during the continuous cooling. At 1090 K, it is found that some $\alpha$ grains are newly formed and these $\alpha$ grains tend to locate at grain boundary corner and edge. With decreasing temperature due to the cooling, more $\alpha$ grains are nucleated on the grain boundary face and the grain interior. According to the distribution of $\alpha$ phase at 1010 K, it is demonstrated that the formation of $\alpha$ phase is concentrated on the grain boundary of the $\gamma$ grains with large stored energy.

The uniaxial tensile test of the DP steel is conducted with the CPFEM based on the homogenization method. In this study, the RVE is modeled with the simulated microstructure shown in Fig.4(d). Here, the untransformed $\gamma$ phase after the continuous cooling is assumed to be transformed into uniform $\alpha'$ phase by quenching to room temperature. Size of the RVE is same as that of the computational domain for the MPFM simulation. In the tensile test, the system is deformed up to a true strain of 0.1 at a strain rate of $10^{-4}$ s$^{-1}$. Although the crystal structure of $\alpha$ and $\alpha'$ phases is body-centered cubic, we consider only 12 slip systems on the $\{110\}$ plane along <111> direction for simplicity. The material parameters and physical values for $\alpha$ and $\alpha'$ phases are listed in Table 2.

Figure 5 indicates the calculated macroscopic stress-strain (SS) curve of the DP steel. Similar to the experimental results, the obtained SS curve exhibits continuous yielding behavior and high strain hardening behavior.

<table>
<thead>
<tr>
<th>Parameter, $\omega_i$</th>
<th>1.0 (all componets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of burgers vector, $\vec{b}$</td>
<td>0.2624 [nm]</td>
</tr>
<tr>
<td>Initial dislocation density, $\rho_0$</td>
<td>$10^{-10}$ [1/m]</td>
</tr>
<tr>
<td>Shear modulus, $\mu$</td>
<td>80.7 [GPa]</td>
</tr>
<tr>
<td>Initial CRSS, $\tau_0^{(a)}$</td>
<td>200 [MPa] ($\alpha$ phase)</td>
</tr>
<tr>
<td></td>
<td>380 [MPa] ($\alpha'$ phase)</td>
</tr>
<tr>
<td>Strain rate sensitivity constant, $1/m$</td>
<td>0.05</td>
</tr>
<tr>
<td>Reference shear strain, $\dot{\gamma}_0^{(a)}$</td>
<td>0.001 [1/s]</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu$</td>
<td>0.345</td>
</tr>
<tr>
<td>Elastic constants, $C_{11}$, $C_{12}$, $C_{44}$</td>
<td>$C_{11} = 237$ [GPa]</td>
</tr>
<tr>
<td></td>
<td>$C_{12} = 141$ [GPa]</td>
</tr>
<tr>
<td></td>
<td>$C_{44} = 116$ [GPa]</td>
</tr>
</tbody>
</table>

Table 2: Material parameters for uniaxial tensile test
In this study, since we employ the homogenization method, not only the macroscopic mechanical response, but also the microscopic deformation behavior of the DP steel can be investigated. Figure 6 shows the distributions of the equivalent stress and equivalent plastic strain in the DP microstructure at different macroscopic strains ($\varepsilon = 0.02, 0.05$ and $0.10$), respectively. As shown in Fig.6(a), the stress is increased with increasing macroscopic strain and concentrated in the harder $\alpha'$ phase near the $\alpha/\alpha'$ interface. On the other hand, the plastic strain is generated along the aggregated softer $\alpha$ phase. The simulation results confirm that
the stress concentration at the $\alpha'$ phase is main mechanism of high strength and high strain hardening behavior of the DP steel.

4 CONCLUSIONS

- A numerical prediction method by combining the crystal plasticity finite element method, the multi-phase-field and the homogenization method is developed to predict the microstructure formation and the mechanical property of the DP steel efficiently.
- With a developed method, the $\gamma - \alpha$ transformation from the deformed $\gamma$ phase is simulated by the MPFM and the uniaxial tensile test of the DP steel by the CPFEM based on the homogenization method with the simulated microstructure.
- Through numerical simulations, the effects of the distribution of $\alpha$ phase on macro- and microscopic deformation behavior of the DP steel which includes the predicted microstructure are clarified.
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Abstract. We have attempted to comprehend the deformation behavior of amorphous metals by the local lattice instability analysis that discusses the positiveness of atomic elastic stiffness coefficients, $B^α_{ij}$, or the second-order derivatives of atomic energy composition. In the present study, we discuss the stability-switching, or transitions between $\det B^α_{ij} \geq 0$ and $\det B^α_{ij} < 0$, by the “probabilistic” fluctuation and the “deterministic” mechanical load. No-load equilibrium, tension, compression and simple shear are performed on an amorphous nickel by molecular dynamics simulations. The positive and negative stability-switching, or “stabilization” and “destabilization”, occur due to the “probabilistic” fluctuation even at the equilibrium state. The number of $\det B^α_{ij} < 0$ atoms shows almost constant while the distribution of $\det B^α_{ij} < 0$ atoms indicates different morphology at each observation time. Ratios of switched atoms with stability-switching under tension, compression and shear are larger than that under the equilibrium because the local structural relaxation produces simultaneously both positive and negative stability-switching. Atoms with negative and positive stability-switching show increases and decreases of atomic volume, respectively; while only positive switching shows the decreases in local volumes, evaluated with the atomic volumes of surrounding atoms within the cutoff radius, according to the incidence of “deterministic” structural changes.
1 INTRODUCTION

Amorphous metals have short and middle range order such as an icosahedral atomic-cluster [1, 2]. These atomic scale structures play important roles in the formability and deformability of amorphous metals. On the other hand, it is difficult to understand universally deformation behaviors of these in disordered or inhomogeneous structure. We have discussed the mechanical characteristic of local structure by local lattice instability analysis (LLIA) [3] in molecular dynamics (MD) simulations. LLIA is expected to extract the universal mechanism of deformation because the local stability on LLIA is consistently determined only by the positive definiteness of atomic elastic stiffness coefficients, $B^{ij}_\alpha$.

We have so far shown that amorphous metals have many $\det B^{ij}_\alpha < 0$ atoms even at the equilibrium state [4, 5] by LLIA. In our previous report [5], we have discussed the changes in $\det B^{ij}_\alpha < 0$ atoms in monatomic amorphous metals during uniaxial tension. Under the tension, it is considered from the comparison of stress components on $\det B^{ij}_\alpha \geq 0$ and $\det B^{ij}_\alpha < 0$ atoms that the local stress reduction occurs by transitions between each other. Then we have picked up atoms that have actually switched between $\det B^{ij}_\alpha \geq 0$ and $\det B^{ij}_\alpha < 0$. As a result, we have concluded that the stress relaxation is not caused by a straightforward image of “stabilization” or “destabilization”, but by “shuffle of atomic arrangement” which involves positive and negative stability-switching.

In the present study, we perform compression and simple shear in addition to tension. In order to explore further relationship between deformation and the stability-switching based on LLIA in amorphous metals, we discuss the stability-switching by the “probabilistic” fluctuation and the “deterministic” mechanical load, and evaluate the changes of atomic and local volume on the stability-switching.

2 LOCAL LATTICE INSTABILITY ANALYSIS

Wang et al. have proposed the evaluation of lattice stability at finite strain and temperature, on the basis of the positive definiteness of elastic stiffness coefficients [6, 7]. The elastic stiffness, or stress-strain, coefficients are written as [8]

$$B_{ijkl} \equiv \left( \frac{\partial \sigma_{ij}}{\partial \varepsilon_{kl}} \right) = C_{ijkl} + \frac{1}{2}(\sigma_{il} \delta_{jk} + \sigma_{jl} \delta_{ik} + \sigma_{ik} \delta_{jl} + \sigma_{jk} \delta_{il} - 2 \sigma_{ij} \delta_{kl}) ,$$  \hfill (1)

where $\delta_{ij}$ is Kronecker’s delta. The stress, $\sigma_{ij}$, and the elastic coefficients, $C_{ijkl}$, are defined as

$$\sigma_{ij} = \frac{1}{V} \left( \frac{\partial U}{\partial \eta_{ij}} \right) , \quad C_{ijkl} = \frac{1}{V} \left( \frac{\partial^2 U}{\partial \eta_{ij} \partial \eta_{kl}} \right) .$$  \hfill (2)

Here $U$ is the internal energy and $V$ is the volume of crystal at the equilibrium. Note that the differentiation in Eq. (2) is for the infinitesimal virtual strain, $\eta_{ij}$, at the equilibrium state under the external load. The $B_{ijkl}$ combines the stress and actual strain, $\varepsilon_{ij}$, from the load-free reference state. In the linear elasticity region, $B_{ijkl}$ is identical to $C_{ijkl}$.
but it is not equivalent in the nonlinear elasticity or finite strain region. That is, \( B_{ijkl} \) represents the gradient at the stress-strain surface in the six dimensional strain spaces, whether the system is in the linear or nonlinear elasticity. Thus we can easily imagine the physical meaning of the Wang’s stability criteria; it is the point where the crystal loses the deformation resistance. The symmetric part of the tensor of Eq. (1), \( B_{ijkl}^{\text{sym}} \equiv (B_{ijkl} + B_{lkji})/2 \), dominates the lattice stability [6, 7]. The symmetric tensor \( B_{ijkl}^{\text{sym}} \) is represented by the \( 6 \times 6 \) matrix, \( B_{ij} (i, j = 1 \sim 6) \), in the Voigt notation [8]. Thus the instability criterion could be written as \( \det B_{ij} < 0 \).

The system energy, \( E_{\text{tot}} \), can be divided into the contribution of each atom, \( E_\alpha \), in the framework of the embedded atom method (EAM) [9]. The atomic stress, \( \sigma_{ij}^\alpha \), and the atomic elastic coefficient, \( C_{ijkl}^\alpha \), are defined as the 1st and 2nd order derivatives of \( E_\alpha \) against local strain perturbation, respectively. Thus, we can calculate the atomic elastic stiffness coefficients, \( B_{ijkl}^\alpha \), at any time and configuration in the MD simulation, using Eq.(1). The symmetric part of \( B_{ijkl}^\alpha \) is also used for stability analysis, so that we denote the local instability condition as \( \det B_{ij}^\alpha < 0 \) \((i, j = 1 \sim 6)\), according to the Voigt notation.

### 3 SIMULATION PROCEDURE

An amorphous nickel is made by usual melt-quench simulation under the periodic boundary condition in all directions. The interatomic potential adopted is the EAM by Voter and Chen [10]. The total number of atoms is 108,000. A nickel crystal is melted during 10ps MD calculation at the temperature of \( T = 3000 \text{K} \). The temperature is quenched to 10K with the cooling rate of \(-5 \times 10^{13} \text{K/s}\). The no-load calculation is performed during 200ps at \( T = 10 \text{K} \) after the melt-quench simulation. Then, tension, compression and simple shear are applied on the amorphous nickel under the periodic boundary. The tension or compression is performed by uniform expansion or contraction of the distance of each atom in the \( z \)-direction. The strain rates of tension and compression are \( 1.0 \times 10^{8} \text{s}^{-1} \). The cell length in the transverse directions is also controlled to cancel the normal stress originated by the Poisson’s contraction/expansion. On the other hand, simple shear is performed by transition from the cubic cell to the monoclinic one. The cell length of \( x \) and \( y \) direction are fixed; and the system volume is unchanged during the shear deformation. The strain rate is also set to \( 1.0 \times 10^{8} \text{s}^{-1} \) in engineering strain. The temperature is kept at 10K by velocity scaling during all the deformations.

### 4 RESULTS AND DISCUSSION

#### 4.1 No-load calculation

Figure 1 shows a change in a potential energy during no-load calculation after the melt-quench simulation. The potential energy drastically decreases on the initial stage of the calculation because the structural relaxation continues from the melt-quench simulation. The decrease stops at 50ps, while there is a slight plateau of energy from 20ps to 30ps.
This change is caused by the nucleation of a fractional crystalline structure; only 0.1% atoms are evaluated as “crystal” by this change. The potential energy remains unchanged after 50ps. Thus, the amorphous nickel has reached an equilibrium state.

Figure 2 shows a change in the ratio of $\det B^\alpha_{ij} < 0$ atoms during the no-load calculation. We have evaluated the elastic stiffness coefficient, $B^\alpha_{ij}$, of all atoms on each 1ps. $N_{\text{inst}}/N$ is “momentary” ratio of $\det B^\alpha_{ij} < 0$ atoms, where $N_{\text{inst}}$ and $N$ are a number of $\det B^\alpha_{ij} < 0$ atoms and a total number of atoms, respectively. $N_{\text{inst}}/N$ slightly decreases from 0ps to 20ps on the initial stage, while there is no change of $N_{\text{inst}}/N$ by the nucleation of a crystalline structure. The ratio of $\det B^\alpha_{ij} < 0$ atoms seems mostly unchanged and vibrates at around 12.7% during the energy equilibrium after 50ps. Thus, the amorphous nickel contains many “unstable” atoms of $\det B^\alpha_{ij} < 0$ even in the no-load equilibrium, and the ratio is almost constant. Figure 3 shows snapshots of the amorphous nickel at $t = 100$ps

Figure 3: Distributions of $\det B^\alpha_{ij} < 0$ atoms at $t = 100$ps and 200ps in the no-load calculation.
and 200ps. Distributions of det$B_{ij}^a < 0$ atoms are indicated by red circles. There is no difference between atomic structure of Fig.3(a) and (b) because this amorphous metal has achieved equilibrium from $t = 50$ps. On the other hand, we can find a difference in the distribution of det$B_{ij}^a < 0$ red atoms. That is, although the ratio of det$B_{ij}^a < 0$ atoms is almost constant in Fig.2, it is not always true that the distribution of det$B_{ij}^a < 0$ is same. We can understand that the stability-switching such as det$B_{ij}^a \geq 0 \leftrightarrow$ det$B_{ij}^a < 0$ occurs even in the equilibrium state.

Then we have picked up atoms that have actually switched between det$B_{ij}^a \geq 0$ and det$B_{ij}^a < 0$ for each time interval of $\Delta t$. Figure 4 shows changes in ratios of these atoms, where $N_{posi}/N$ and $N_{nega}/N$ are the ratio of atoms with the positive change from det$B_{ij}^a < 0$ to det$B_{ij}^a \geq 0$ and the negative change from det$B_{ij}^a \geq 0$ to det$B_{ij}^a < 0$, respectively. We have evaluated the stability-switching by comparing of “momentary” values of det$B_{ij}^a$ before and after time intervals as $\Delta t =10$ps, 5ps or 10ps. $N_{posi}/N$ shown with heavy lines and $N_{nega}/N$ shown with thin lines are almost the same path. At the initial stage of relaxation before $t = 50$ps, ratios of $N_{posi}$ and $N_{nega}$ decrease and its decrease rate varies according to the evaluation time interval. This difference by the time interval disappears at 70ps. Moreover, all the ratios of $N_{posi}$ and $N_{nega}$ converges with 2.0% after 70ps. Two horizontal dotted lines describe upper and lower limits of the stability-switching after 70ps. We can understand that these ratios of stability-switching are caused by the “probabilistic” fluctuation such as the subtle change in local mechanical condition by the atomic perturbation or thermal vibration. Under the non-equilibrium state before 70ps, $N_{posi}/N$ and $N_{nega}/N$ show higher value than the upper limits under the equilibrium,
and vary according to the time interval because one-way stability-switching caused by “deterministic” nonequilibrium change is added to the ratio of the “probabilistic” changes.

4.2 Tension, compression and shear

Figure 5 shows stress-strain curves and changes in the ratio of $\det B_{ij}^\alpha < 0$ atoms under tension, compression and shear. The scale of stress is indicated in the right axis. Stress and strain in the compression are shown by absolute value for comparison. Stresses show linear increases on the initial stage in every deformation. Gradients of stress-strain curves in the tension and compression are almost the same. After the linear increase, stress-strain curves become nonlinear, and alternate between increase and decrease showing zigzag response. We have evaluated $\det B_{ij}^\alpha < 0$ of all atoms at each 5ps, which correspond to the strain of 0.0005. Ratios of these atoms, $N_{\text{inst}}/N$, show the increasing tendency in every deformations. On the other hand, the ratio in tension shows a peak around $\varepsilon_{zz} = 0.037$ shown with a vertical broken line in Fig.5(a).

Figure 6 indicates the changes in the ratio of atoms that show stability-switching. As shown in Fig.4, we investigate the switching of positiveness of $\det B_{ij}^\alpha$ for several time intervals. In this figure, $\Delta t = 5$ps and 10ps, or $\Delta \varepsilon_{zz}, \Delta \gamma_{zx} = 0.0005$ and 0.001, are selected as intervals for comparison of $\det B_{ij}^\alpha$. Stress-strain curves are also shown. Horizontal dotted lines describe upper and lower limit of the stability-switching under the equilibrium state (Fig.4). Changes in $N_{\text{posi}}/N$ and $N_{\text{nega}}/N$ are shown by heavy lines and thin ones, respectively; while they are almost same just like in the no-load calculation of Fig.4. However, note that the accumulation of slight difference between them leads increase of $\det B_{ij}^\alpha < 0$ atoms under deformations (Fig.5). $N_{\text{posi}}/N$ and $N_{\text{nega}}/N$ stay in the upper and lower zone of equilibrium state in the initial stage. Then, they jump up from the upper limits around vertical dash-dotted lines shown with (A), and vary according to the time interval. These strains correspond with transition points from linear to nonlinear on stress-strain curves. After these strain, the tension and compression show larger ratios of stability-switching than the upper limit of equilibrium state. On the other hand, the ratios under the shear sometimes return to ratio zone of the equilibrium state. The $N_{\text{posi}}/N$ and $N_{\text{nega}}/N$ jump up again from the upper limits at vertical dash-dotted lines in Fig.6(c). The gradient of stress-strain curve also changes at these points. If we assume the ratio of “probabilistic” stability-switching is not changed under the deformation, the increase beyond the upper dotted line suggests the incidence of “deterministic” stability-switching by structural changes such as collapses of atomic cluster shown in our previous report [4]. In addition, occurrences of “deterministic” structural change induce differences of stability-switching according to time intervals, as shown in the non-equilibrium of Fig.4. In tension and compression of Figs. 6(a) and (b), the difference by time intervals after (A) almost disappear at vertical dash-dotted lines. Gradients of stress-strain curves also change at these lines. These suggest that the stress relaxation is caused by “shuffle of atomic arrangement” which involves positive and negative stability-switching simultaneously. Vertical dashed lines indicate the remarkable peak of $N_{\text{posi}}/N$ and $N_{\text{nega}}/N$. These
Figure 5: Changes in the ratio of \( \det B_{ij}^0 < 0 \) atoms and stress-strain curves under the tension, compression and shear.

Figure 6: Changes in the ratio of atoms that have switched their stability for \( \Delta t \) and stress-strain curves under the tension, compression and shear.
correspond with the valley of stress-strain curves because stress relaxations weaken due to reduction of the shuffles.

We have considered a relationship between the local deformation and the stability-switching. Figures 7 and 8 show (a) the magnitude and direction of migration of each atom with small vector and (b) the distribution of atoms that have switched between \( \det B_{ij}^\alpha \geq 0 \) and \( \det B_{ij}^\alpha < 0 \), during \( \varepsilon_{zz} = 0.035 \sim 0.037 \) in the tension and \( \gamma_{xz} = 0.055 \sim 0.056 \) in the shear, respectively. These periods just correspond to spans from the onset point of the increment of \( N^{\text{posi}} \) and \( N^{\text{nega}} \), as shown with vertical dash-dotted lines in Fig.6, to the peak points of stress-strain curves. The trajectory and distribution
are shown only thin part in the simulation cell, in which the atoms show the largest migration during these periods. Colored circles in Figs.7(b) and 8(b) are atoms with stability-switching only once for each strain interval of 0.0005 during these observation periods; green atoms have negatively switched and blue ones have positively done. Some atoms switch their stabilities more than once, but these are mainly caused by probabilistic changes. Thus, these atoms are not shown in Figs.7(b) and 8(b) because we want to understand the relationship between the local deformation and the stability switching. We can find remarkable atom rearrangements as shown with ellipsoids in Figs.7(a) and 8(a). These regions have many atoms with stability-switching in Figs.7(b) and 8(b). This demonstrates that the “shuffle of atomic arrangement” simultaneously produce both positive and negative stability-switching. Note that these periods are before the peaks of stress-strain curves. The emergence of these local events leads to the global deformation. It is suggested the possibility that we can evaluate the origin of global deformation by the observation of the stability switching.

4.3 Volume changes by the stability-switching

In order to understand structural changes by the stability-switching, we evaluated a volume change of Voronoi polyhedron of each atom under tension, compression and shear. Voronoi polyhedra are determined by nearest neighbor atoms of center atom. Thus, we can regard the Voronoi volume, \( V_\alpha \), as an atomic volume of atom \( \alpha \). Variations of Voronoi volume by the stability-switching are determined as follows;

\[
\Delta V_{\text{posi}}^\alpha = \frac{1}{N_{\text{posi}}} \sum_i \{ V_i(t) - V_i(t - \Delta t) - \Delta V_{\text{all}}^\alpha \},
\]

\[
\Delta V_{\text{nega}}^\alpha = \frac{1}{N_{\text{nega}}} \sum_i \{ V_i(t) - V_i(t - \Delta t) - \Delta V_{\text{all}}^\alpha \},
\]

where \( N_{\text{posi}} \) and \( N_{\text{nega}} \) are the number of atoms with positive and negative stability-switching for the time interval of \( \Delta t \). \( \Delta V_{\text{all}}^\alpha \) is determined by a system volume, \( V \), as

\[
\Delta V_{\text{all}}^\alpha = \frac{1}{N} \sum_i \{ V_i(t) - V_i(t - \Delta t) \} = \frac{1}{N} \{ V(t) - V(t - \Delta t) \}.
\]

We uniformly remove the effect due to affine deformation from each atom because the system volume changes under the tension and compression. \( \Delta V_{\text{all}}^\alpha \) in the shear is zero, all of the time. Figure 9 shows changes in \( \Delta V_{\text{posi}}^\alpha \) and \( \Delta V_{\text{nega}}^\alpha \) under the tension, compression and shear. The interval for evaluation of stability-switching is \( \Delta t = 10\text{ps} \), or \( \varepsilon_{zz}, \gamma_{xz} = 0.001 \). Vertical lines shown in Fig.6 are indicated again in this figure. Shapes of the changes in \( \Delta V_{\text{nega}}^\alpha \) are similar to those in the ratio of stability-switching previously shown in Fig.6, while \( \Delta V_{\text{posi}}^\alpha \) are opposite in sign to \( \Delta V_{\text{nega}}^\alpha \). So that, the volume increase and decrease are induced by the negative and positive stability-switching, respectively.
Magnitudes of $\Delta V_{\alpha}^{\text{posi}}$ and $\Delta V_{\alpha}^{\text{nega}}$ rise just behind vertical dash-dotted lines as shown by arrows, and peaks of these also correspond with dashed lines. It is suggested that the volume change by “deterministic” stability-switching are larger than that by “probabilistic” one. Volume changes of $\Delta V_{\alpha}^{\text{posi}}$ and $\Delta V_{\alpha}^{\text{nega}}$ almost get balanced out each other because ratios of $N_{\text{posi}}$ and $N_{\text{nega}}$ almost coincide with each other.

We can understand the volume change of an atom by the stability-switching. On the other hand, structural changes on the amorphous metal occur in dozens of atoms, as shown in Figs.7 and 8. We evaluate the changes in local volume around atoms with the stability-switching,

$$
\Delta V_{\text{rc}}^{\text{posi}} = \frac{1}{N_{\text{posi}}} \sum_{i}^{N_{\text{posi}}} \sum_{j}^{N_{\text{rc}}} \{ V_{j}(t) - V_{j}(t - \Delta t) - \Delta V^{\text{all}}_{\alpha} \}
$$

$$
\Delta V_{\text{rc}}^{\text{nega}} = \frac{1}{N_{\text{nega}}} \sum_{i}^{N_{\text{nega}}} \sum_{j}^{N_{\text{rc}}} \{ V_{j}(t) - V_{j}(t - \Delta t) - \Delta V^{\text{all}}_{\alpha} \}
$$

(5)

where $N_{i}^{\text{rc}}$ is the number of atoms in a sphere centering on atom $i$ at time of $t$. A radius of this sphere is 0.48nm, which correspond with a cutoff radius for calculation of EAM interaction. Thus, $\Delta V_{\text{rc}}^{\text{posi}}$ and $\Delta V_{\text{rc}}^{\text{nega}}$ mean volume changes of the spherical region around atoms with negative and positive stability-switching. Figure 10 shows changes in the $\Delta V_{\text{rc}}^{\text{posi}}$ and $\Delta V_{\text{rc}}^{\text{nega}}$ under the tension, compression and shear. $\Delta V_{\text{rc}}^{\text{nega}}$ has a tendency of volume increase, and $\Delta V_{\text{rc}}^{\text{posi}}$ do that of volume decrease; however, these are not symmetric about the $x$-axis. Values of $\Delta V_{\text{rc}}^{\text{posi}}$ exhibit a clear declining trend just behind vertical dash-dotted lines as shown by arrows, and almost peaks of these correspond with dashed lines. On the other hand, we cannot find clear correspondences between $\Delta V_{\text{rc}}^{\text{nega}}$ and vertical lines. Here, these changes in $\Delta V_{\text{rc}}^{\text{posi}}$ are not caused by only an atomic volume change of the center atom. Note that scales of $y$-axis in Fig.10 are larger than those in Fig.9. Thus, the positive stability-switching, or “stabilization”, produces a local volume decrease with surrounding neighbor atoms. Both positive and negative stability-switching under the deformations occur at the same region, as previously shown in Figs.7 and 8. Thus the negative stability-switching occurs in order to absorb the volume decrease by the stabilization.

5 CONCLUSIONS

In order to explore further relationship between deformation in amorphous metals and changes in the atomic stability determined by the positiveness of atomic elastic stiffness coefficients, $B_{ij}^{\alpha}$, we have discussed stability-switching as $\det B_{ij}^{\alpha} < 0 \leftrightarrow \det B_{ij}^{\alpha} \geq 0$ in an amorphous nickel under several deformations. First, $\det B_{ij}^{\alpha}$ of all atoms are evaluated during the no-load calculation after the melt-quench simulation. The negative and positive stability-switching occur due to the “probabilistic” fluctuation even at the equilibrium state, and the number of $\det B_{ij}^{\alpha} < 0$ atoms shows almost constant while the distribution
Figure 9: Changes in variation of atomic volume by the stability-switching under the tension, compression and shear.

Figure 10: Changes in variation of local volume by the stability-switching under the tension, compression and shear.
of $\det B_{ij}^\alpha < 0$ atoms changes from time to time. Then, tension, compression and simple shear are applied on the amorphous nickel in order to discuss the stability-switching by “deterministic” mechanical load. We have revealed the following facts: (1) The number of $\det B_{ij}^\alpha < 0$ atoms shows the increasing tendency under deformations. (2) Ratios of atoms with stability-switching under deformations is larger than that under the equilibrium because the local structural relaxation produces simultaneously both positive and negative stability-switching. (3) Atoms with negative and positive stability-switching show increases and decreases of atomic volume, respectively. Moreover, magnitude of both volume changes rise according to the incidence of “deterministic” stability-switching. (4) The negative and positive stability-switching also produce increases and decreases of local volume, evaluated with the atomic volumes of surrounding atoms within the cutoff radius, respectively; while only positive switching shows the correspondence between the change of local volume and the incidence of “deterministic” stability-switching.
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Abstract. The finite element method (FEM) is widely used for structural analysis in engineering. In order to predict the behaviour of structures realistically, it is important to understand and to describe the material behaviour. Therefore, extensive material tests have to be conducted. For highly inelastic materials, such as uncured rubber, the characterisation of the behaviour requires a quite complex rheology. Rheological models are used to describe time-dependent mechanical material behaviour (stress-strain-time dependencies). The mapping of the real material behaviour by such models is only possible with restrictions. However, the evaluation of these models at each integration point within the FEM needs time consuming internal iterations in most cases. In order to describe the material behaviour without model restrictions and to reduce computational cost, the aim of this work is the development of a procedure which enables structural analyses without a specific constitutive material model. In this paper, a neural network is used in order to describe uncured rubber behaviour as a model-free approach.

1 INTRODUCTION

Rubber products are essential components of technical systems for example in mobility. Tires, braking systems and engines are not imaginable without rubber parts. Elastomeric material mainly consists of natural or synthetic rubber. Other ingredients are e.g. sulphur,
carbon black, softener and antioxidants. All these components influence the properties and the behaviour of rubber material significantly. Rubber material is temperature dependent. For low temperature, the constitutive behaviour is nearly elastic whereas for rising temperature, rubber offers a viscoelastic feature. Irreversible deformation occurs for higher temperature or for large deformations. Beside, rubber material withstands large deformations with little damage effects. It is a thermal and electrical isolator and has a huge damping capacity. Hence, rubber material is a useful and flexible applicable material.

Rubber develops its intended properties after curing under high pressure and temperature. Before the curing process starts, the uncured rubber is formed into a mould in order to obtain the designated shape of the product. Mostly, this forming process of uncured rubber takes place in a curing press. A monitoring of this process is difficult and quite expensive.

Using simulation tools based on the finite element method (FEM) enables a visualisation of such forming processes. In order to predict the behaviour of forming procedures within the FE simulation realistically, it is important to understand and describe the behaviour of green rubber material. Uncured rubber is characterised by elastic, plastic and viscous constitutive response. The constitutive behaviour can be analysed by appropriate material tests. Viscoelasticity is characterised by time- and history-dependent behaviour (see [1, 2, 3, 4]). If a specimen of viscoelastic material is loaded by a constant stress, the strain within the specimen will grow over time (creep). The stress within the same specimen will decrease over time (relaxation) if it is loaded at a constant strain. For a realistic description of the elastomer, extensive compression, tensile and pure shear tests are conducted to generate different states of loading. The viscous effects are characterised by means of relaxation and cyclic tests. Furthermore, the irreversible part of the deformation is determined with the help of a special kind of tensile test.

Usually, specific material models are developed, which are able to represent the constitutive behaviour. The selection and validation of adequate material models as well as the development of new formulations is often time consuming. Highly inelastic materials, such as uncured rubber, are characterised by a quite complex rheology. The time-dependent mechanical behaviour (stress-strain-time dependencies) is described by rheological models. In most cases, these approaches require time consuming internal iterations at each integration point within the FE procedure. After the selection of a suitable model, its parameters have to be identified. The identification is realised by parameter fitting procedures which are in fact an optimisation process.

The selection and development of a material model as well as the identification of material parameters require a lot of computational cost and manpower. Furthermore, the material models are an idealisation of reality and, therefore, this representation is always a reduction of properties and information. Additionally, the computational cost due to internal iteration within the rheology of the material model slow down FE simulations significantly. Hence, the goal of the authors’ work is the development of a procedure which
enables structural analyses without an explicit constitutive approach. Such a procedure can be used for different types of materials and, hence, the development of different models for different materials is no longer required. In this approach, the material behaviour is described by an artificial neural network (ANN). Commonly, ANN are used for different tasks in engineering [5], e.g. response surface approximation, parameter and system identification. Here, the representation of material behaviour by ANN and the implementation into the FEM are of interest (see e.g. [6]). For the description of time-dependent material behaviour, the authors’ decided to use a recurrent neural network (RNN) [7]. The architecture of these ANN enable the consideration of inelastic time-dependent material features. The network parameters are identified using directly data (representing stresses and strains) obtained from tests. One benefit of this approach is the reduction of computational cost, because no internal iteration at the integration points is required. RNN can be adapted to different kinds of constitutive behaviour, which reduces the development time for material representations. Additionally, a higher accuracy is expected because of the direct implementation of material test results into the FE model with no reduction of information.

2 EXPERIMENTAL INVESTIGATIONS

The material properties of an uncured rubber can be observed by appropriate material tests. For an intensive study of the following material tests, it is referred to [8]. A realistic description of material properties requires extensive testing. Therefore, tensile, compression, and shear tests are carried out. In Figure 1, the specimens of the different material tests are shown. All types of specimen are punched and cut out of rubber plates with a thickness of 2 mm and 6.3 mm, respectively.

The tensile tests are conducted using a standardised specimen [9]. In the middle of this
specimen, the cross-sectional area is smaller than at its edge, in order to preserve a uniaxial state of stress. The displacements of the undisturbed and uniform deformation region of the specimen are measured by an external displacement transducer. The reference length \( l_0 \) of the undisturbed region is 15 mm. The complete test equipment is shown in Figure 2a. In order to obtain the temperature dependency of the material, all tests are pursued at three different temperatures \( (T = 25^\circ C, 65^\circ C \text{ and } 105^\circ C) \). At first, single stage tensile tests are conducted until breaking elongation is achieved. Inelastic properties can be obtained under consideration of cyclic and relaxation tests. Every cyclic test consists of five load cycles. One load cycle consists of a loading phase and a following unloading period. The unloading is completed when the measured force is equal to zero. After every cycle, the strain is increased by 20\%. Hence, the maximum strain of the specimen within the cyclic test is 100\%. The relaxation tests take place in three load steps. At the beginning of every load step, the strain is increased by 30\%. After achieving the current load level, the strain is kept constant for 900 s. Within that time, stress relaxation takes place. Finally, a cyclic test with a holding time after the unloading of every cycle is conducted. The holding time is 240 s. Within this time, the viscoelastic part of deformation is reversed and only the irreversible deformation is stored in the material. Under consideration of these material tests, the irreversible and viscoelastic part of deformation can be quantified.

The compression tests are carried out with cylindrical specimen. The diameter is 28 mm and the total height is 18.9 mm. The contact surface between the specimen and the testing machine is rough. By means of physical and numerical tests, it is shown that within the specimen a uniaxial state of stress exists for a strain up to −40\%. The test equipment is presented in Figure 2b. Also for the compression tests, single stage and cyclic tests are carried out. The single stage tests have a maximum strain of −75\%. The cyclic tests consist of seven load cycles. In every load cycle, the strain increases by −10\% and, hence, the maximum strain within this test series is −70\%.

Figure 2: Test equipment for: (a) tensile test; (b) compression test; (c) simple shear test
Finally, simple shear tests are developed in order to gain information on the uncured rubber material behaviour for a different state of stress. The used specimen is a cuboid with a square base area (20 mm × 20 mm) and a height of 6.3 mm. Two of these specimen are fixed in the frame of the test equipment (compare Figure 2c). Between the two specimen, a rough aluminum plate is placed. The frame is fixed and the aluminum plate is loaded. The distance between the frame and the aluminum plate is defined as the opening. During the different shear tests, the opening has a value of 4 mm and 5 mm, respectively. For this kind of material test, also single stage tests and a cyclic test are carried out. Within the single stage tests, the aluminum plate is driven by 5 mm and the total displacement of the plate within the cyclic test is 5.3 mm. The cyclic test consists of five load cycles and, hence, the displacement of the aluminum plate increases by 1.06 mm for every load cycle.

3 MATERIAL DESCRIPTION BY ARTIFICIAL NEURAL NETWORKS

3.1 Recurrent neural networks

Recurrent neural networks enable, among others time-dependent approximations of different classes of structural analysis. The computation is time efficient and, hence, it can be used especially for the approximation of time-dependent structural behaviour (see e.g. [10, 11]). Here, a RNN is used instead of a material model in a FEM code.

For the formulation of stress-strain-time dependencies, a network architecture according to [7] is used. These RNN consist of $M$ layers (input, $M-2$ hidden and output layer). Each layer $m$ has a number of neurons, which are linked by synaptic connections to the neurons of the following layer $m+1$. The number of input and output neurons is defined by the number of strain and stress tensor components. For 3D material formulations, six input and six output neurons are required. The experimentally obtained data series are discretised into equidistant time steps $n$. In each time step, the $j=1,\ldots,6$ strain components are transferred to input signals $[n]x_j^{(1)}$ and the output signals $[n]x_k^{(M)}$ of the network define the $k=1,\ldots,6$ stress components. The hidden and the output neurons are connected additionally to context neurons in order to capture time-dependent material behaviour. This approach enables to consider all $j=1,\ldots,6$ current strain components and the whole strain history for the computation of each stress component of time step $n$.

The signals of RNN are computed layer by layer. The output signal of neuron $k$ in layer $m$ is obtained by

$$[n]x_k^{(m)} = \varphi \left( \sum_{j=1}^{J} [n]x_j^{(m-1)} \cdot w_{kj}^{(m)} + \sum_{i=1}^{I} [n]y_i^{(m)} \cdot c_{ki}^{(m)} + b_k^{(m)} \right).$$

The argument of the activation function $\varphi$ contains the sum of all input signals $[n]x_j^{(m-1)}$ of the previous layer multiplied by the weights $w_{kj}^{(m)}$, the sum of all context signals $[n]y_i^{(m)}$
multiplied by the context weights $c_k^{(m)}$ and the bias value $b_k^{(m)}$. Various types of activation functions can be used (see e.g. [12]). In this application, the area hyperbolic sine activates the hidden neurons and a linear function is selected for the output neurons.

The output signals of the context neurons are computed by the previous output signal of the hidden or output neuron $i$ multiplied by the memory factors $\gamma_i^{(m)}$ and the previous context signal $[n-1]y_i^{(m)}$ multiplied by the feedback factor $\lambda_i^{(m)}$ summarised by

$$[n]y_i^{(m)} = [n-1]x_i^{(m)} \cdot \gamma_i^{(m)} + [n-1]y_i^{(m)} \cdot \lambda_i^{(m)}.$$ (2)

The memory factors and the feedback factors are defined as values of the interval $[0, 1]$. A feed forward network is obtained as a special case of the presented RNN, if all memory factors are zero.

The analytical determination of the algorithmic tangential stiffness for the element stiffness matrix requires to evaluate the partial derivatives

$$[n]C_{kj} = \frac{z_k^{sc}}{x_j^{sc}} \cdot \frac{\partial [n]x_k^{(M)}}{\partial [n]x_j^{(1)}}$$ (3)

of the output signals $[n]x_k^{(M)}$ with respect to the input signals $[n]x_j^{(1)}$. The parameters $x_j^{sc}$ and $z_k^{sc}$ are scaling factors of the input and output signals, respectively. The partial derivatives are computed by multiple applications of the chain rule (see [12]). They can be computed layer by layer similar to the output signals.

### 3.2 Modification of neural network output quantities for application in FEM

Within the RNN approach, input quantities are mapped onto system responses (output quantities). For the introduced application of the RNN, the elements of the strain tensor (input quantities) are mapped onto the elements of the stress tensor (output quantities). The usage of a RNN instead of a material model requires a modified strain and stress tensor as input and output quantities. This adaptation of the strain and the stress tensor is necessary to ensure an interaction between FEM and RNN. In order to solve the non-linear and inelastic FE problem, an incremental iterative solution is employed.

The used FE code needs the Cauchy stress tensor $[n]\sigma$. All stress and strain tensors of the following derivation are tensors at the time step $n$. For simplification, the index of the time step $[n]$ is omitted in the tensor notation.

In classical continuum mechanics, the Cauchy stress tensor $\sigma$ (b) can be given in dependency on the Finger tensor $b = F F^T$. The dilatation $J = \det F$ is an indicator for the compressibility of the material. For $J \approx 1$, the material is nearly incompressible. The dilatation is given in dependency on the deformation gradient $F$. The Cauchy stress tensor $\sigma$ is mainly calculated by the Finger tensor $b$ and, therefore, the Finger tensor should be used as input of the RNN and the scaled output signals $z_k^{sc} \cdot [n]x_k^{(M)}$ deliver Cauchy stresses $\sigma$. In order to preserve the functionality of the RNN, the inputs $x_j^{sc} \cdot [n]x_j^{(1)}$ are substituted by the difference of Finger tensor and identity tensor $b - 1$.
The tangent moduli

\[
\mathbf{c} = 2 J^{-1} \frac{\partial \mathbf{\sigma}}{\partial \mathbf{b}} J \mathbf{b}^{-1}
\]  
(4)

are defined as the derivatives of the Cauchy stress tensor \( \mathbf{\sigma} \) with respect to the Finger tensor \( \mathbf{b} \). Finally, the tangent moduli in the current configuration

\[
\mathbf{c} = 2 J^{-1} \mathbf{b} \left( J \mathbf{b}^{-1} \cdot \frac{\partial \mathbf{\sigma}}{\partial (\mathbf{b} - \mathbf{I})} : \mathbf{I} + \mathbf{\sigma} \cdot \frac{1}{2} \left( \mathbf{b}^{-1} \otimes \mathbf{b}^{-1} - J \mathbf{b}^{-1} : \mathbf{I} \cdot \mathbf{b}^{-1} \right) \right) \cdot \mathbf{b}
\]  
(5)

are derived in dependency on the partial derivatives of the network outputs with respect to the network inputs \( \partial \mathbf{b}^{-1} \mathbf{\sigma} \), the Cauchy stress tensor, the Finger tensor and the forth order identity tensor \( \mathbf{I} \). The derivative \( \partial \mathbf{b}^{-1} \mathbf{\sigma} \) is equivalent to the tangential stiffness \( [n] C_{kj} \) of the RNN. The Cauchy stress tensor and the derivatives are obtained from the RNN algorithm. These output quantities can be used directly to calculate the tangent moduli \( \mathbf{c} \) in Eq. (5) which is consistent with the FEM.

### 3.3 Verification of approach by FE simulations

The described approach has to be verified via FE simulations. If the RNN is able to represent the behaviour of a real rubber material, then it has to represent also the behaviour of a non-linear elastic material model. Here, the Yeoh material description [13] is chosen as one typical model. The typical upturn at large strain can be represented by the Yeoh formulation.

Within a training procedure, the unknown network parameters, i.e. the weights, the bias values and the context weights, have to be determined. These unknowns are chosen by the comparison of training data and network responses. The aim of the training is to find network parameters which provide a minimised difference between training data and network response. A more detailed explanation of the training algorithm is given in Section 3.5.

In this example, 2000 different states of strain are randomly found. The corresponding stresses are calculated by the chosen Yeoh material model. Hence, 2000 different states of strain and corresponding stresses define the data set of 2000 strain-stress dependencies. Subsequently, the data set is divided into two parts. 1000 strain-stress dependencies are used for the training and the other 1000 are used in order to validate the quality of the identified network parameters. This kind of validation is a part of the training procedure.

After the implementation of the authors’ approach, explained in Section 3.1 and 3.2, two different examples are carried out for verification. The conducted uniaxial tensile and shear test are pictured in Figure 3. The geometry of the uniaxial test sample is a cuboid with a square base area of 4 mm × 4 mm and a height of 20 mm. It is discretised by 40 solid elements with 8-nodes per element. The boundary conditions enable a uniaxial behaviour of the test sample. The load is applied in two steps. In the first step, the top of the test sample is driven by 20 mm in y-direction (see Figure 3) and, in the second step,
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Figure 3: FE simulations: uniaxial and shear test

the top is deformed into the initial condition. The geometry of the shear test sample is a cube with an edge length of 20 mm. Here, likewise 8-node solid elements are used for discretisation. The shear test sample consists of 125 elements. The nodes at the top and at the bottom of the shear test sample are fixed in all three directions. The shear test also consists of two load steps. In the first step, the top of the test sample is deformed by 20 mm in x-direction (see Figure 3) and, in the second step, the top is driven back into the initial condition.

In Figure 4, results of the simulation using Yeoh material formulation and the RNN are shown for the tensile and shear test. The pictured stress-time dependencies represent the stresses in the middle of the test samples. For the uniaxial test, the stress $\sigma_{22}$ in loading direction is chosen for the comparison of the two approaches. The shear component $\sigma_{12}$

Figure 4: Comparison of Yeoh material model and RNN approach
is used to compare both shear test results. The differences between the two formulations are marginal in both cases. The behaviour of the Yeoh model can be represented by the RNN.

The training of the RNN delivers quite good results. The consideration of additional state of strains, especially with a focus on shear strains, even would improve the training and, therefore, the simulation results. For this example, the quality of the RNN is acceptable. It could be shown, that the approach is ready for implementation into a FE code.

3.4 Preparation of material test results for training of neural network

The usage of the RNN instead of a material model for a real material requires the training of the network parameters in dependency on the material behaviour. All training data are based on the results of the material tests (compare with Section 2). Therefore, the material test results have to be prepared for training of the neural network.

The testing machines deliver time-dependent displacements $u$ and forces $F$. For all uniaxial tests, the strain $\varepsilon = u/l_0$ is equal to the ratio of displacement and reference length. The stretch $\lambda$ is equal to the sum of 1 and the strain $\varepsilon$. The stress component $P_u$ is defined as the ratio of the force $F$ and the reference cross-sectional area $A_0$ of the specimen. For the interpretation of shear tests, the shear angle and the shear stress are necessary. The required shear angle $\gamma = u/S_b$ is the ratio of the displacement $u$ of the test machine and the opening $S_b$ (see Figure 5). The shear stress $P_s$ is calculated by dividing the measured force $F$ by the square base area ($20 \text{mm} \times 20 \text{mm}$) of the specimen.

Uncured rubber material is nearly incompressible. Hence, the deformation gradient is defined as

$$
F = \begin{bmatrix}
\lambda & \gamma & 0 \\
0 & \lambda^{-1/2} & 0 \\
0 & 0 & \lambda^{-1/2}
\end{bmatrix}.
$$

Based on this deformation gradient, the Finger tensor can be calculated. For the uniaxial tests, the shear angle $\gamma$ is set to zero and for the shear tests, the stretch $\lambda$ is equal 1. The required Cauchy stress tensor $\sigma = J^{-1} P F F^T$ is a function of the deformation gradient $F$ and the first Piola-Kirchhoff stress tensor $P$. The component $P_{11}$ of the first Piola-Kirchhoff stress tensor $P$ is equal to the force in uniaxial direction $P_u$ and the component $P_{12}$ is equal to the shear stress $P_s$. 

![Figure 5: Shear angle in dependency of displacement $u$ and opening $S_b$](image-url)
3.5 Training and validation results

The determination of the unknown network parameters is achieved by a training procedure. This training procedure is an optimisation approach, comparable to identification tools for material parameter fitting. Therefore, the differences between test results and output values of the RNN are computed for all output neurons. The sum of these differences is equal to the objective function which has to be minimised by the optimisation procedure. Before the optimisation and training, respectively, starts, test data are divided into two parts. One part of data is used for the training and the other data set is used to validate the network quality.

In Figure 6, results of the network training and validation are shown for a uniaxial state of stress at a temperature of 25°C as an example. The stresses $\sigma_{11}$ of the main loading direction versus time are plotted for four different tests. One single stage and one cyclic tensile test as well as single stage and one cyclic compression test are used. The cyclic tensile test has been used for validation. For the training, the other three test results are employed. The three tests which have been used for the training deliver quite good results. Especially, the time dependency of the cyclic tests can be represented by the RNN in an adequate way. Whereas the first three cycles of the validation curve match very well, it differs for the last two cycles.

The presented training and validation are first results. The improvement of the training results and the application of the RNN in complex FE simulations will be shown.

![Figure 6: Stress-time dependency: material tests, training and validation results](image-url)
4 CONCLUSIONS

- The characterisation of material behaviour of uncured rubber requires an intensive study and extensive material tests. For each structural analysis (e.g. FE simulation), a realistic description of the material is fundamental in order to obtain realistic and consistent results.

- The feasibility of the usage of an RNN to substitute a classical continuum mechanical material model within the FEM is shown. A required modification in order to gain consistent tangent moduli and the appropriate preparation of the material test results for the training are explained. The application of the RNN instead of a material model could be shown by first FE simulations.

- Finally, first results of the functionality of the RNN are presented. Training and validation are shown for a representative state of strain.

- The neural network approach can be extended further to consider temperature dependencies of the uncured rubber.
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Abstract. Direct manufacturing technology using Selective Laser Sintering (SLS) on thermoplastic powders allows obtaining final parts in a short time, with classical polymer density and a high flexibility of shape and evolution of parts. The physical base of this process is the coalescence of grains, which initiates the densification of powder during SLS. This study presents a 2D C-NEM simulation of the whole process. We firstly focus on the chosen method and its advantages. We present the simulation details and validate the modeling through a 2D infinite cylinders coalescence simulation. The mesh of the grain interface is continuously adapted to the local curvature to better capture the coalescence phenomenon. We are able to simulate the sintering of twelve particles laying on a support within some hours.

1 INTRODUCTION

1.1 Selective laser sintering process

Polymer Parts obtained by direct manufacturing with laser sintering technology present porosities [1] which significantly reduce their mechanical resistance [2]. This porosity is due to the air between polymer powder grains which remains trapped into the material while polymer is melting. As the process needs to be performed with temperature variations, air
volume evolutions have to be taken into account, influencing directly the density of the material. It is also important to be able to predict the conditions in which porosity volume will be minimal.

The important material parameters acting in the process are the viscosity, the surface tension and the laser absorbivity of the polymer.

Parts manufacturing by SLS is difficult for some reasons. Firstly, the polymer powder degrades while performed in the machines [3] maintained at high temperatures for some hours. It is also difficult to predict the polymer solidification, which depends on the cooling conditions as semicrystalline polymers are mainly used [4].

Among all articles cited here, it appears that the main controllable process parameters influencing the final material can be classed in order of importance [5]: layer thickness, laser speed, pre-heating powder bed temperature and laser power (most important). Some of these results have been confirmed through a finite element model [6]. Some other parameters are discussed as laser beam diameter, hatch distance and layering conditions. It seems clear that the use of a CO2 laser (10.6 μm) to melt the polymer powder is recommended.

All these parameters are often connected. For example, when particle size is decreased, the layering becomes difficult [4]. Among all articles cited here, studies concerning the influence of each process parameters and their relation on the final material can be found.

In parallel to the experiences, it is important to simulate the process for a better understanding of the parts characteristics. Simulating the process will enable to choose the best parameters for the manufacturing and predict the performances of SLS polymer parts, and as soon as the simulation is functional, have this information faster.

1.2 Physics of coalescence

The first coalescence model has been made by Frenkel [7] and improved a few years later by Eshelby [8]. Describing the evolution of the coalescence with three parameters (Figure 1), the neck radius $y$, the particles radius $a$, and the angle $\theta$, they could quite well predict the evolution of the coalescence phenomenon in time (Equation 1).

$$\frac{\tau}{\alpha} = \sin\left(\frac{1}{\tau}\right)$$

They could show that the coalescence is driven by the surface tension $\Gamma$ while the viscosity $\eta$ and the initial particles radius $a_0$ slow the phenomenon, introducing a dimensionless time $\tau$ (Equation 2).

$$\tau = \frac{t\Gamma}{\eta a_0}$$

![Figure 1: Shape of two cylinders during coalescence - Definition of parameters.](image)

Other works have been done later [9,10] by taking into account a viscoelastic behaviour for
The presence of numerous necks on a particle induces effects in the kinetics of coalescence. It has been shown experimentally that the arrangement of particles has an effect on the coalescence rate [11].

1.3 Coalescence simulations

Finite element simulations of capillary driven flows have been done to evaluate the influence of grain sizes and several growing necks on particles.

One of the first finite element simulations [12] from 1995 is based on axisymmetric isothermal assumptions and shows the influence of multiples aligned particles in the coalescence phenomenon.

The first 3D finite element simulation of complicated initial geometries [13] confirmed the necessity to go further to understand the sintering of particles. In parallel to the previous study, authors presented [14] very well numerical difficulties like mesh distortions for large deformations (fluids) and front tracking methods. These methods are very useful in the cases of capillary flows to well describe the interface but can induce border inaccuracy and wrong surface tension evaluation. Furthermore, sintering problems seems to induce difficulties in convergence of iterative methods due to the matrix form and the mesh distortion increases these difficulties, then, it is necessary to remesh the domain. However, it is difficult to remesh a border which has no analytical definition.

Rotomolding process presents similarities to SLS. Main differences are the heating conditions, the polymer in SLS process melted by the laser action, from the free side of the powder layer. A study presents a isothermal simulation of the densification of spheres [15] trying to characterize the evolution of the air trapped into the material. The size of particles and rheology of material influence the bubbles size and the air trapped into cavities is supposed to diffuse through the polymer after the closure of cavities.

Finally, studies [16,17,18] show that the polymer viscoelasticity has an influence at the early stage of coalescence. Globally, the elasticity influence seems not to have a strong effect on the coalescence rate.

1.4 Objectives

The aim of this work is to simulate the SLS process in 2D to study the coalescence of a significant set of grains and to be able to know if the simulation can be extended to the 3D.

We first present all the details of our computation and results. To validate the modelling, we simulate the isothermal coalescence of two same size particles and compare it to a 2D coalescence model based on Frenkel-Eshelby 3D one. Then the coalescence of a set of grains is simulated in anisothermal conditions.

2 MODELLING LASER SINTERING

2.1 C-NEM Simulation

The C-NEM method [19,20] (Constrained Natural Element Method) is mainly based on usual Voronoï cells around nodes. The main advantage of this method is to take into account, in streams interpolations, the participation of all nearest neighbours around a point on the
domain. As a consequence, the mesh is not constrained as it is in a current finite element method (FEM). Performing FEM, it is important to have no distorted elements in the mesh. The remeshing of the whole domain is frequently needed, which is computer time consuming. In a C-NEM computation, the nodes can move without any problem and is also well adapted for process simulations, as the domains have often large deformations.

The C-NEM method used here is defined by the fact that the velocity is interpolated by constrained Sibson natural element shape functions \( \phi \) while the pressure \( P \) is assumed constant by cell interpolated by the shape functions \( \psi \). The weak formulation integration is done by nodal integration and the velocity gradient is done using the SCNI method (Stabilized Conform Modal Integration).

Taking this into account, the problem is discretized and the velocity \( u \), pressure \( p \) and temperature \( T \) expressions are developed (Equations 3, 4, 5) with their nodal values.

\[
\begin{align*}
    u(x, y) &= \sum_{i=1}^{Nd} \phi_i \begin{pmatrix} U_i \\ V_i \end{pmatrix} = N^T U = \begin{pmatrix} \phi_1 & 0 & \ldots & \phi_k & 0 & \ldots & \phi_N & 0 \\ 0 & \phi_1 & \ldots & 0 & \phi_k & \ldots & 0 & \phi_N \end{pmatrix} \begin{pmatrix} U_1 \\ V_1 \\ \vdots \\ U_k \\ V_k \\ \vdots \\ U_N \\ V_N \end{pmatrix} \\
p(x, y) &= \sum_{i=1}^{Nd} \psi_i P_i = N^T P = \begin{pmatrix} P_1 \\ \vdots \\ P_k \\ \vdots \\ P_N \end{pmatrix} \\
T(x, y) &= \sum_{i=1}^{Nd} \phi_i T_i = N^T T = \begin{pmatrix} T_1 \\ \vdots \\ T_k \\ \vdots \\ T_N \end{pmatrix}
\end{align*}
\]

where \( x \) and \( y \) are the coordinates on the domain, \( U_i \) and \( V_i \) the nodal velocities on \( \vec{x} \) and \( \vec{y} \), \( T_i \) the nodal temperature, \( \phi_i \) and \( \psi_i \) the nodal shape functions and \( Nd \) the number of nodes.

### 2.2 Basic equations

In high viscosities capillarity flows, velocities are very small, then inertial terms can be neglected and the polymer can be considered as a Newtonian viscous fluid.

The basic equations which drives the fluid movements are given (the local equilibrium - Equation 6) using the deformation tensor \( D \) (Equation 7).

\[
\begin{align*}
    \nabla \cdot \sigma + f_d &= 0 \\
    \sigma &= -p I + 2\mu D \\
    \nabla \cdot V &= 0
\end{align*}
\]

where \( \sigma \) is the strain tensor, \( f_d \) the volume force in the domain, \( D \) the deformation tensor and \( \mu \) the viscosity.

\[
D = \begin{pmatrix}
    \frac{\partial u}{\partial x} & \frac{1}{2} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \\
    \frac{1}{2} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) & \frac{\partial v}{\partial y}
\end{pmatrix}
\]
2.3 Computation of equations on the discretized domain

The basic equations are integrated on the domain introducing the variational formulation (Equation 8,9) depending on the vectors U and P.

\[
\int_{\Omega} \left[ 2\mu U^T B U \right] \left[ B^T I N^T d\Omega \right] = 0
\]

where \( \kappa \) is the local curvature and \( n \) the normal vector on the surface.

\[
U^T \left[ \int_{\Omega} B^T I N^T d\Omega \right] P = 0
\]

By introducing the vector \( \bar{U} \) (Equation 10) which enables to regroup all the degrees of freedom in one vector, the system can be defined with one matrix (Equation 11).

\[
\bar{U}^T K \bar{U} = \bar{U}^T F = 0
\]

Details on the matrix K and the vector F are given in Equations 12 and 13.

2.4 Displacement boundary limit conditions

During SLS simulation, the displacement boundary limit conditions will be set by representing the true limit conditions of the powder tray. The three rigid body displacements are blocked.

However, to be able to simulate the coalescence of particles with no displacement boundary limit conditions, three Lagrangian conditions (Equations 14,15,16) are added in the
system, Equation 11 is used to block the 3 rigid body movements. The two translations on x and y are blocked through a global condition on the displacement of the domain, which has to be null (Equations 14, 15).

\[ \sum_{i=1}^{N_d} V_{ol_i} U_i = 0 \]  
\[ \sum_{i=1}^{N_d} V_{ol_i} V_i = 0 \]

where \( V_{ol_i} \) is the Voronoï cell area in 2D, around node \( i \).

The z rotation is blocked through a global condition on the rotation of the domain (Equation 16).

\[ \sum_{i=1}^{N_d} \left( \frac{\sum_{i=1}^{N_d} (zGM_i)}{\left\| GM_i \right\|^2} \right) = 0 \]

where \( G \) is the gravity center of the domain, which remains constant during the coalescence, \( u_i \) the velocity of the node \( M_i \).

As fluids are considered, the global conditions on all nodes are needed to not deform the domain.

### 2.5 Time step calculation

While simulating coalescence, a too large time step induces small inaccurate local curvatures on the border. This induces bad movements which influence the rest of the simulation.

The time step is also constrained with movements, by limiting the local rotation of the two segments joining each node of the border to an angle value of some degrees.

### 2.6 Cavities (Volume, Pressure)

At the beginning, the pressure was set on the border of the domain. The air in the cavities was assumed compressible and cavities presented oscillating volume variations. To avoid these problems, the only solution was to strongly decrease the time step.

Simulating the sintering of a Polyamide 12 of about 1000 Pa.s of viscosity, no significant pressure variations were observed in cavities. The pressure will also be assumed constant.

We decided to use the perfect gas law, calculating the cavities volumes at each time step according to the temperature variation.

Knowing the theoretical volume of the cavity, a Lagrangian condition is created in the system (Equation 17) for each cavity, imposing its derivative.

\[ \frac{dV_{ol}}{dt} = \frac{1}{2} \sum_{i=1}^{N_d} \left[ \frac{U_i}{V_i} \Lambda (x_i_{i+1}) - \frac{U_{i+1}}{V_{i+1}} \Lambda (y_i_{i+1}) \right] \]

where \( x_i \) and \( y_i \) are the components of the velocity of the node \( i \).

As the time step is linked to the velocity of the nodes, it is not determined before the resolution of the system and the time step is chosen as the maximum value on some precedent time steps to avoid node oscillations.

### 2.7 Mesh

Node density should not be important except on the border of the domain to well take into
account the surface tension. The initial mesh is indeed adapted to the curvature on the border, nodes are created and deleted depending on the local curvature during the simulation.

### 2.8 Surface tension modeling

The surface tension effect (Equation 18) has to be discretized.

\[
F_{\text{tension}} = \int_{\partial \Omega} \mathbf{F} \cdot \mathbf{n} \, dS
\]  

(18)

The nodal curvature is determined by the radius of the circle passing by the considered node and its two neighbors (Figure 2).

![Figure 2: Surface tension calculation on discretized domain](image)

### 2.9 Numerical details

The system to solve (Equation 19) presents three degrees of freedom per node (U,V,P).

\[
K \mathbf{U} = \mathbf{F}, \mathbf{U} = (U, V, P)...
\]  

(19)

The iterative methods GMRES and PCG were used but it was difficult to get the convergence. We separate the pressure and the velocity (Equation 20,21), and add a compressible coefficient of \(10^6\) Pa.s into the matrix C to keep the quasi-incompressible behavior of the polymer.

\[
\begin{pmatrix}
A & B^T & C \\
B^T & C^{-1} & 0 \\
C P & G & 0 \\
\end{pmatrix}
\begin{pmatrix}
\mathbf{U} \\
\mathbf{P} \\
G \\
\end{pmatrix}
= 
\begin{pmatrix}
\mathbf{F} \\
0 \\
G \\
\end{pmatrix}
\]  

(20)

\[
\mathbf{A} \mathbf{U} + \mathbf{B} \mathbf{P} = \mathbf{F}
\]

\[
\mathbf{B}^T \mathbf{U} + \mathbf{C} \mathbf{P} = \mathbf{G}
\]

\[
\mathbf{P} = \mathbf{C}^{-1} \mathbf{G} - \mathbf{C}^{-1} \mathbf{B}^T \mathbf{U} \rightarrow \mathbf{A} \mathbf{U} + \mathbf{B} \mathbf{C}^{-1} \mathbf{G} - \mathbf{B} \mathbf{C}^{-1} \mathbf{B}^T \mathbf{U} = \mathbf{F}
\]

(21)

The system obtained has a length of 66\% of the initial one (Equation 22) and iterative methods converge well to the solution.

\[
\mathbf{(A} - \mathbf{B} \mathbf{C}^{-1} \mathbf{B}^T) \mathbf{U} = \mathbf{F} - \mathbf{B} \mathbf{C}^{-1} \mathbf{G}
\]

(22)

This method gives the same results than considering that the polymer is compressible in the local equilibrium equations.

The displacements of the nodes are calculated through a Taylor development at second order (Equation 23) by calculating the acceleration on two time steps (Equation 24).

\[
\mathbf{X}(\mathbf{t} + \mathbf{dt}) = \mathbf{X}(\mathbf{t}) + \mathbf{v}(\mathbf{t}) \mathbf{dt} + \mathbf{\gamma}(\mathbf{t}) \frac{\mathbf{dt}^2}{2}
\]  

(23)

\[
\mathbf{\gamma}(\mathbf{t}) = \frac{\mathbf{v}(\mathbf{t}) - \mathbf{v}(\mathbf{t} - \mathbf{dt})}{\mathbf{dt}}
\]  

(24)

### 2.10 Heating conditions

SLS process is performed in a complex transient thermal situation. The temperature is set on the stage and the vertical sides (Figure 3). Air convection at the upper surface of the polymer is modelled by a heat exchange coefficient. The laser heats the material during its
pass. The polymer coalescence is considered in the studied area.

The cavities are supposed not to exchange energy, and their temperatures are calculated by a mean calculation on their surface and nodal temperatures. Their temperature changes induce volume changes, pressure assumed constant (Section 2.6).

The viscosity, which is dependent on the temperature, is applied through an Arrhenius law (Equation 25), and its maximum value (solid material) is limited with a high viscosity of 10,000 Pa.s, which seems to be enough to limit coalescence.

\[ \mu(T) = K e^{\frac{E}{RT}} \] (25)

As done for the mechanical behaviour of the polymer (U,V,P), a thermal numerical resolution of the temperature of the domain is performed beginning with the local equilibrium equation (Equation 26).

\[ \lambda \Delta T + P = \rho c \frac{\partial T}{\partial t} \] (26)

where \( \lambda \) is the thermal conductivity, \( P \) the heat source, \( \rho \) the volume mass and \( c \) the heat capacity.

By introducing three parameters (Equation 27), and performing a variational formulation on the domain, the system to solve and its details are obtained (Equation 28 & 29):

\[ \begin{align*}
    b &= \frac{P}{\rho c} \\
    k &= \frac{\lambda}{\rho c} \\
    \varphi &= -\lambda \nabla T
\end{align*} \] (27)

\[ \begin{align*}
    M^\dot{T} &= -K \dot{T} + B \\
    K &= k \int_{\Omega} \left( \frac{\partial N}{\partial x} \frac{\partial N^T}{\partial x} \right) d\Omega \\
    B &= -\frac{1}{\rho c} \int_{\partial\Omega} N \phi \cdot n \, d\Gamma + \int_{\Omega} Nb \, d\Omega \\
    M &= \int_{\Omega} NN^T \, d\Omega \\
    \dot{T} &= \frac{\partial T}{\partial t}
\end{align*} \] (28)

Evaluating the derivative of temperature with time by a Taylor development at order 1 (Equation 30), the new nodal temperature (Equation 31) is calculated by an implicit method.
2.11 Laser action

The first test was to set a volume action into the whole height of the polymer to validate the principles, and then a more realistic model has been employed by applying a Gaussian repartition of the power flux on the surface [21].

It was necessary to find the nodes directly under laser beam (Figure 4).

![Figure 4: Nodes under laser action (Black)](image)

The idea of the algorithm is the following. Working on the free surface of the domain, nodes are considered from the left to the right. Firstly cut the whole top surface exposed on one part to the laser, in different sections, depending on the x displacements changes (left to right and right to left) and under the edges of the laser field. Then identify all sections likely to be exposed to laser (surface whose direction is from left to right). Among these sections, determine which of the nodes under the laser is the highest, and begin the work from the section containing this node. All the nodes which will be considered here are under direct laser action. To the left (respectively to the right), and until crossing the laser beam boundary, identify whether the laser boundary is on the section or not. If not, proceed to the next section considering respectively the first node of next section as the first node of the section which is on the left (respectively right) of the last one of the studied section, and repeat the same work on the new section until crossing the laser demarcation. Finally, consolidate all the sections made by more than one node and manage some details on the sections extreme nodes, depending on whether the sections go up or down.

The laser time steps are adapted and the possibility to interpose movements during the laser pass is considered.

3 SIMULATION RESULTS

The simulation is computed on Matlab. The functions which have to be rapid (hydrodynamic and rigid matrix creation) are function written in C language called in Matlab.

3.1 Two cylinders coalescence

The first simulation is performed on the isotherm coalescence of two infinite cylinders in
order to validate the simulation [22]. A 2D model has been developed and the coalescence parameters \( \psi \) and \( \alpha \) have been defined on the simulation to try to represent as well as possible the model. Good agreements were found between the model and the simulation.

### 3.2 Process simulation

We finally simulated the process taking into account the parameters exposed in Table 1 on a Polyamine 12. Applying the laser action on a non heated domain (Figure 5), it is seen that the laser/material interaction conduces to very high temperatures (15000°C) and it has been confirmed on COMSOL. The laser power has also been decreased from 5 W (normal SLS power) to 5.10\(^{-7}\) W to obtain a more realistic increase of temperature under laser action of about 100 °C to 200°C. This decrease of power induces the necessity to heat the domain from the sides to melt the polymer and see an evolution of the melting.

![Figure 5 Laser action on polymer](image)

<table>
<thead>
<tr>
<th>Process parameters</th>
<th>Value</th>
<th>Material parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial polymer temperature</td>
<td>150 °C</td>
<td>Cylinders diameter</td>
<td>100 ( \mu )m</td>
</tr>
<tr>
<td>Border temperature</td>
<td>350 °C</td>
<td>Polymer Thermal conductivity</td>
<td>0.25 W.m(^{-1}).K(^{-1})</td>
</tr>
<tr>
<td>Air temperature</td>
<td>150 °C</td>
<td>Polymer density</td>
<td>1100 Kg.m(^{-3})</td>
</tr>
<tr>
<td>Exchange convection coefficient</td>
<td>13 W.m(^{-1}).k(^{-1})</td>
<td>Air density</td>
<td>1.2 Kg.m(^{-3})</td>
</tr>
<tr>
<td>Laser power</td>
<td>5.10(^{-7}) W</td>
<td>Gravity</td>
<td>9.81 m.s(^{-2})</td>
</tr>
<tr>
<td>Laser beam diameter</td>
<td>200 ( \mu )m</td>
<td>Surface Tension</td>
<td>0.03 N.m(^{-1})</td>
</tr>
<tr>
<td>Laser velocity</td>
<td>1 m.s(^{-1})</td>
<td>Polymer heat capacity</td>
<td>1700 J.Kg(^{-1}).K(^{-1})</td>
</tr>
<tr>
<td>Laser reflectivity</td>
<td>4 %</td>
<td>Arrhenius K (PA 12)</td>
<td>3.5*10(^{6})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arrhenius E (PA 12)</td>
<td>75647</td>
</tr>
</tbody>
</table>

Our results are presented simulating the sintering of 12 particles of Polyamide 12 lying on a support (Figure 6). The domain is heated from the bottom and the sides. The heat exchange with the air occurs. After 5 seconds, the laser is passing from the left to the right very rapidly (some ms), and symmetric displacements conditions are applied on both sides.

The principles are validated and the calculation specificities are exposed in table 2. Depending on the chosen parameters, mesh and time step conditions particularly, the calculation time can be much different, but results may be inaccurate. The best parameters are difficult to find at this time and work must be done to choose them.
Furthermore, as the laser action is false and induces a high temperature on some local nodes, the movements become very high due to discontinuities and very low values of viscosities. This induces very small displacement time steps to limit local movements, which increase a lot the calculation time. The calculation presents 700 time step before laser pass (5s), 4500 time step during laser pass, and 2000 for the next 5 seconds. Without laser action, the same simulation gives a calculation time of 5.92 hours for 4362 time step.

Table 2: Calculation specificities for the presented simulation

<table>
<thead>
<tr>
<th>Matlab</th>
<th>R2009B 64 bits</th>
<th>Nodes in final mesh</th>
<th>4381</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows</td>
<td>7 64 bits</td>
<td>Number of movement time step</td>
<td>9067</td>
</tr>
<tr>
<td>RAM memory</td>
<td>DDR3 3*8 Go</td>
<td>Calculation duration</td>
<td>8.9 h</td>
</tr>
<tr>
<td>Processor</td>
<td>Intel Core i7-950</td>
<td>Laser pass calculation duration</td>
<td>0.57 h</td>
</tr>
<tr>
<td>Motherboard</td>
<td>ASUS P6T7</td>
<td>Volume conservation</td>
<td>100.0097 %</td>
</tr>
</tbody>
</table>

12 CONCLUSIONS

Selective laser sintering process is a complicated process in which thermal conditions are never the same for each layer. However, in chosen conditions, we are able to simulate the process in spite of the laser/material interaction, which has now to be improved.

At this time, the main difficulties consisted to obtain the iterative methods convergence, a well adapted mesh depending on the curvature, and the better choice on the time step to avoid to large mesh deformation inducing mesh distortions and next calculations.

After performing experiments with a CO2 laser on polymer powder to characterize a Beer-Lambert law for the laser/material interaction, we will program it and begin simulations of multi grains conditions in 2D. In parallel, we will perform experiments on multi grains layers of polymer powders in a heat chamber to compare the simulation results with the experiments, and identify the multigrain influence on coalescence.
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Abstract. Enormous progress has been made during recent years in the phenomenological modelling of soft tissue. In general, three important softening phenomena associated with biological tissues may be distinguished. First, there is the dependence of the mechanical response on the previously attained maximum load level. This is quite similar to the well-known Mullins effect in rubber-like materials. Another typical phenomenon known as permanent set is characterized by residual strains after unloading. Finally, there is the softening behaviour resulting from fibre rupture and matrix disruption associated with material damage. There are several phenomenological constitutive models able to describe the failure of soft tissues from a macroscopic point of view. In this contribution a three-dimensional micro-sphere-based constitutive model for anisotropic fibrous soft biological tissue is presented, including elastic anisotropy as well as inelastic effects (softening, preconditioning and damage). The link between micro-structural inelastic contribution of the collagen fibers and macroscopic response is achieved by means of computational homogenization, involving numerical integration over the surface of the unit sphere. In order to deal with the random distribution of the fibrils within the fiber, a von Mises probability function is incorporated, and the mechanical behavior of the fibrils is defined by an exponential-type model. The inelastic effects in soft biological tissues were modeled by internal variables that characterize the structural state of the material.

1 INTRODUCTION

Enormous progress has been made during recent years in the phenomenological modelling of soft tissue. In general, three important softening phenomena associated with biological tissues may be distinguished. First, there is the dependence of the mechanical response on the previously attained maximum load level. This is quite similar to the
well-known Mullins effect in rubber-like materials. Another typical phenomenon known as permanent set is characterized by residual strains after unloading. Finally, there is the softening behaviour resulting from fibre rupture and matrix disruption associated with material damage [15, 3, 30].

There are several constitutive models able to describe the failure of soft tissues [17, 20, 25, 40, 5, 34, 37, 36, 38, 21, 11]. Balzani et al. [5] assumed that discontinuous damage occurs in arterial walls and mainly along the fiber direction. Rodriguez et al. [34, 33] introduced a stochastic-structurally based damage model for fibrous soft tissues. Only a few constitutive models have been derived to describe the loading-unloading softening behavior of soft tissues [15, 10, 33, 12, 29, 21, 31]. Franceschini et al. [15] and Horgan and Saccomandi [19] proposed an isotropic pseudoelastic model for soft tissues using isotropic and anisotropic elastic strain energy functions respectively. Calvo et al. [10] proposed an uncoupled directional damage model for fibred biological soft tissues that considers different damage evolutions for the matrix and for the different fiber families. In Li and Robertson [21] two damage mechanisms are coupled in a multiplicative manner. Peña et al. [31] showed that continuum damage mechanics models can reproduce the softening behavior during unloading or reloading only for low dissipative effects. Ehret and Itskov [12] presented a model that reproduces the softening behavior including all the tissue dissipative effects (permanent set also). However, the main drawback of this model is its use of non-standard invariants that leads to a very complicated approach. The model is not able to reproduce the damage process. Peña and Doblare [29] present a very simple pseudo-elastic anisotropic model to reproduce the softening behavior exhibited in soft biological tissues without permanent set. However the pseudo-elastic model is not able to reproduce the failure region as a result of the bond rupture and complete damage while Continuum Damage Mechanics (CDM) and other models can. Finally, Peña [27] developed a phenomenological model that includes all these phenomena in a macro-structural approach.

The high complexity of biological tissues requires mechanical models that include information of the underlying constituents and look for the physics of the whole processes within the material. This behavior of the micro-constituents can be taken into macroscopic models by means of computational homogenization. It is in this context where the microsphere-based approach acquires high relevance. [24], [23] and [16] used the microsphere approach with emphasis on elastomers. Later [2] focus on the anisotropy of the soft biological tissues.

In this contribution a three-dimensional micro-sphere-based constitutive model for anisotropic fibrous soft biological tissue is presented, including elastic anisotropy as well as inelastic effects (softening, preconditioning and damage). The link between microstructural inelastic contribution of the collagen fibers and macroscopic response is achieved by means of computational homogenization, involving numerical integration over the surface of the unit sphere. In order to deal with the random distribution of the fibrils within the fiber, a von Mises probability function is incorporated, and the mechanical behavior of
the fibrils is defined by an exponential-type model. The inelastic effects in soft biological tissues were modelled by internal variables that characterize the structural state of the material.

## 2 MICROSTRUCTURAL APPROACH FOR HYPERELASTIC MEDIA

### 2.1 KINEMATICS

Let $B_0 \subset \mathbb{E}^3$ be a reference or rather material configuration of a body $B$ of interest. The notation $\varphi : B_0 \times T \to B_t$ represents the one to one mapping, continuously differentiable, transforming a material point $X \in B_0$ to a position $x = \varphi(X, t) \in B_t \subset \mathbb{E}^3$, where $B_t$ represents the deformed configuration at time $t \in T \subset \mathbb{R}$. The mapping $\varphi$ represents a motion of the body $B$ that establishes the trajectory of a given point when moving from its reference position $X$ to $x$. The two-point deformation gradient tensor is defined as $F(X, t) := \nabla_X \varphi(X, t)$, with $J(X) = \det(F) > 0$ the local volume variation. It is sometimes useful to consider the multiplicative decomposition of $F$

$$F := J^{1/3} I \cdot \bar{F}. \quad (1)$$

Hence, deformation is split into a dilatational part, $J^{1/3} I$, where $I$ represents the second-order identity tensor, and an isochoric contribution, $\bar{F}$, so that $\det(\bar{F}) = 1$ [14]. With these quantities at hand, the isochoric counterparts of the right and left Cauchy-Green deformation tensors associated with $\bar{F}$ are defined as $
abla: \bar{C} := \bar{F}^T \cdot \bar{F} = J^{-2/3} C$. Furthermore, let $r$ be a vector in the reference configuration. The so called push-forward operator, associated to the motion, maps this vector field in $\bar{t} \in \Omega$, in the deformed configuration. Assuming that $r$ is affected only by the isochoric part of $F$

$$\bar{t} = \bar{F} \cdot r = J^{-1/3} t \quad \text{with} \quad \|\bar{t}\| = \bar{\lambda} = J^{-1/3} \|t\|, \quad (2)$$

where $\bar{t}$ represents the isochoric push-forward of the material vector $r$ and $\bar{\lambda}$ the isochoric stretch in the direction of $r$ [18].

### 2.2 HYPERELASTIC FRAMEWORK

The free energy density function is given by a scalar-valued function $\Psi$ defined per unit reference volume in the reference configuration and for isothermal processes. [14] postulated the additive decoupled representation of this SEDF in volumetric and isochoric parts as

$$\Psi = \psi_{vol} + \psi_{ich}. \quad (3)$$

As discussed in the introduction, soft biological tissues are a highly non-linear anisotropic materials. To differentiate between the isotropic and the anisotropic parts, the free energy density function can be split up again as

$$\Psi = \psi_{vol} + \psi_{iso} + \psi_{ani}, \quad (4)$$
where $\Psi_{\text{vol}}$ describes the free energy associated to changes of volume, $\Psi_{\text{iso}}$ is the isotropic contribution of the free energy (usually associated to the ground matrix) and $\Psi_{\text{ani}}$ takes into account the isochoric anisotropic contribution (associated to the fibers) [35]. This strain-energy density function must satisfy the principle material frame invariance

$$\Psi(C, M, N) = \Psi(Q \cdot C, Q \cdot M, Q \cdot N) \text{ for all } [C, Q] \in [S^3_+ \times Q^3_+] .$$

The second Piola-Kirchhoff stress tensor is obtained by derivation of (3) with respect to the right Cauchy-Green tensor [22]. Thus, the stress tensor consists of a purely volumetric and a purely isochoric contribution, i.e. $S_{\text{vol}}$ and $S_{\text{ich}}$, so the total stress is

$$S = S_{\text{vol}} + S_{\text{ich}} = 2 \frac{\partial \Psi_{\text{vol}}(J)}{\partial C} + 2 \frac{\partial \Psi_{\text{ich}}(\tilde{C}, M, N)}{\partial C}$$

$$= 2 \left[ \frac{\partial \Psi_{\text{vol}}(J)}{\partial J} \frac{\partial J}{\partial C} + \frac{\partial \Psi_{\text{ich}}(\tilde{C}, M, N)}{\partial \tilde{C}} \frac{\partial \tilde{C}}{\partial C} \right] = J p C^{-1} + 2 \sum_{j=1,2,4,6} P : \frac{\partial \Psi_{\text{ich}}}{\partial \tilde{I}_j} \frac{\partial \tilde{I}_j}{\partial C} .$$

where the second Piola-Kirchhoff stress $S$ consists of a purely volumetric contribution and a purely isochoric one. Moreover, one obtains the following noticeable relations $\partial C J = \frac{1}{2} J C^{-1}$ and $P = \partial C \tilde{C} = J^{-2/3}[I - \frac{1}{3} C \otimes C^{-1}]$. $P$ is the fourth-order projection tensor and $I$ denotes the fourth-order unit tensor, which, in index notation, has the form $I_{ijkl} = \frac{1}{4} \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}$. Application of the fourth-order projection tensor $P$ furnishes the physically correct deviatoric operator in the Lagrangian description, so that $[P : (\cdot)] : C = 0$ [13]. Note that it is possible to obtain the Cauchy stress tensor by applying the push-forward operation to (6) $\sigma = J^{-1} \chi_4(S)$ [22].

Based on the kinematic decomposition of the deformation gradient tensor, the tangent operator, also known as the elasticity tensor when dealing with elastic constitutive laws, is defined in the reference configuration as

$$C = 2 \frac{\partial S(C, M, N)}{\partial C} = C_{\text{vol}} + C_{\text{ich}} = 4 \left[ \frac{\partial^2 \Psi_{\text{vol}}(J)}{\partial C \otimes \partial C} + \frac{\partial^2 \Psi_{\text{ich}}(\tilde{C}, M, N)}{\partial \tilde{C} \otimes \partial \tilde{C}} \right] .$$

Note that its spatial counterpart of (7) is obtained from the application of the push-forward operation to (7) $c = J^{-1} \chi_4(C)[8]$.

### 2.3 MICROSPHERE BASED MODEL

During the last years the most widely used approach for modeling anisotropy in soft tissues has been representing fiber directions by means of an invariant formulation. Lately, the use of statistical distributions has increased, being this latter also adopted in the present work. Furthermore, a microsphere-based approach has been used at a micro scale level. The microsphere approach tries to capture micro-structural information and transfer it into the macroscopic behavior via a homogenization scheme over the unit sphere $\mathbb{U}^2$. In this approach, $\mathbb{U}^2$ is discretized into $m$ directions $\{r^i\}_{i=1..m}$ that are weighted by factors...
\{w^i\}_{i=1,...,m}, \text{ where } \langle \mathbf{r} \rangle \approx \sum_{i=1}^{m} w^i \mathbf{r}^i = 0 \text{ and } \langle \mathbf{r} \otimes \mathbf{r} \rangle \approx \sum_{i=1}^{m} w^i \mathbf{r}^i \otimes \mathbf{r}^i = \frac{1}{3} \mathbf{I}. \text{ So an integral over the unit sphere } \mathbb{U}^2 \text{ can be approximated by }
\langle \mathbf{\bullet} \rangle = \frac{1}{4\pi} \int_{\mathbb{U}^2} \mathbf{\bullet} dA \approx \sum_{i=1}^{m} w^i \mathbf{\bullet}^i. \quad (8)

The term $4\pi$ is a normalization factor, result of the surface integral $\int_{0}^{\theta} \int_{0}^{\phi} \sin(\theta) d\theta d\phi$ over the unit sphere. The unit vectors can be expressed in terms of the spherical coordinates $\theta \in [0, \pi)$ and $\phi \in [0, 2\pi)$ as $\mathbf{r} = \sin(\theta)\cos(\phi)\mathbf{e}_x + \sin(\theta)\sin(\phi)\mathbf{e}_y + \cos(\phi)\mathbf{e}_z$ with \{\mathbf{e}_x, \mathbf{e}_y, \mathbf{e}_z\} the reference Cartesian system. Previous works [6, 1, 2] have used and compared different number of integration directions for isotropic and anisotropic functions and, in view of the results therein, 368 directions will be used in all the problems simulated in this work that demonstrated to provide sufficiently accurate results for relatively highly anisotropic materials (see [1]).

As detailed above, the anisotropic part of the SEDF is related to the fibers in the material. In a general situation with $N$ families of fibers the anisotropic part of the SEDF can be expressed as

$$\Psi_{\text{ani}} = \sum_{j=1}^{N} \Psi_{j}^f = \sum_{j=1}^{N} \left[ \frac{1}{4\pi} \int_{\mathbb{U}^2} n\rho_f \psi_f dA \right]_j,$$

where $\Psi_{j}^f$ is the strain energy density function for the $j$-nth fiber family, $n$ the chain density, $\rho_f$ a statistical value associated with the fibrils dispersion and $\psi_f$ the free energy density function of the fibril. We will adopt an affine assumption for the integration directions (compare [24]), in spite of the model used for the micro fibers, as for example a non-affine eight-chain model [4]. Since an analytical integration of (9) is not possible in general, a discretization of this equation is used

$$\Psi_{\text{ani}} \approx \sum_{j=1}^{N} \left[ \sum_{i=1}^{m} n\rho_i w^i \psi(\bar{\lambda}_i) \right],$$

where $\bar{\lambda}_i$ and $\psi(\bar{\lambda}_i)$ are the stretch ratio and the free energy density function associated to each integration direction.

In order to obtain the macroscopic contribution to the Kirchhoff stresses and the elasticity tensor for a family of fibers, the SEDF has been written in terms of stretches, rather than the classical invariant’s function [26]. The equations for the Kirchhoff stress and the elasticity tensors in the spatial configuration are expressed as:

$$\mathbf{\tau}_f = \sum_{i=1}^{m} [n\rho_i \psi'_i \bar{\lambda}_i^{-1} \bar{\mathbf{t}} \otimes \bar{\mathbf{t}}] w^i$$

and

$$\mathbf{c}_f = \sum_{i=1}^{m} [n\rho_i [\psi''_i - \psi'_i \bar{\lambda}_i^{-1}]] \bar{\lambda}_i^{-2} \bar{\mathbf{t}} \otimes \bar{\mathbf{t}} \otimes \bar{\mathbf{t}} \otimes \bar{\mathbf{t}} w^i. \quad (12)$$
where $\psi'_i$ and $\psi''_i$ are the first and second derivative of the fibril energy function with respect to $\lambda_i$. Additional details are given in Appendix A.

2.4 MATERIAL BEHAVIOR

The definition of a given material in the hyperelastic framework is associated therefore to establishing a free energy density function for each part of the above discussed splitting. Here, we have used

$$\Psi = \Psi_{vol}(J) + \Psi_{iso}(\bar{I}_1) + \Psi_{ani}(n, \rho, \bar{\lambda}),$$

$$\Psi_{vol}(J) = \frac{1}{D} \ln^2(J),$$

$$\Psi_{iso}(\bar{I}_1) = \mu [\bar{I}_1 - 3]$$ and

$$\Psi_{ani}(n, \rho, \bar{\lambda}) = \langle n \rho_f \psi_f \rangle.$$ (13)

The matrix is known to be composed of an important water content, which results in an almost incompressible behavior, so the volumetric part of the energy density function enforces the quasi-incompressibility constraint depending on the value of the penalty parameter $D$ (14). The matrix contributes to the overall behavior through the volumetric and the isotropic parts of the energy density function (15).

The contribution of each single collagen fibril in the micro scale is here assumed as a first approach, to be defined by an exponential-type function, widely used in macroscopic approaches [18]. In [1] a comparison between this phenomenological function and the worm-like chain model in the microsphere framework is discussed. Note that, although the integration directions are mathematically identified with the homogenization directions, they can be physically associated to the contribution of a fibril. The free density energy associated to each fibril or, equivalently, to each integration direction, is assumed as

$$n \psi_j^i(\bar{\lambda}_i) = \begin{cases} 0, & \text{if } \bar{\lambda}_i < k_1 \\ \frac{k_1}{2k_2} \left[ \exp(k_2[\bar{\lambda}_i^2 - 1]^2) \right] & \text{if } \bar{\lambda}_i \geq 1 \end{cases}$$ (17)

2.5 THE VON MISES ORIENTATION DISTRIBUTION FUNCTION

Regarding the anisotropic part of the model (16), a statistical distributions of the fibrils around a preferential orientation is considered through a von Mises statistical function. This orientation distribution function is denoted by $\rho$ and has some interesting properties such as symmetry $\rho(\mathbf{r}; \mathbf{a}) = \rho(-\mathbf{r}; \mathbf{a})$ and rotational symmetry with respect to the preferred orientation $\mathbf{a}$, which can be expressed as $\rho(\mathbf{Q} \cdot \mathbf{r}; \mathbf{a}) = \rho(\mathbf{r}; \mathbf{a}) \forall \mathbf{Q} \in O^{3+}$. Note that $\mathbf{a}$ could be oriented in any direction of the space leading to a mismatch angle $w = \arccos(\mathbf{r} \cdot \mathbf{a})$. A $\pi$-periodic von Mises orientation density function (ODF) (18) has been adopted in this work to take into account the fibrils dispersion [1]

$$\rho(\theta) = 4 \sqrt{\frac{b}{2\pi}} \frac{\exp(b[\cos(2\theta) + 1])}{\text{erfi}(\sqrt{2b})},$$ (18)
where the concentration parameter \( b \in \mathbb{R}^+ \) is a measure of the anisotropy. \( b \to 0 \) represents an isotropic material, and \( b \to \infty \) a transversally isotropic one. \( \text{Erfi}(x) \) is the imaginary error function approximated by a sufficiently large number of terms within its MacLaurin series expansion, which can be written as

\[
\text{erfi}(x) \approx \pi^{-1/2} \left[ 2x + \frac{2x^3}{3} + \sum_{j=3}^{k} \frac{x^{2j-1}}{a(j)} \right],
\]

(19)

with \( a(j) = 0.5[2j-1][j-1]! \) [39] provides a 60 term expansion, sufficiently accurate for values of \( b \leq 20 \). Figure 1 shows the spherical representation of two distributions for different values of \( b \).

3 INELASTIC CONSTITUTIVE MODEL

The experimental results suggest that just like the elastic properties, the inelastic behavior of soft tissues is also characterized by anisotropy [3, 31, 28, 30]. Accordingly, a suitable constitutive model should account for this directional dependence and take into account the different alteration mechanisms associated with this anisotropy. The phenomenological inelastic model should include the Mullins effect, the permanent set resulting from the residual strains after unloading, and the fibre and matrix disruption associated to supraphysiological loads or strains [9].

3.1 Hypothesis of the model

To model these inelastic processes, we apply the following considerations:

(a) b=1  (b) b=10

Figure 1: Shape of the von Mises ODF for b=1 and b=10.
• We have modified the equation (17) by the parameter $w_i$

\[
n\psi^i_t(\bar{\lambda}_i) = \begin{cases} 
0, & \text{if } \bar{\lambda}_i < 1 \\
\frac{k_1}{2k_2} \exp(k_2[\bar{\lambda}_i^2 - w_i^2]) & \text{if } \bar{\lambda}_i \geq 1
\end{cases}
\]  

(20)

that governs the anisotropic contribution to the global mechanical response of the tissue only when stretched, that is, $\bar{\lambda}_i^2 > w_i$ [27].

• Finally, we modified this parameter that changes independently from each direction to take into account structural alterations along the fiber direction. With this modification, we can reproduce at the same time the softening behavior and the permanent set presented in this kind of tissue.

The second law of thermodynamics asserts a non-negative rate of entropy production. Using standard arguments based on the Clausius-Duhem inequality [22]

\[
D_{\text{int}} = -\dot{\Psi} + \frac{1}{2} S : \dot{C} \geq 0
\]

(21)
yields

\[
D_{\text{int}} = -\sum_{j=1}^{N} \left[ \sum_{i=1}^{m} \frac{\partial \psi^i_t(\bar{\lambda}_i)}{\partial w_i} \dot{w}_i \right] \geq 0
\]

(22)

where the thermodynamic forces are

\[
f_{w_i} = -\frac{\partial \psi^i_{\lambda,0}(\bar{\lambda}_i)}{\partial w_i}
\]

(23)
The thermodynamic force $f_{w_i}$ is conjugated to the internal variable $w_i$, so the process could be controlled by $f_{w_i}$ instead of $w_i$ (see e.g. [10]).

3.2 Evolution of the internal variables

For the softening variables $w_i$, we consider the following criteria

\[
\Upsilon_i(C(t), \Gamma_i) = \frac{\partial \psi^i_{\lambda,0}(\bar{\lambda}_i)}{\partial \lambda} - \Gamma_i = \Gamma_i - \Gamma_i \leq 0
\]

(24)

where $\Gamma_i = \frac{\partial \psi^i_{\lambda,0}(\bar{\lambda}_i)}{\partial \lambda}$ is the softening stress release rate at time $t \in \mathbb{R}_+$ and $\Gamma_i$ signifies the softening threshold (stress barrier) at current time $t$ for matrix and fibers

\[
\Gamma_i = \max_{sr \in (-\infty, t)} \frac{\partial \psi^i_{\lambda,0}(\bar{\lambda}_i)}{\partial \lambda}
\]

(25)
The equation \( \Upsilon_i(\mathbf{C}(t), \Gamma_i) = 0 \) defines a softening surface in the strain space. With these means at hand, we finally propose the following set of rate equations for an evolution of the softening variables

\[
\dot{w}_i = \begin{cases} 
\kappa_i \dot{\Gamma}_{i} & \text{if } \Upsilon = 0 \text{ and } \mathbf{N}_i : \dot{\mathbf{C}} > 0 \\
0 & \text{otherwise}
\end{cases}
\] (26)

Let us now consider softening functions of the simple form

\[ w_i = \kappa_i \Gamma_{i_0} + 1 \] (27)

where \( \kappa_i \) is the only parameter to define the softening mechanism in each fiber direction.

4  NUMERICAL EXAMPLE

The principal aim of this section is to illustrate the performance and the physical mechanics involved in the above presented model. With this purpose, a uniaxial test of an incompressible biological tissue is computed in this example. Only one family of fibres is defined along the X direction. The softening evolution is formulated in (27). The tissue was subjected to stepwise uniaxial loading in fiber direction with five stretch controlled cycles where the stretch was \(1.4, 1.6, 1.8, 2.0, 2.2\).

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( k_1 )</th>
<th>( k_2 )</th>
<th>( w_i^0 )</th>
<th>( \kappa_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.28</td>
<td>1.1226</td>
<td>1.5973</td>
<td>1.1</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Table 1: Material, damage and softening parameters for uniaxial simple tension. \( \mu \) and \( k_1 \) are in MPa, and other parameters are dimensionless.

Figure 2 shows the results. It is possible to observe the softening phenomena during unloading that increases when the maximum load increases showing the typical Mullins’ effect observed in soft biological tissues. Finally, the permanent set is presented in the model when the stress are null, and, again the residual stretch increases when the maximum load increases.

5  CONCLUSIONS

The aim of this work is to present the complete formulation of a softening model within an anisotropic microsphere-based approach in order to a better characterization of this phenomenon in biological soft tissues. We consider the weight factors \( w_i \) (as internal variables characterizing the structural state of the material with different evolution rule in each integration direction of the microsphere. The limitations of the study include: (1) the need for a suitable experimental plan to obtain the many parameters involved; (2) the softening behavior of biological tissues is also related to viscoelastic effects; (3) one numerical problem concerning the finite element implementation should be addressed.
This is related with the necessity of regularizing the ill-posed numerical problem [7] where the loss of ellipticity/hyperbolicity of the governing equations with softening can lead to pathological mesh-sensitivity [32]. In spite of these limitations, the one dimensional character of the constitutive equations applied at the micro-level offers huge possibilities, due to its simplicity and the possibility of incorporating other micro-structural variables.
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Summary. This paper is focused on developing the theory which describes the Mullins effect in human arterial tissue. Cyclic uni-axial tensile tests were performed to obtain data characterizing the Mullins effect in arterial tissue.

In order to account anisotropy of arterial tissue, longitudinally as well as circumferentially resected samples of human aorta were tested. Each sample underwent repeated (four times) loading and unloading to a certain value of maximum stretch. This limiting stretch increased in several consecutive steps.

The arterial wall is considered as hyperelastic, locally orthotropic, incompressible material. A strain energy function is adopted in the limiting fiber extensibility form. Description of primary material response, followed by material stress softening in the repeated cycles, is based on pseudo-elastic constitutive model proposed by Dorfmann and Ogden. This theory is developed using anisotropic form of the softening variable. The primary loading curve and the fourth unloading curve of each set of cycles are chosen for regression analysis. The model with thus estimated parameters successfully fits experimental data and is suitable for application in biomedicine.

1 INTRODUCTION

Due to cardiac cycle, arteries are subjected to cyclic loading and unloading in their physiological conditions. In vitro, mechanical response of arteries is mostly realized by cyclic inflation tests and tensile tests. Some irreversible effects are observed during these tests. One of them is known as the Mullins effect (Fig.1). This softening phenomenon is characterized by the following features: when a so called virgin material (previously undeformed) is loaded to a certain value of deformation (under uniaxial tension), stress–stretch curve follows so called primary loading curve (Fig.1 – green curve). Subsequent unloading (Fig.1 – yellow and red curve) exhibits stress softening. Next reloading follows the former unloading curve until the previous maximum stretch is reached. At this moment the loading path starts to trace the primary loading curve.

Purely elastic response of soft tissues is often modeled within the framework of hyperelasticity, see [1, 2] for examples. Concerning with the Mullins effect, soft tissue is most
frequently modeled within two conceptions. The first one is based on Continuum Damage Mechanics (CDM). The CDM describes the Mullins effect using a system of internal variables reflecting irreversible effects. See e.g. Peña et al. [3], who considered the internal variables corresponding to separated contribution of the matrix and the fibers in a model of arterial wall.

The second conception results from theory of pseudo-elasticity. Ogden and Roxburgh [4], Beatty and Krisnaswamy [5] and Dorfmann and Ogden [6] formulated pseudo-elastic models of the Mullins effect in rubber-like materials. Such a model describes irreversible behavior incorporating softening variable, which is included into the strain energy density function (SEDF). Peña and Doblaré [7] suggested an anisotropic extension of the pseudo-elastic model of Ogden and Roxburgh [4] with anisotropic form of softening variable. The variable is different for matrix and fibers, which are arranged in two preferred directions. This model successfully described the softening behavior of sheep vena cava under uniaxial tension.

The aim of this paper is to extend the theory of pseudo-elasticity developed by Dorfmann and Ogden [6]. The pseudo-energy function in limiting fiber extensibility form [8] is used. Contrary Dorfmann and Ogden, the anisotropic form of the softening variable is suggested.

2 METHODS

In order to illustrate the Mullins effect in human aorta, cyclic uniaxial tension tests were performed on MTS Mini Bionix testing machine (MTS, Eden Prairie, USA). Two samples of human thoracic aorta were resected from cadaveric donors with the approval of the Ethic Committee of the University Hospital Na Kralovskych Vinohradech in Prague. Respecting anisotropy of the aorta, samples were resected in the circumferential and longitudinal directions. The arteries were stored in physiological solution at a temperature of about 5°C till the beginning of the experiment. Post mortem interval was about 40–48 hours. The temperature during the test was 23°C.

An extension and loading force were measured by MTS testing machine. Five levels of maximum stretch were performed during the tests: \( \lambda_m = 1.1, \lambda_m = 1.2, \lambda_m = 1.3, \lambda_m = 1.4 \) and \( \lambda_m = 1.5 \), where \( \lambda_m \) is the maximum ratio between current length \( l \) and referential length \( L \).

Recorded data are shown in Fig. 1. Each level represented four-cycle of loading. Considering the incompressibility of the tissue, loading stresses were obtained according to the following relation:

\[
\sigma = \frac{F}{s} = \frac{F \cdot l}{s \cdot L \cdot B \cdot H}
\]

where \( F \) denotes applied force and \( s \) the current cross-section. \( B \) and \( H \) denote width and thickness of a sample in the reference configuration.
Figure 1: Stress–strain response of the human thoracic aorta under cyclic uniaxial tension. Maximum stretch has increased after 4 cycles due to stabilizing mechanical response of the aorta. Colored points correspond to cycles used within regression analysis.

3 MODEL

Primary response of the artery was modeled as an incompressible, hyperelastic, locally orthotropic continuum. Deformation was described with the deformation gradient $F$, which was assumed in the form of:

$$F = \text{diag} \left[ \lambda_1, \lambda_2, \frac{1}{\lambda_1 \lambda_2} \right]$$

where $\lambda_i$ are principal stretches. Strain energy density function for incompressible rectangular sample embodied in $x_1x_2$ plane of Cartesian coordinate system $x_1x_2x_3$, is expressed in form:

$$W_0 = W_{0\text{iso}}(I_1) + W_{0\text{aniso}}(I_4)$$

which reflects the microstructure of an transversally isotropic material, composed of a ground isotropic matrix and fibrous network. $I_i$ are the principal invariants of the right Cauchy-Green tensor.

SEDF is incorporated in limiting fiber extensibility form as follows [8]:

$$W_0 = \frac{c}{2} \left( \lambda_1^2 + \lambda_2^2 + \frac{1}{\lambda_1 \lambda_2} - 3 \right) - \mu J_f \ln \left( 1 - \frac{J_f^2}{\lambda_1^2 \cos^2 \beta + \lambda_2^2 \sin^2 \beta - 1} \right)$$

where $\mu$ and $c$ are stress-like material parameters, $J_f + 1$ is the limiting stretch of the reinforcing fibres, $\beta$ is an angle of enforcing fibres with coordinate axis $x_1$. 
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Let us assume that sample is loaded in the direction of coordinate axis \( x_\alpha \) \( (\alpha = 1, 2) \). Corresponding Cauchy stresses in the direction of (unidirectional) loading are:

\[
\sigma_\alpha = \lambda_\alpha \frac{\partial W_0}{\partial \lambda_\alpha} - p_0, \quad \alpha = 1, 2,
\]

where \( p_0 \) denotes a Lagrange multiplier associated with the incompressibility constrain \( \lambda_1, \lambda_2, \lambda_3 = 1 \). The Eq. (5) describes stresses at the “virgin” material (primary loading). Within unloading a stress softening occurs, and stresses should be reduced by a factor \( \eta_\alpha \):

\[
\sigma_\alpha = \eta_\alpha \lambda_\alpha \frac{\partial W_0}{\partial \lambda_\alpha} - p, \quad \alpha = 1, 2, \quad \alpha
\]

The softening variable \( \eta_\alpha \) may be active or inactive and this change from inactive to active state is induced when unloading is initiated:

\[
\begin{align*}
\lambda_\alpha &= \lambda_{\alpha \text{max}} \rightarrow \eta_\alpha = 1 \\
\lambda_\alpha &< \lambda_{\alpha \text{max}} \rightarrow \eta_\alpha = \eta_\alpha (\lambda_\alpha)
\end{align*}
\]

The reduction of stresses (Mullins effect, \( \eta_\alpha < 1 \)) occurs as soon as the actual energy \( W_0 \) is less than maximum value \( W_{\alpha \text{max}} \) attained during the whole previous deformation history. The stress reduction increases with the increasing difference \( W_{\alpha \text{max}} - W_0 \) and is approximated by the following empirical formula:

\[
\eta_\alpha = 1 - \frac{1}{r} \left( f \left( \frac{W_{\alpha \text{max}} - W_0 (\lambda_j, \lambda_2)}{k_s \alpha} \right) \right)
\]

where \( f(t) \) can be any monotonically increasing and bounded function, e.g. Error function \( Erf(t) \) [4]. Resulting model has 6 parameters: \( c, \mu, \beta, J_\alpha, r, s \) that should be identified by experiments.

We suggest material parameter \( k_\alpha \) in the form which incorporates material anisotropy, in the meaning of the Young modulus of the material in the initial (virgin) reference configuration. Its advantage is in not increasing number of material parameters:

\[
k_\alpha = \frac{\partial^2 W_0 (\lambda_j, \lambda_2)}{\partial \lambda_\alpha^2} \bigg|_{\lambda_j = \lambda_2 = 1}
\]

4 RESULTS

Due to the testing machine design, only displacements in loading directions \( (\alpha = 1 \text{ and } \alpha = 2) \) were measured. Displacements in the transversal direction were eliminated using the boundary conditions of zero transversal stresses. Parameters \( p_0 \) and \( p \) were determined from Eq. (5, 6) considering \( \sigma_3 = 0 \).
Primary loading curve and fourth unloading curve for \( \lambda_m = 1.1 \) and \( \lambda_m = 1.2 \) were included in the regression analysis. Assuming the idealized Mullins effect, following reloading was identified with previous unloading. Primary material responses of loading with \( \lambda_m > 1.2 \) were not considered because of their non-convexity in longitudinal samples (see Fig. 1). Regression analysis was performed using weighted least square method in Maple (Maplesoft, Waterloo, Canada).

Using form of the softening variable expressed by Error function, we estimated parameters \( J_f, c, \mu, \sin^2 \beta, r \) and \( s \) that are summarized in Table 1. Experimental and numerical results for loading and unloading of the thoracic aorta are shown in Fig. 2. Regression results were also checked on the condition \( I_4 > 1 \). Because \( I_4 \) models reinforcement with collagen fibers they may contribute to the stored energy only in tensile strains. It was found that this condition was satisfied in all data points.

Figure 2: Comparison of the experiment and numerical model of loading and unloading curves in human thoracic aorta with maximum stretches of \( \lambda_m = 1.1 \) and \( \lambda_m = 1.2 \). Numerical simulations have been performed using the pseudo-elastic model with anisotropic form of the softening variable. The softening variable has been designed in form incorporating Error function.

Table 1: Material parameters of the pseudo-elastic model

<table>
<thead>
<tr>
<th>sample</th>
<th>Material parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thoracic aorta</td>
<td>( J_f )</td>
<td>0.0786</td>
</tr>
<tr>
<td></td>
<td>( c ) [Pa]</td>
<td>96401</td>
</tr>
<tr>
<td></td>
<td>( \mu ) [Pa]</td>
<td>116744</td>
</tr>
<tr>
<td></td>
<td>( \sin^2 \beta )</td>
<td>0.5863</td>
</tr>
<tr>
<td></td>
<td>( s ) [1]</td>
<td>2.47E-5</td>
</tr>
<tr>
<td></td>
<td>( r ) [1]</td>
<td>3.2058</td>
</tr>
</tbody>
</table>

5 DISCUSSION

The strain-induced stress softening in human aorta has been described by means of the stress reduction factor \( \eta \). Particular mathematical form of \( \eta \) has been adopted from the pseudo-elasticity theory introduced by Dorfmann and Ogden [4] who successfully described the Mullins effect in particle-reinforced rubber. We used anisotropic form of the softening
variable in contrast of these authors. It means that model is able to reflect dependence of the stress softening on the direction in which the tension is applied.

The main advantage of the present model is a small number of material parameters. Only 2 of the proposed 6 parameters belong to the pseudo-elastic theory. The anisotropic model suggested by Peña and Doblare [7] fits the data using 7 pseudo-elastic material parameters.

However present study has some limitations. The first one is due to the limited number of experimental data. Also the design of the experiment does not enable to measure transversal stretches. Finally, the model in the present form is not able to describe permanent strains usually observed during cyclic experiments.

In spite of all these limitations, experimental and numerical simulations show good agreement.

6 CONCLUSIONS

Under cyclic loading conditions, large strain-induced softening (known as the Mullins effect) was observed during uniaxial tension of human thoracic aorta. Purely elastic response of arterial tissue was successfully fitted using SEDF in limiting fiber extensibility form. The Mullins effect was modeled within the theory of pseudo-elasticity. The pseudo-elastic model of Ogden and Roxburgh [4] has been extended by applying anisotropic form of the softening variable. This has been suggested in the form incorporating Error function. The model described experimental data successfully and is applicable to model the Mullins effect in arterial tissue.
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Summary. This paper presents the analysis of the internal structure and organization of components within the vein wall. Dominant directions and statistical distribution of collagen fibers undulation were investigated in digitalized histological sections from media and adventitia layer of human vena cava inferior.

Orientations of collagen fibers were analyzed by the in-house developed software Binary Directions. Digital images were converted to binary pixel maps with collagen fibers enhanced. The software employs an algorithm of the Rotation Line Segment to determine significant directions in digital images. It was found that collagen fibers are aligned in circumferential direction in media layer. Contrary to that in adventitia fibers are arranged in longitudinal direction. In contrast to elastic artery, no evidence of helically reinforced composite structure was found.

Second goal was to find out which statistical distribution, usually using in structural models (Gamma, Beta or Weibull), fits to the undulation distribution of collagen fibers. Collagen waviness was characterized by a probability density function for the strain necessary to straighten a crimped fiber. Computer analysis of the end-to-end and contour length was performed using Nis-Elements software. The statistical analysis suggests that the waviness of collagen fibers is identical in media and adventitia. It was found that the average strain necessary for straightening collagen fibers is 0.24±0.11 (±SD) and that all three probability distributions fit straightening strains very well and can be used in structural models.

1 INTRODUCTION

In recent years a big increase in interest in constitutive models of biological tissues based on their microstructure was noticed. Biological tissues comprise a large number of different cells, matrix proteins and bonding elements. For effective development of structural constitutive models, good understanding of internal structure and organization of the material is necessary.

According to [3], the gross mechanical response of soft tissues is attributed to the mechanical properties and geometrical arrangement of the tissues components: fiber families (collagen and elastin) and ground substance. The fibers are oriented in different directions and
have different undulation (waviness) in the tissue. Upon loading, the fibers lose their waviness and start to carry a load [1]. It is assumed that gradual recruitment of collagen fibers under a deformation leads to a typical non-linear behavior of soft tissues.

A number of investigators have analyzed the fiber orientation and crimp distribution to implement them into structural mechanical models [1, 3, 6, 9]. This paper deals with histomorphometrical analysis of internal structure of the vein wall. Dominant directions and distribution of undulation of collagen fibers were investigated in histological sections from media and adventitia layer of human vena cava.

2 METHODS – COLLAGEN FIBERS ORIENTATION

Histological sections were obtained from abdominal vena cava inferior. The orientation of sections and the definition of collagen fiber angle $\beta$ are shown in Fig. 1. Specimens were routinely fixed in 10% buffered formaldehyde, embedded in paraffin, cut, and stained with orcein. Digitalized images were evaluated by in house developed software BinaryDirections with implemented algorithm of the Rotating Line Segment (RoLS).

![Figure 1: Definition of the angle $\beta$.](image)

Digital images were converted to binary pixel maps by tresholding of RGB filter which transforms stained collagen to white (logical unity) pixels and non-collagen components to black (logical zero) pixels. Binary conversion was realized by software NIS-Elements (NIKON INSTRUMENTS INC., USA, New York). Final orientations were obtained by averaging results from 5 histological sections from each layer (media and adventitia).

2.1 ROLS Algorithm

Exact mathematical formulation of the Rotating Line Segment (RoLS) was described in details in [2]. Histological section converted to binary pixel map can be viewed as the matrix with elements uniquely corresponding to pixels. Elements are equal to either zero or unity depending on the pixel color. The algorithm explores neighborhood of each non-zero pixel
(called target pixel) in the image using the rotating line segment. The neighborhood of the target pixel is a square represented by $N \times N$ submatrix $M$, where $N$ is an odd integer. Now, imaginary line segment is rotated step by step around the midpoint of the neighborhood. Each rotating step, $\beta$, of the line segment is represented via additional $N \times N$ matrix, say $L^{\beta}$. $L^{\beta}$ has only non-zero elements in positions corresponding to the rotated line segment.

The aim of RoLS is to find dominant directions in an image. This procedure is based on so-called matching coefficient, $C(\beta)$. The matching coefficient is normalized number of non-zero pixels shared with the line segment and neighborhood of target pixel at given rotating step $\beta$:

$$C(\beta) = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} M_{ij} \cdot L_{ij}^{\beta}}{NI}$$

(1)

$$l = \sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij}^{\beta}$$

(2)

Normalization procedure is related to length of square neighborhood $N$ and number of pixels creating the line segment, $l$.

There are two ways how to obtain relevant information about directional frequency of non-zero (collagen) pixels in the neighborhood of target pixel. First, one can reduce information from pixels neighborhood to the most frequent angle (rotation step with the greatest $C(\beta)$) and create histogram over the entire image (all target pixels). The second way is to consider $C(\beta)$ as a function of $\beta$ in each pixel and averaged these functions through all target pixels. Obtained results may depend on $N$, therefore analyses should be repeated with different values of $N$ and the $N$ should be chosen with respect to characteristic dimensions of structures observed in images (eyes of expert are the best optimization tool, as usually).

Image-based determination of tissue architecture may employ many kinds of algorithms and mathematical methods. Presented algorithm, RoLS, is similar to the so-called volume orientation (VO) method which operates with point grid and seeks for the longest intercept in target volume. VO was first described in Odgaard et al. [4]. It was found to be suitable within an analysis of bone architecture. Interested reader can track details in [5] or recent review [7].

2.2 Test images

Test binary images were evaluated by BinaryDirections before processing histological sections to verify that this software is a suitable instrument for fibers orientation analysis. Selected tested images and results are shown in Fig. 2.

Evaluating of testing images showed that software BinaryDirection is convenient for determining dominant directions in binary image.
3 METHODS – COLLAGEN FIBERS UNDULATION

The fiber waviness was characterized statistically by a probability density function for the strain $\varepsilon_s$ necessary to straighten a crimped fiber, Fig. 3.

Strain $\varepsilon_s$ is defined:

$$\varepsilon_s = \frac{L_s}{L_o} - 1,$$

where $L_o$ is end-to-end length of the fiber, and $L_s$ is the contour length of the fiber.
Computer analysis of the end-to-end and contour length was performed manually using NIS-Elements (NIKON INSTRUMENTS INC., USA, New York), Fig. 4.

**Figure 4:** Digital image from media. Measuring of lengths Lo and Ls by Nis-Elements.

Statistical computations were performed in Maple 13 (Maplesoft, Canada, Waterloo). The aim was to find out suitable statistical model for \( \varepsilon_s \) probability distribution. Following distributions were considered:

**Weibull distribution**

\[
f(\varepsilon_s; \lambda, k) = \frac{k}{\lambda} \left( \frac{\varepsilon_s}{\lambda} \right)^{k-1} e^{-\left( \frac{\varepsilon_s}{\lambda} \right)^{k}},
\]

where \( k > 0 \) is the shape parameter and \( \lambda > 0 \) is the scale parameter of the distribution.

**Beta distribution**

\[
f\left(\varepsilon_s; \alpha, \beta\right) = \frac{\varepsilon_s^{\alpha-1} (1-\varepsilon_s)^{\beta-1}}{B(\alpha, \beta)},
\]

where \( B \) is Beta function and \( \alpha, \beta>0 \) are shape parameters.

**Gamma distribution**

\[
f\left(\varepsilon_s; k, \theta\right) = \varepsilon_s^{k-1} e^{-\frac{\varepsilon_s}{\theta}} \theta^k \Gamma(k),
\]

where \( \Gamma \) is Gamma function, \( k>0 \) is the shape parameter and \( \theta>0 \) is the scale parameter. In all distributions \( \varepsilon_s > 0 \).

### 4 RESULTS

#### 4.1 Collagen fibers orientation

Fig. 5 – Left panel shows an example of digital image from media and definition of angle \( \beta \). The same image converted to a binary pixel map is in Fig. 5 (Right panel). The sensitivity
of the results to the length of rotating line segment is shown in Fig. 6. It was found that the usage of different lengths of the rotating segment $N \in \{61 \text{ pix}, 121 \text{ pix}, 181 \text{ pix}, 201 \text{ pix} \}$ have not significant effect on the distribution of angle $\beta$. Final results for images processed in BinaryDirections from media and adventitia are shown in Fig. 7.

Figure 5: **Left:** Histological section from media layer stained with orcein. Collagen fibers are stained in blue. **Right:** Binary pixel map created from histological image in left panel. White color represents collagen fibers.

Figure 6: **Left:** Empirical probability density function for selected section from media for 4 lengths of line segment. **Right:** Empirical probability density function for selected section from adventitia for 4 lengths of line segment.
It was found that collagen fibers in media are aligned in circumferential direction. Contrary to that fibers in adventitia are oriented in longitudinal direction.

4.2 Collagen fibers undulation

Strains $\varepsilon_s$ were evaluated for media and adventitia separately. The Chi-Square Goodness-of-fit test was performed to decide if the data may be considered as drawn from one statistical sample. The test suggested that it is possible to merge the data from media and adventitia together ($P$-value = 0.74).

The histogram of obtained strains necessary for the straightening and the fit of experimental data by the Weibull, Beta and Gamma probability distribution, Fig. 9. The average value of straightening strain is $\varepsilon_s = 0.24 \pm 0.1$ (±SD). It was found that all three probability distributions fit experimental strains very well. The best fit was achieved with the Beta distribution ($\alpha = 4.20, \beta = 12.58$).
5 DISCUSSION

The analysis of the histological images from human abdominal vena cava showed that collagen fibers are in media oriented in the circumferential direction with very compact organization of the collagen. Conversely, in adventitia collagen is aligned with the longitudinal direction with sparse arrangement of fibers.

This arrangement of components within the vein wall differs from arrangement for example in aorta. This may be a consequence of another type of loading, where skeletal muscles are helping venous return mechanism. There is also lower blood pressure in veins than in arteries. Our results suggest that collagen fiber form unidirectional structure in each layer of the vein.

The distribution of undulation of collagen fibers in human vena cava can be fitted by all three considered statistical distributions. The Beta distribution fits the best. The statistical analysis suggests that the waviness of collagen fibers is identical in media and adventitia. It was found that the average strain necessary for straightening collagen fibers is 0.24. These results differ from findings by Sokolis [8], who investigated the waviness of medial collagen in vena cava inferior in New Zealand rabbits (averaged $\varepsilon_s =0.57$). It suggested species-dependent waviness.
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Abstract. We developed a two-scale approach for modeling large-deforming perfused media with the 3-compartment microstructure. An incremental formulation based on the updated Lagrangian configuration and the Biot-type continuum model is introduced. Equations of the model express mechanical equilibrium and the volume fluid redistribution (the Darcy law), assuming both the fluid and solid phases are incompressible. This linearized system was treated by the homogenization method assuming locally periodic structures. The local reference cell involving geometrical representations of the blood vessels evolves in time due to large deformation. The homogenized model is implemented using a finite element code and a numerical example is presented.

1 INTRODUCTION

Modeling of tissue perfusion is one of the most challenging issues in biomechanics. There are several hurdles originating in structural arrangement of the so-called perfusion tree, necessity of bridging several scales, the blood flow descriptions depending on the scale, and fluid-structure interactions. We focus on modeling the perfusion of deforming tissue parenchym. At the level of small vessels and microvessels, the perfusion can be described using the Darcy flow in a double-porous structure consisting of 3 compartments: two disconnected channels (small arteries and veins) and the matrix (microvessels and capillaries), represented as the dual porosity, where the permeability is decreasing with the scale parameter the size of the microstructure. In some kinds of tissues, the coupling between flow (fluid diffusion) and deformation is quite important, cf. [7] where the case of linear deformation is described. In this short communication we present a perfusion model of the homogenized large deforming medium whereby the incremental formulation based on the updated Lagrangian formulation is employed.

The computational algorithm can be characterized as the cycle comprising the following steps: 1) for given reference microstructure - the local configuration (LC) - compute the local response functions and the effective constitutive parameters, 2) compute the
macroscopic response (MR) for given external loads, 3) compute the deformation and stresses at each reference microstructure using MR and update the LC. This algorithm is now implemented in the SfePy code [1] and tested on 2D examples.

2 LARGE DEFORMING MEDIA AND HOMOGENIZATION

Problems involving nonlinear partial differential equations are difficult to solve in general, therefore, their homogenization by asymptotic analysis with respect to the scale of heterogeneities is quite cumbersome, in general. We follow an approach which is based on homogenization of linear subproblems arising from an incremental formulation associated with the numerical treatment, see [8] and [3, 4, 5]. The homogenization procedure can be described by the following steps:

- A reference configuration at time $t$ is considered. The configuration is defined by locally periodic structure and by the reference state in the form of bounded two-scale functions.

- The homogenization is applied to the linear subproblem: given the configuration at time $t$, compute the increments associated with time increment $\Delta t$, see Section 2.2. The locally periodic microstructure (see Section 2.1) and the reference state define the oscillating coefficients of the linearized equations. Then the standard homogenization [2] can be applied, such that on solving local microscopic problems, the characteristic responses are obtained and the homogenized coefficients can be evaluated at any “macroscopic position" $x$, as reported in Sections 3.1 and 3.2.

- The homogenized subproblem can be solved at the macroscopic level, thus the increments of the macroscopic response are obtained, see Section 3.3.

- In order to establish new microscopic configurations at time $t + \Delta t$ and at “any” macroscopic position, the macroscopic response is combined with the local microscopic characteristic responses to update the local microscopic states, see Section 3.4. Then the next time step can be considered and the whole procedure repeats.

In contrast with linear problems, where the microscopic responses are solved only once (even though they can depend on time [6, 7]), in nonlinear problems the local microscopic problems must be solved for any iteration (time step) and at “any” macroscopic point, [3, 4, 5]. In fact, the homogenization leads to a two-scale domain decomposition: the macroscopic domain is decomposed into locally representative cells where the microscopic problems must be solved. The data (i.e. the solutions) are passed between the two levels after any iteration (the time increment step), so that the problem remains fairly two-scale during the whole solution procedure. This is the major difficulty which affects directly the complexity of the numerical treatment.
2.1 Locally periodic microstructures and scale separation

Homogenization methods based on the asymptotic analysis of a system of partial differential equation employ the concept of locally almost periodic microstructures. Let \( \varepsilon \) be the scale which is the ratio between the “microscopic” and the “macroscopic” characteristic lengths. Later we shall need material parameters defined in the local microscopic cell \( Y^\varepsilon \) using the coordinate split
\[
x = \xi^\varepsilon + \varepsilon y, \quad y \in Y^\varepsilon(x),
\]
where \( \xi^\varepsilon \) is the lattice coordinate. The unfolding operation denoted by \( \tilde{\cdot} \), which enables to rewrite any function of \( x \) as a function of two variables: \( \phi^\varepsilon(x) = \tilde{\phi}^\varepsilon(\xi^\varepsilon, y) \). The assumption of the local periodicity means that for \( \varepsilon \to 0 \) the following holds:
\[
(i) \quad Y^\varepsilon(x) \to Y(x),
(ii) \quad \phi^\varepsilon(x) \to \tilde{\phi}(x, y) \text{ for a.a. } x \in \Omega \text{ and } y \in Y(x),
\]
where \( Y(x) \) is the local reference cell. The scale separation is achieved in the limit \( \varepsilon \to 0 \). It means that the macroscopic position \( x \in \Omega \) is associated with a local periodic microstructure — a periodic array of cells, which are defined by translations of \( Y(x) \).

Obviously, a real problem is characterized by a given finite scale \( \varepsilon_0 \), so that the “absolute” scale separation does not hold. However, the limit problem obtained as \( \varepsilon \to 0 \) and its solution computed by solving the homogenized equations (see below) can be employed to construct an approximation of the original problem featured by \( \varepsilon_0 \). For this some postprocessing based on averaging operators can be used.

We shall introduce the following decomposition of \( Y \) into the sectors of primary and dual porosities, cf. [7]. Let \( Y_\alpha, \alpha = 1, 2 \) be two disjoint subdomains of \( Y \) with Lipschitz boundary, such that \( \partial_\alpha Y_\alpha := Y_\alpha \cap \partial Y \neq \emptyset \) is formed by mutually homologous points of \( \partial Y \), see Fig. 1 (right); this is necessary to have connected channels. The periodic array obtained by translating \( Y_\alpha \) forms a connected domains.

Further by \( Y_3 = Y \setminus (Y_1 \cup Y_2) \) we denote the “matrix”, which thus separates the channels \( Y_1 \) and \( Y_2 \). Domain \( Y_3 \) is associated with the dual porosity, where the permeability is very small, see equation (4). By \( \Gamma_\beta = \partial Y_\beta \cap \partial Y_3 \) we denote the channel-matrix interface.

2.2 Updated Lagrangian formulation

In order to define the weak formulation for the linearized deformation-diffusion problem, we need some preliminaries. Let \( \partial_D \Omega \subset \partial \Omega \) be the part of the boundary where the zero displacements are prescribed. Now we define \( V_0(\Omega) = \{ v \in W^{1,2}(\Omega)^3 \mid v_i = 0 \text{ on } \partial_D \Omega, i = 1, \ldots, 3 \} \) for 3D problems.

In what follows we denote by superscript \( \varepsilon \) all the quantities which vary with heterogeneities. The micromodel incorporates the following material parameters. The elasticity tensor \( D_{ijkl}^{\text{eff}, \varepsilon} \) is the Truesdell rate of the effective Kirchhoff stress \( t_{ij}^{\text{eff}, \varepsilon} \), which is associated
with a given strain energy function. Denoting by $F^\varepsilon_{ij}$ the deformation gradient, $J^\varepsilon = \det F^\varepsilon_{ij}$. Both $D^\varepsilon_{ijkl}$ and $\tau^\varepsilon_{ij}$ are functions of $F^\varepsilon_{ij}$, namely $\tau^\varepsilon_{ij} = \mu^\varepsilon (J^\varepsilon)^{-2/3} \text{dev}(F^\varepsilon_{ik} F^\varepsilon_{jk})$. The Green-Lagrange strain w.r.t. the updated configuration consists of the linear part $e = (e_{ij})$ and the nonlinear part $\eta = (\eta_{ij})$. The porous properties of the medium are described by the symmetric positive definite permeability tensor $K^\varepsilon_{ij}$.

The incremental “algorithmic” approach of time stepping is adhered to formulate the evolution problem for the porous medium. We consider the subproblem of computing the new configuration at time $t + \Delta t$, given a finite time step $\Delta t$ and the configuration $C^{\varepsilon,(t)}$ at time $t$, which is determined by the triplet $\{ \Omega, F^\varepsilon_{ij}(x), p^\varepsilon(x) \}(t)$ for $x \in \Omega$.

Let $L_{\text{new}}(\mathbf{v})$ be the functional involving the instantaneous boundary and volume forces at time $t + \Delta t$. The finite increments of displacement $\Delta \mathbf{u}^\varepsilon \in \mathbf{V}_0(\Omega)$ and hydrostatic pressure $\Delta p^\varepsilon \in L^2(\Omega)$ verify the variational equations (1)-(2) which express respectively the balance of stresses – quasi-static equilibrium equation (notation: $\mathbf{I} = \delta_{ij}$, $\mathbf{I} = 1/2(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{kj})$, $\eta(\mathbf{v}) = (\partial v_k/\partial x_i)(\partial v_l/\partial x_j)$, $\mathbf{D} = (D_{ijkl})$ and $\tau = (\tau_{ij})$)

$$
\int_\Omega [D_{i,j,k,l}^{\text{eff},\varepsilon} : e(Du^\varepsilon)] : e(v^\varepsilon)(J^\varepsilon)^{-1}dx + \int_\Omega \tau^{\text{eff},\varepsilon} : \delta\eta(Du^\varepsilon;v^\varepsilon)(J^\varepsilon)^{-1}dx
$$
$$
- \int_\Omega \Delta p^\varepsilon \text{div}v^\varepsilon dx + \int_\Omega p^\varepsilon \nabla(Du^\varepsilon) : (\mathbf{I} - \mathbf{I} \otimes \mathbf{I}) : \nabla v^\varepsilon dx
$$
$$
= L(v^\varepsilon) - \int_\Omega \tau^\varepsilon : e(v^\varepsilon)(J^\varepsilon)^{-1}dx \quad \forall v^\varepsilon \in \mathbf{V}(\Omega),
$$

where the total Kirchhoff stress is $\tau^\varepsilon_{ij} = -J^\varepsilon \delta_{ij} \ p^\varepsilon + \tau^{\text{eff},\varepsilon}_{ij}$, and the Darcy flow in the dual-porous structure

$$
\int_\Omega q^\varepsilon \text{div}Du^\varepsilon dx + \Delta t \int_\Omega K^\varepsilon \cdot \nabla(p^\varepsilon + \Delta p^\varepsilon) : \nabla q^\varepsilon dx = 0, \quad \forall q^\varepsilon \in H^1(\Omega).
$$

### 3 Perfusion in Large Deforming Porous Media

The material parameters in deformed configuration depend on the deformation gradient $F^\varepsilon_{ij}(x)$. Within the updated Lagrangian formulation we use the coordinates in the deformed reference configuration. At the microscopic scale, we establish the local deformed configuration: For $x \in \Omega$, let $\tilde{F}_{ij}(x, y), y \in Y(x)$ be the two-scale limit of the deformation gradient associated with the mapping of the corresponding initial (undeformed) reference cell onto $Y(x)$. Then the local microscopic configuration at time $t$ is the triplet

$$
C^{(t)}(x) = \{ Y^{(t)}(x), \tilde{F}^{(t)}_{ij}(x, y), \tilde{p}^{(t)}(x, y) \} | y \in Y^{(t)}(x) \}.
$$

We assume that at any such configuration we may establish locally periodic material parameters. The permeability is defined using the dual porosity ansatz (for homogenization) characterized by $\varepsilon^2$ scaling of the permeability coefficients in the “matrix”:

$$
K^\varepsilon_{ij}(x) := \begin{cases} 
K^{\alpha}_{ij}(x, y) & y \in Y_\alpha, \ \alpha = 1, 2, \\
\varepsilon^2 K^{\beta}_{ij}(x, y) & y \in Y_3
\end{cases}.
$$
Obviously, tensors $\tilde{K}_{ij}$ depend on the material deformation and should be modified from one time level to the next one using $\tilde{F}$, as will be discussed in Section 3.4.

Further we define tangent modulus $\tilde{A} = (\tilde{A}_{ijkl})$ which depends on $\tilde{F}_{ij}$ (through $\tilde{D}_{ijkl}^\text{eff}$ and $\tilde{\tau}_{ij}^\text{eff}$) and on the interstitial fluid pressure $\tilde{p}$,

\[
\tilde{A}_{ijkl}(x, y) = \left( \tilde{D}_{ijkl}^\text{eff} + \tilde{\tau}_{ij}^\text{eff} \delta_{ki} + \tilde{J} \tilde{p} (\delta_{jk} \delta_{il} - \delta_{ij} \delta_{kl}) \right),
\]

where all quantities denoted by $\tilde{\phantom{a}}$ are expressed for $x \in \Omega$ as locally periodic functions of $y \in Y(x)$.

### 3.1 Asymptotic expansions and corrector basis functions

The linearized problem can be treated using standard homogenization methods, such as the periodic unfolding, the two-scale convergence, or even the asymptotic expansion methods. The fluctuating fields $\Delta u^\varepsilon$ and $\Delta p^\varepsilon$ can be expressed by the following asymptotic expansions:

\[
\Delta u^\varepsilon(x) = \Delta u_0^\varepsilon(x) + \varepsilon \Delta u^1(x, y) + O(\varepsilon^2), \quad \Delta p^\varepsilon(x) = \sum_{\alpha=1,2} \chi_\alpha(y) \left( \Delta p_\alpha^0(x) + \varepsilon \Delta p^1_\alpha(x, y) + O(\varepsilon^2) \right) + \chi_3(y) (\Delta \bar{p}_3(x, y) + O(\varepsilon)),
\]

where $y \in Y(x)$, $\chi_\alpha(y)$, $s = 1, 2, 3$ are characteristic functions of subdomains $Y_\alpha$ and all functions are $Y$-periodic in variable $y$. For this we established appropriate spaces:

\[
H^1_{#(Y)} = \{ v \in H^1(Y_\alpha), \text{ $v$ is $Y$-periodic, } \int_{Y_\alpha} v = 0 \}, \quad H^1_{#0(Y)} = \{ v \in H^1(Y_\alpha), \text{ $v$ is $Y$-periodic, } v = 0 \text{ on } \Gamma_\alpha \}.
\]

The fluctuating parts of the displacements and pressures are expressed in terms of the corrector basis functions: we introduce $Y$-periodic functions $\omega^{rs}, \omega^\alpha, u^P \in H^1_{#}(Y)$, $\pi^{rs}, p^P \in H^1_{#0}(Y_3)$, $\pi^\alpha \in H^1_{#0}(Y_3)$, $\eta^k_\alpha \in H^1_{#0}(Y_\alpha)$,

\[
\begin{align*}
\Delta u^1 &= \omega^{rs} \partial_s^x \Delta u_r + \sum_{\alpha=1,2} \omega^\alpha \Delta p^0_\alpha + u^P, \\
\Delta \bar{p}_3 &= \pi^{rs} \partial_s^x \Delta u_r + \sum_{\alpha=1,2} \pi^\alpha \Delta p^0_\alpha + p^P, \\
\Delta p^1_\alpha &= \eta^k_\alpha \partial_k^x \Delta p^0_\alpha, \quad \alpha = 1, 2,
\end{align*}
\]

due to the “channel-matrix interface” conditions, $\pi^\alpha = \delta_{\alpha\beta}$ on $\Gamma_\beta$.

### 3.2 Local microscopic problems

We shall need the following notation to introduce the local microscopic problems:

\[
a_Y(u, v) = \int_Y \tilde{A}_{ijkl} \partial_l^i u_k \partial_j^i v_i \tilde{J}^{-1} dy, \quad c_Y(p, q) = \int_{Y_h} (\tilde{K}^k \cdot \nabla_y p) \cdot \nabla_y q \, dy,
\]

where $\tilde{A}_{ijkl}$ and $\tilde{K}^k$ are $Y$-periodic functions. If $\tilde{A}_{ijkl} = \delta_{ij} \delta_{kl}$ and $\tilde{K}^k = \delta^k_l$, then these problems can be simplified.
where $k = 1, 2, 3$. These bilinear forms depend on $C(t)(x)$ for $x \in \Omega$, see (3). The following microscopic problems must be solved:

1. Correctors w.r.t $\partial_t^\varepsilon \Delta u_r$: find $(\omega^r, \pi^r) \in H_\#(Y) \times H_{\#0}(Y_3)$ satisfying

   \begin{align*}
   a_y (\omega^r + \Pi^r, v) - \langle \pi^r, \text{div}_y v \rangle_{Y_3} &= 0, \quad \forall v \in H_\#(Y) \\
   \langle q, \text{div}_y [\omega^r + \Pi^r] \rangle_{Y_3} + \Delta t \ c_{Y_3} (\pi^r, q) &= 0, \quad \forall q \in H_{\#0}(Y_3). \tag{10}
   \end{align*}

2. Correctors w.r.t $\Delta p_\alpha$: find $(\omega^\alpha, \pi^\alpha) \in H_\#(Y) \times H_{\#0}(Y_3)$ satisfying

   \begin{align*}
   a_y (\omega^\alpha, v) - \langle \pi^\alpha, \text{div}_y v \rangle_{Y_3} &= \int_{\Gamma_\alpha} v \cdot n^{(\alpha)} \ dS_y, \quad \forall v \in H_\#(Y) \\
   \langle q, \text{div}_y \omega^\alpha \rangle_{Y_3} + \Delta t c_{Y_3} (\pi^\alpha, q) &= 0, \quad \forall q \in H_{\#0}(Y_3), \tag{11}
   \end{align*}

   \begin{align*}
   \pi^\alpha &= \delta_{\alpha \beta} \text{ a.e. on } \Gamma_\beta.
   \end{align*}

3. Particular responses for given $\tilde{r}$ and $\tilde{p}_3$: find $(u^P, p^P) \in H_\#(Y) \times H_{\#0}(Y_3)$ such that

   \begin{align*}
   a_y (u^P, v) - \langle p^P, \text{div}_y v \rangle_{Y_3} &= -\int_Y \tilde{r} : c_y(v) J^{-1} \ dy, \quad \forall v \in H_\#(Y) \\
   \langle q, \text{div}_y u^P \rangle_{Y_3} + \Delta t c_{Y_3} (p^P, q) &= -\Delta t c_{Y_3} (\tilde{p}_3, q), \quad \forall q \in H_{\#0}(Y_3). \tag{12}
   \end{align*}

4. In the channels $\alpha = 1, 2$ the corrector basis functions $\eta^k_\alpha$, $k = 1, 2, 3$ satisfy:

   \begin{align*}
   c_{Y_3} (\eta^k_\alpha + y_k, q) &= 0, \quad \forall q \in H^1_\#(Y_\alpha). \tag{13}
   \end{align*}

### 3.3 Macroscopic equations of the time increment

The microscopic responses introduced in (10)-(13) are employed to compute the homogenized coefficients $A_{ijkl}, B_{ij}, C_\alpha^i, C^i_\alpha, Q_{ij}$ and the stress $S_{ij}$ which are now listed; they constitute the homogenized (macroscopic) equations:

- Effective visco-elastic modulus (involving time step $\Delta t$)

  \begin{align*}
  A_{ijkl} &= \frac{1}{|Y|} a_y (\omega^{kl} + \Pi^{kl}, \omega^{ij} + \Pi^{ij}) + \Delta \frac{1}{|Y|} t c_{Y_3} (\pi^{kl}, \pi^{ij}). \tag{14}
  \end{align*}

- Effective Biot poroelasticity tensor

  \begin{align*}
  B_{ij}^\alpha &= \left| \frac{Y_\alpha}{Y} \right| \delta_{ij} + \frac{1}{|Y|} \langle \pi^\alpha, \text{div}_y \Pi^{ij} \rangle_{Y_3} - \frac{1}{|Y|} a_y (\omega^\alpha, \Pi^{ij}), \tag{15}
  \end{align*}
• Averaged total Kirchhoff stress (in the updated reference configuration)
\[ S_{ij} = \frac{1}{|Y|} \int_Y \tau^{\text{tot}} j^{-1} dy. \] (16)

• Effective retardation stress
\[ Q_{ij} = \frac{1}{|Y|} \left[ a_Y \left( u^P, \Pi^i_j \right) - \left( p^P, \text{div}_g \Pi^i_j \right) \right], \] (17)

• Effective channel permeability (of the sector $\beta$):
\[ C_{ij}^\beta = \frac{1}{|Y|} c_Y \left( \pi^l + y_l, \pi^k + y_k \right), \] (18)
where $\pi^l$ solves the autonomous local problem (13).

• Perfusion coefficient – inter-sector permeability
\[ G_{\alpha \beta} = \frac{1}{|Y|} \int_{\Gamma_\alpha} \left( K^3 \cdot \nabla_y (p^P + \tilde{p}^3) \right) \cdot n^{[3]} \, dS_y + \frac{1}{\Delta t |Y|} \int_{\Gamma_\alpha} u^P \cdot n^{[\alpha]} \, dS_y, \] (19)

The macroscopic incremental problem is solved for displacements $\Delta u^0 \in V(\Omega)$ and pressures $\Delta p^\beta_0 \in H^1(\Omega), \beta = 1, 2$ which satisfy the following equations:

**Equilibrium equation:**
\[ \int_\Omega \left( A_{ijkl} \partial_l \Delta u^0_k - \sum_{\alpha=1,2} B_{ijkl}^\alpha \Delta p^\alpha_0 \right) \partial_j v^0_i \, dx = L(v^0) - \int_\Omega (Q_{ij} + S_{ij}) \partial_j v^0_i \, dx \] (21)
for all $v^0 \in V_0(\Omega)$.

**Diffusion equations:** for $\beta = 1, 2$,
\[ \int_\Omega q^0_\beta \left( B_{ijkl}^\beta \partial_j \Delta u^0_i + \sum_{\alpha=1,2} G_{ikl}^\beta \Delta p^\alpha_0 \right) \, dx + \int_\Omega C_{ikl}^\beta \partial_l (\Delta p^0_\beta + p^0_\beta) \partial_k q^0_\beta \, dx = - \int_\Omega g^\text{eff}_\beta q^0_\beta \, dx, \] (22)
for all $q^0_\beta \in H^1(\Omega)$. The homogenized problem involves two diffusion equations describing perfusions in the two compartments labeled by $\beta = 1, 2$. This is the direct consequence of a) the dual porosity in $Y_3$ and b) topology of the decomposition of $Y$ with $Y_1$ disconnected from $Y_2$. 
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3.4 Updating the local microstructures

We shall now explain the time stepping algorithm which is used to compute deformation of the medium and fluid redistribution in the pores at discrete time levels. At a certain time level (labeled by \( t \)), the macroscopic configuration is represented by the triplet \( M(t) \equiv \{ \Omega(t), F_{ij}(t), p_\alpha(t) \mid x \in \Omega(t) \} \) and the microscopic configurations are given by \( C(t)(x) \), are given, see (3). The coupled micro-macro algorithm involves the following steps:

1. Given \( M(t) \) and \( C(t)(x) \) for \( x \in \Omega(t) \), solve the microscopic problems (10)-(13), then compute all the homogenized coefficients: \( A_{ijkl}, B_{ij}, G_{\alpha\beta}, C_{\beta ij}, Q_{ij} \) and stress \( S_{ij} \).
2. Compute \( \Delta u^0 \) and \( \Delta p^0_\alpha \) by solving (21)-(22).
3. Update macroscopic configuration \( M(t) \rightarrow M(t+\Delta t), \Omega(t+\Delta t) := \Omega(t) + \{ \Delta u^0 \} \).
4. For a.a. points \( x \in \Omega(t) \) update \( C(t)(x) \rightarrow C(t+\Delta t)(x + \Delta u^0(x)) \); this step consists in:

   (a) Updating deformation and deformed domain
   \[
   \Delta u^* := (\delta_{ir}\delta_{js}y_j + \omega^s_{ir}) \partial_x^r \Delta u^0_\alpha(x) + \sum_{\alpha=1,2} \omega^0_\alpha \Delta p^0_\alpha(x) + u^P_i ,
   \]
   \[
   f_{ij} := \delta_{ij} + \partial^P_y \Delta u^* ,
   \]
   \[
   F_{ij} := f_{ik}F_{kj} ,
   \]
   \[
   Y^{(t+\Delta t)}(x) := Y^{(t)}(x) + \{ \Delta u^* \} ,
   \]
   where \( F_{ij} \) is the total deformation gradient at the microscopic level.

   (b) Updating pressure fields for \( x \in \Omega(t) \):
   - update the channel pressures:
   \[
   \Delta \tilde{p}_\alpha = \Delta p^0_\alpha + \varepsilon_0 \eta^L_k \partial_k \Delta p^0_\alpha ,
   \]
   \[
   \tilde{p}^{(t+\Delta t)}_\alpha = \tilde{p}^{(t)}_\alpha + \Delta \tilde{p}_\alpha ,
   \]
where $\varepsilon_0 > 0$ is a given scale of the microstructure.

- update the dual porosity pressure:
  \[
  \Delta \tilde{p}_3 = \pi^s \partial_y^r \Delta u^0_3(x) + \sum_{a=1,2} \pi^a \Delta p^0_a(x) + p^F,
  \]
  \[
  \\
  \tilde{p}^{(t+\Delta t)}_3 = \tilde{p}^{(t)}_3 + \Delta \tilde{p}_3.
  \]

  Now $C^{(t+\Delta t)}(x + \Delta u^0(x))$ for $x \in \Omega^{(t)}$ is constituted by (23)$_{3,4}$ and (25)$_2$.

5. Stop, when maximum time is reached, or return to step 1 with $t := t + \Delta t$.

Material parameters depend on local strain and stress, in general, so they are defined in the updated local microscopic configuration $C^{(t)}(x)$.

<table>
<thead>
<tr>
<th>domain</th>
<th>shear modulus $\mu$ [Pa]</th>
<th>permeability coef. $c_{\text{perm}}$ [m$^2$/s/Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>matrix $Y_3$</td>
<td>$1 \times 10^6$</td>
<td>$1 \times 10^{-9}$</td>
</tr>
<tr>
<td>channel $Y_1$</td>
<td>$6 \times 10^5$</td>
<td>$1 \times 10^{-8}$</td>
</tr>
<tr>
<td>channel $Y_2$</td>
<td>$4 \times 10^5$</td>
<td>$2 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

Table 1: Material parameters at the microscale; the permeability is isotropic, $K^k_{ij} = c_{\text{perm}}^k \delta_{ij}$, in all subdomains $Y_k$, $k = 1,2,3$. Thus, for scale $\varepsilon_0 = 0.01$, the matrix permeability is $c_{\text{perm}}^{\varepsilon_0,3} = \varepsilon_0^2 c_{\text{perm}} = 10^{-13}$.

4 EXAMPLE – PERFUSION IN 2D

The two-scale model of the perfusion is now implemented in the in-house developed FE code SfePy, [1] which was developed using some techniques already tested on problems of large deforming solids, as reported in papers [5, 3]. Here we report a simple simulation in 2D, see Tab. 1 for the material parameters used at the microscopic scale. The specimen is loaded just by two perfusion pressures varying in time and supported at three nodes as illustrated in Fig. 1. The microstructure is (initially) periodic with the reference cell $Y$ containing two systems of curved channels. The material parameters defining the microscopic problems are listed in Tab. 1; note that the “real permeability” in the dual porosity $Y_3$ is $10^{-4}$ times smaller, being the $\varepsilon_0$-multiple, where $\varepsilon_0 = 0.01$ in our situation. (We used non-physiological values for testing the model on “non-realistic” 2D examples; in this case the elasticity in the channels must be taken larger.)

The simulation was performed with the time increment $\Delta t = 0.2$ s, which is sufficiently large to use the Q1-Q1 finite element discretization for both the displacements and the pressures (note that too small step $\Delta t$ induces “numerical incompressibility” and another mixed element would have to be used, like Q2-Q1). The microstructures are updated for each Gauss point of the macroscopic domain (discretized using 16 elements, i.e. $16 \times 4 = 64$ microstructures updated at each time level, in our example), 30 time levels were evaluated. The approximate wall-time of the simulation on one single-processor PC was $\approx 30$ minutes.

Some numerical illustrations are displayed in Figs. 2-4. The tissue perfusion at a macroscopic position $x \in \Omega$ can be deduced form the pressure difference, see Fig. 3.
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Figure 2: Deformation of the macroscopic specimen (left) and the local deformed configurations $Y(x^A)$ and $Y(x^B)$ for the labeled positions. We recall the fixed corner points of the specimen, see Fig. 1.

Figure 3: Macroscopic distribution of two perfusion pressures $p_1$ and $p_2$ in the deformed domain $\Omega$ (evaluated at the final time of the simulation).

5 CONCLUSIONS

We combined the double-porous media approach employed in homogenization of the linear models [6, 7] with the large deformation description defined using the updated Lagrangian formulation [5]. The fluid redistribution at the macroscopic scale between the two channel systems is proportional to the difference of these pressures. At the microscopic scale the fluid flows can be recovered using the corrector functions.

The fluid-solid interactions governed by the poroelasticity model of Biot are responsible for viscoelastic effects observed at the macroscopic scale, which are represented in the global macroscopic homogenized model by the retardation stress $Q_{ij}$. It is worth noting that apart of the homogenized permeabilities $C^\beta_{ij}$, all the other homogenized coefficients of the incremental problem depend on the time step $\Delta t$ by virtue of the microscopic problems (10)-(12). In the linear case, the homogenized model involves the homogenized kernels of the time-convolution integrals, inducing the fading memory effects [6, 7].

Some effective strategy is required to tackle the number of the microscopic problems that have to be solved at each time step to recover the effective (homogenized) material constants. In [3] we have presented a parallel micro-macro algorithm, attempting to
address this issue.

The numerical simulations will be extended for 3D problems and some more realistic data will be used to validate the homogenized model. Since experimental results are unavailable, the model and the two-scale computational approach will be verified using a “non-homogenized” model (the reference model) based on a direct FE discretization of the system (1)-(2), whereby the geometry will be extremely complex (even for some higher scale parameters $\varepsilon_0$). To obtain a numerical solution for the reference model, some domain-decomposition techniques will be employed, including parallel algorithms.
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Figure 4: Macroscopic quantities $S_{ij}$, $Q_{ij}$ and $F_{ij}$ evaluated in time at points A (left column) and B (right column) of the macroscopic specimen.
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Abstract. This study suggests a method for computing the constitutive model for veins in vivo from clinically registered ultrasound images. The vein is modelled as a hyperelastic, incompressible, thin-walled cylinder and the membrane stresses are computed using strain energy. The material parameters are determined by tuning the membrane stress to the stress obtained by enforcing global equilibrium. In addition to the mechanical model, the study also suggests a preconditioning of the pressure-radius signal. The preconditioning computes an average pressure-radius cycle from all consecutive cycles in the registration and removes, or reduces undesirable disturbances. In order to overcome this problem, an approach is proposed that allows constitutive equations to be determined from clinical data by means of reasonable assumptions regarding in situ configurations and stress states of vein walls. The approach is based on a two-dimensional Fung-type stored-energy function that captures the characteristic nonlinear and anisotropic responses of veins.

1 INTRODUCTION

4.5% of the population is at risk of suffering a venous thromboembolism disease, with an approximate mortality rate of 11% ([2, 3]). Our general objective consists of studying a
serious pathology that has important consequences: deep vein thrombosis (DVT). The problems involved in modeling venous tissue have been largely ignored by biomechanics researchers, most of whose efforts have instead focused on determining constitutive models of the arterial tissue ([7, 11]). Venous and arterial walls have a similar structure and composition, the main difference between their respective walls being the thickness and fiber orientation of the medial zone.

In this study, we determine a constitutive model of the venous wall tissue in its real life location inside the human body. In the future, we intend to study diseased venous walls and their relation to the origins of DVP. Some studies have modulated the mechanical properties of venous walls ([1, 9]), although these studies have only looked at these properties in laboratory conditions and in non-live tissue.

Constitutive equations can be determined from experimental data regarding the diameter of a vessel segment that is subject to internal pressure and external axial force, and the load-free reference geometry of the vessel segment, including the wall thickness.

In the present study, if the membrane stresses are to be computed, two assumptions need to be made to overcome the limitations of the clinical data ([10]),
(i) The in vivo conditions, the axial stretch of the vessel and the axial external force are constant and independent from internal pressure
(ii) The ratio between the axial and circumferential stress is known at one internal pressure $P$.

2. METHODS

2.1. Original Data
To carry out the present study, we have used images captured by projecting ultrasound in real time, which is a typical method for clinically registering the pressure and radius. The ultrasound probe is lineal to 4.5 MHz and uses the MyLab Xview 70 high resolution image projection system (Esaote, Genoa, Italy). This new-generation ultrasound tool eliminates particles whilst preserving the information needed for diagnosis. We have used a time sequence of 10 seconds to register in a file of a healthy 40 year-old person. With this observation, we also obtain the internal pressure $P$.

2.2. Theoretical framework
In general, veins and arteries have similar walls and a structure in three distinct layers: the intima, the media and the adventitia. The media is the middle layer of the vein and consists of a complex three-dimensional network of smooth muscle cells, and elastin and collagen fibrils ([4]). The mechanical properties of venous and arterial walls are different; for example, the pulsating behaviour of the arterial walls is absent from the venous walls. In venous walls the media layer is thinner than the arterial wall. Also, the fibre orientation of venous walls is not clear. Consequently, we use a non-fibre oriented model to approximate the constitutive equation of the venous wall.
In the femoral vein, the variation range of the pressure–inner diameter and the wall thickness at mean pressure is taken from clinical data. A two-dimensional (membrane) model describing the biaxial (i.e. circumferential and axial) response is to be determined. Employing a least-squares approach this can be achieved by minimizing the sum of the squared errors $W$:

$$W = \sum_i \left[ (\sigma_{\theta\theta}^{\text{mod}} - \sigma_{\theta\theta}^{\text{meas}})^2 + (\sigma_{zz}^{\text{mod}} - \sigma_{zz}^{\text{meas}})^2 \right]$$  \hspace{1cm} (1)

In Eq.(1), the index $i$ denotes the $i$th of the $n$ data points, $\sigma_{\theta\theta}^{\text{mod}}$ and $\sigma_{zz}^{\text{mod}}$ are the circumferential and axial Cauchy stresses predicted by the model, and $\sigma_{\theta\theta}^{\text{meas}}$ and $\sigma_{zz}^{\text{meas}}$ are the mean circumferential and axial Cauchy stresses of the wall computed directly from experimental data by enforcing equilibrium.

Following the theory of hyperelasticity ([6]) the principal model stresses:

$$\sigma_{\theta\theta}^{\text{mod}} = \lambda_{\theta} \frac{\partial \psi}{\partial \lambda_{\theta}}; \quad \sigma_{zz}^{\text{mod}} = \lambda_{z} \frac{\partial \psi}{\partial \lambda_{z}}$$  \hspace{1cm} (2)

may be derived from the two-dimensional SEF $\psi = \psi(\lambda_{\theta}, \lambda_{z})$ and can be expressed in terms of the principal stretches $\lambda_{\theta}$ and $\lambda_{z}$ associated with the circumferential and axial directions, respectively. The circumferential and axial stretches are defined as $\lambda_{\theta} = d_m / D_m$ and $\lambda_{z} = z / Z$; whereby $d_m$ and $D_m$ denote the actual and the referential (unloaded) mid-wall diameter of the vessel, and $z$ and $Z$ denote the actual and the referential length of a vessel segment. Note that Eq. (2) is only valid if the stress tensor and the strain tensor are coaxial. This is the case in the present study, which is restricted to axisymmetric geometry and boundary conditions. For $\psi$ a two-dimensional Fung-type SEF proposed by Von Maltzahn et al.(1984) is used as follows:

$$\psi = \frac{C}{2} (e^{Q} - 1),$$  \hspace{1cm} (3)

where

$$Q = c_{\theta\theta} E_{\theta\theta}^2 + 2c_{\theta z} E_{\theta\theta} E_{zz} + c_{zz} E_{zz}^2$$  \hspace{1cm} (4)
The SEF $\psi$ incorporates four constitutive parameters, $C, c_\theta, c_r$ and $c_z$. The circumferential and axial Green–Lagrange strains $E_\theta$ and $E_z$ can be expressed in terms of the circumferential and axial stretches, that is, $E_\theta = \frac{1}{2}(\lambda_\theta^2 - 1)$ and $E_z = \frac{1}{2}(\lambda_z^2 - 1)$, respectively. Fung-type SEFs have been used successfully to model the mechanical responses of numerous veins from various species and anatomical sites. Substituting Eq.(4) for Eq.(2) leads to explicit expressions for $\sigma_{\theta\theta}^{\text{mod}}$ and $\sigma_z^{\text{mod}}$ as functions of the principal stretches $\lambda_\theta$, $\lambda_z$ and the constitutive parameters $C, c_\theta, c_r$ and $c_z$. Note that $\psi$ is convex if and only if $c_r^2 < c_\theta c_z$, $c_\theta > 0$ and $c_z > 0$ (for a derivation see [6]).

The circumferential and axial mean wall stress $\sigma_\theta$ and $\sigma_z$ can be determined by enforcing global equilibrium. Thus,

$$
\sigma_\theta = \frac{rP}{h}, \quad \sigma_z = \frac{r^2 P \pi + F}{h(2r + h)\pi}
$$

where $h$ is the actual wall thickness, $r$ is the actual inner radius, $P$ is the transmural pressure and $F$ is the external axial force. Substituting these expressions in $k = \sigma_z / \sigma_\theta$ the external axial force $F$ can be determined explicitly as:

$$
F = r^2 P \pi (2k - 1) + APk
$$

where, according to assumption (ii), the stress ratio $k$ is known for a particular pressure $P$ associated with the actual radio $r$ and $A = rh \pi$.

2.3. Calculus

The constitutive parameters $C, c_\theta, c_r$ and $c_z$ have to be determined as variables from a nonlinear zero function in order to determine the minimum error function. We consider the function $W$ as the function of error, we want to obtain the minimum of this function or the zero of this function’s derivative. To do so we will use the Levenberg-Marquardt method for the non-linear least squares problems [8]. Thus, we will consider $C, c_\theta, c_r$ and $c_z$ as variables in the function $W$, that is $W(C, c_\theta, c_r, c_z)$, so that its minimum will be found in values that verify that $\nabla W(C, c_\theta, c_r, c_z) = 0$

that is:
\[
\begin{align*}
\frac{\partial W}{\partial C} (C, c_{\theta \theta}, c_{\theta z}, c_{zz}) &= 0 \\
\frac{\partial W}{\partial c_{\theta \theta}} (C, c_{\theta \theta}, c_{\theta z}, c_{zz}) &= 0 \\
\frac{\partial W}{\partial c_{\theta z}} (C, c_{\theta \theta}, c_{\theta z}, c_{zz}) &= 0 \\
\frac{\partial W}{\partial c_{zz}} (C, c_{\theta \theta}, c_{\theta z}, c_{zz}) &= 0 \\
\end{align*}
\]

where $\frac{\partial W}{\partial x}$ are the partial derivative of function $W$ by the variable $x$. Now we need to apply the Newton-Raphson method to the function $\nabla W$ in dimension 4:

\[\nabla W'(X^{(k)}) (X^{(k+1)} - X^{(k)}) + \nabla W(X^{(k)}) = 0 \quad k \geq 1\]

where $\nabla W'$ is the Jacobian $4 \times 4$ matrix. We take $X^{(0)} = (C^0, c^0_{\theta \theta}, c^0_{\theta z}, c^0_{zz})$ where $(C^0, c^0_{\theta \theta}, c^0_{\theta z}, c^0_{zz})$ are the values obtained in [10] for arteries. This is a linear system of equations for $X^{(k+1)}$, and given that $\nabla W'$ is a non-singular matrix, it can be solved using a normal linear system method.

A simple verification shows the local minimum property of the value obtained (we apply a small perturbation to our final value).

3. RESULTS

We obtain values for the constitutive parameters $C$, $c_{\theta \theta}$, $c_{\theta z}$ and $c_{zz}$; and (using the constitutive model) we can obtain information on the unloaded referential geometry (inner diameter $D$) and the in situ boundary force $F$ for each observation (see Table 1).

| Table 1: Computed inner diameter $D$; external axial force $F$; constitutive parameters $C$, $c_{\theta \theta}$, $c_{\theta z}$ and $c_{zz}$. |
|---------------------|----------|----------|----------|----------|----------|
| Femoral Vein        | 8.8      | 1.14     | 14.37    | 2.08     | 1.39     | 1.01     |

With the specified constitutive parameters summarized in Table 1, the SEFs turn out to be convex, which is a crucial property that ensures mechanically and mathematically reliable behaviour. Specific constitutive equations are obtained by substituting the constitutive parameters in Eq.(2). The relations between the pressure and the inner diameter computed from the constitutive models are approximately the same as the observed values (Fig.1). The biaxial response (Fig.2) shows the anisotropy and nonlinearity between the axial and circumferential stretches.
4. CONCLUSIONS

This is the first attempt to provide constitutive equations for human veins and the femoral vein in particular. The mechanical behaviour of human arteries has already been described, but this is not the case for human veins. Consequently, we have used the results obtained in [9] to develop a new constitutive model for human veins. In this study we have tried to show a simple method for determining constitutive parameters for the biaxial stretch states of human vein walls (Fig.2) in a specific subject (Fig.1). The proposed approach is based on providing information about the axial values (axial stretch, external axial force and axial stress) that is not contained in clinical data. Evaluating the predictive capability of constitutive equations requires changes in the boundary conditions, that is, in the pressure and stretches. However, it is possible to alter the boundary conditions in a tolerable way. Obviously, future research in this area could compare several constitutive model approximations in various subjects, each one from a different risk population. Even so, the particular conditions for a specific patient can change; blood pressure can be elevated through exercise or diminished by pharmacological methods. The specificity of this method allows a specific model for each patient. These models try to characterize the nonlinear anisotropic material responses and the in-situ boundary conditions, because the original data are measurements of stretches in-situ. This fact will promote future research into potential thrombosis risk factors and parameters for monitoring pharmacological therapies, etc. Despite inherent limitations the present approach demonstrates a reasonable way to determine constitutive equations for human veins that would otherwise not be available.
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Abstract: This work provides a simple framework to optimize the design of self penetrating neural interfaces. First, an assessment of interactions between electrodes and peripheral nerves is provided and related to the instantaneous elasticity of the tissue. Then, the elastic instability of electrodes is considered, because it is the main cause of failure of implants. The connection between the previous two sections, integrated with an assessment of a safety coefficient for in-vivo implants, allows to predict some important parameters of a reliable electrode: its maximum slenderness ratio (SR) and the minimum Young modulus of its main shaft.

1 INTRODUCTION

The use of neural interfaces with the peripheral nervous tissue (PNT) allows to develop neuroprosthetic devices and hybrid bionic systems [1]. These devices can create an intimate and selective contact with the PNT, recording and stimulating from different fascicles into the nerves to restore the efferent and afferent neural pathways in an effective way. Several research groups started investigating the possibility of develop neural interfaces characterized by self penetrating electrodes vertically or longitudinally inserted into the tissue [2,3]. This approach seems to be promising because a quite low invasiveness is combined with a quite good selectivity. Unfortunately, the high slenderness ratio of these structure can make difficult their insertion into the PNT: the success of this task is strongly dependent from the biomechanical properties of the tissue, the geometry and the mechanical characteristics of the neural interface. Indeed, while a stiff electrode is necessary to enter the tissue, it could increase both the invasiveness and the probability of provoking damages into the nerve. For this reason, the design of effective and low-invasive self penetrating interfaces is a crucial task which requires an integrate design accounting for the PNT biomechanics influencing the interactions with the electrode structures. In the first part of this work a macroscopic approach is used to study the interactions between peripheral nerves and structure with high slenderness ratio, in particular self penetrating electrodes. Simple mathematical models are used to quantify these interactions as explicitly depending from the tissue mechanics [4].
These models are able to account for experimental studies [5,6]. In the second part of this work, the previously achieved framework is used to improve and integrate the design of self penetrating [7] (e.g. needle-like and shaft) neural interfaces as far as the choice of structural materials, giving elements to optimize the geometry and to maximize the insertion ability.

2 METHODS

2.1 Simple assessment of superficial interactions between electrodes and peripheral nerves

Interactions between electrodes and external surface of the peripheral nerves are quite complex. In this work the attention will be focused only on the initial phase of contact between the electrode tip and the tissue. Moreover, the velocity of the local dimpling of the tissue under the electrode tip is assumed to have a characteristic time considerably shorter than the relaxation time of the tissue: this allows to neglect viscoelastic effects. With the previous assumptions, the tip force arising during the initial phase can be generally modelled using Equation (1):

\[ F(z) = f(\alpha)M(E,z)g[n,z,g(\rho)] \]

where \( z \) is the dimpling of the tissue (which equals the electrode tip displacement), \( f(\alpha) \) is a function of the half opening angle of the tip, \( M(E,z) \) is a function of the Young modulus of nerve and \( z \), \( g[n,z,g(\rho)] \) is a polynomial of \( n \) degree in \( z \) and \( g(\rho) \), finally \( g(\rho) \) is a function the radius of curvature of the tip. To simplify the writing of Equation (1) some assumptions can be reasonably done. First, \( f(\alpha) \) is constant for a selected type of electrode. Then, in spite of \( g[n,z,g(\rho)] \) could be non linear with \( z \) [4], it can be expanded in Taylor series around the point \( z=0 \) leading to \( M(E,z) = E + o(E,z) \). Finally, \( g[n,z,g(\rho)] = g[2,z,g(\rho)] = z^2 + k_2z \) [8], where \( k_2 \in \mathbb{R} \) is a constant accounting for the real geometry. As a consequence, Equation (1) can be approximated with:

\[ F(z) = k_1E(z^2 + k_2z) \]  \hspace{1cm} \text{(1.2)}

Equation (1.2) models the first phase of interaction as an indentation, and can assess the instantaneous elasticity of the external layer of peripheral nerves starting from experimental data [5,6].

2.2 Basic elements of rational design of self-penetrating electrodes

Self-penetrating electrodes has to bear compressive forces arising in dimpling of external layer of nerves. Since the main macroscopic cause of implantation failure is elastic instability, the investigation of buckling of needle-like and shaft structures is crucial to their effective design. To this aim, since both the approaching velocity is low (for careful
implantations ~ several mm/min), and the mass of the electrode is small, inertial effects can be neglected and the analysis can be performed in the quasi-static buckling framework. Moreover, since the main shaft is considerably longer than the tip high, the analysis will be focused on the first mode of buckling of the global structure. For slender electrodes the first buckling load can be generally written as [7]:

\[ P_{cr} = \frac{\psi^2 E_n J}{(\omega L)^2} \]  

(2)

where \( J \) is the minimum second area moment of the cross section, \( E_n \) is the Young modulus of the electrode material, \( \psi \) is the Legendre elliptic integral of the first kind, \( L \) the length of electrode, and \( \omega \) the end-condition constant. In this case, since also small deflections result in a failure of implantation we have \( \psi \rightarrow \pi \) and \( \omega \rightarrow 0.7 \div 2 \), depending from the boundary conditions (pin-fixed and free-fixed). In particular, introducing in Equation (2) the slenderness ratios \( S_r = L/r \) for a circular shaft, and \( S_h = L/h \) for a prismatic one (where \( h \) is the electrode depth), and dividing \( P_{cr} \) for the cross sectional area of the main shaft, it follows:

\[ \sigma_{cr} = \frac{\pi^2 E_n}{\gamma_r S_r^2} \]  

(2.1.1)

\[ \sigma_{cr} = \frac{\pi^2 E_n}{\gamma_h S_h^2} \]  

(2.1.2)

where Equations (2.1.1) and (2.1.2) holds respectively for circular and prismatic sections, and \( \gamma_r = 1.96 \div 16 \) and \( \gamma_h = 5.88 \div 48 \) respectively for pin-fixed and free-fixed boundary conditions. Therefore, the structural condition for which the main structure can bear the maximum dimpling force is:

\[ P_{cr} \geq SF_{global} F(z_0) \]  

(3)

where \( SF_{global} \) is the global safety factor that will be assessed in the next paragraph, and \( z_0 \) is the dimpling of the nerve when the piercing of the external layer happens. From Equations (1.2), (2.1), (2.1.1-2) and (3), an approximation of the maximum slenderness ratio for low \( z_0 \) can be written as:

\[ S_r(m, k_2, k_1, z_0, X, SF_{global}, A, E, E_n) \approx \pi \left\{ \frac{g(m, k_2, z_0)}{h \left( \frac{2m+1}{2}, k_2 \right)} \right\} \sqrt{\frac{E_n A}{XSF_{global} k_1 E z_0}} \]  

(4)
where $X$ stands for $\gamma_r$ or $\gamma_h$ respectively for circular or shaft electrodes, $g(m,k_2,z_0)$ is a polynomial of $m$ degree in $k_2$ and $z_0$, and $h\left(\frac{2m+1}{2},k_2\right)$ is a polynomial in $k_2$. The more $m$ increases, the more $S_r$ approximates the exact value of the minimum slenderness ratio for any value of local dimpling. As illustration of the case $m=5$, the values of $\varphi(m,k_2,z_0)$ are listed and plotted below:

$$g(5,k_2,z_0) = 63z_0^5 - 70k_2^2z_0^4 + 80k_2^3z_0^3 - 96k_2^4z_0^2 + 128k_2^5z_0 - 256k_2^5$$

$$h(\frac{3}{2},k_2) = 256k_2^{11/2}$$

(5.1)

2.3 Safety coefficient for in vivo insertions of self-penetrating electrodes

Self penetrating electrodes have to be implanted in living peripheral nerves. As a consequence, at least in this final phase, the implantation has to assure good performances and reliability in time without ethically unacceptable complications (sources of pain, need of several surgical operations, etc.). Moreover, the surgical procedure of insertion in living peripheral nerves has to be totally safe for the patients, but also without any risk of damages for the electrodes. Unfortunately, from a purely mechanical point of view, the in vivo
insertion procedure is less studied and all possible causes of overloads are difficult to assess. Moreover, the range of mechanical stresses on the electrodes can largely change with the surgical set up. All these issues lead to the use of safety coefficients (SF) to assure the success of the implant without any damages of the electrodes in uncertain conditions. To approximate this coefficient some different factors have to be considered: the material properties (e.g. mechanical properties of the main shaft of the electrode), the knowledge of the loading-overloading conditions, the knowledge of the surgical environment. A possible way to assess the SF is to use the Norton’s approach \[9\], where all the previous factors are involved.

<table>
<thead>
<tr>
<th>Coefficient of safety</th>
<th>SF1 - Material properties (from tests)</th>
<th>SF2 - Loading conditions (knowledge)</th>
<th>SF3 - Working environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>Well known / characteristic</td>
<td>Verified by testing</td>
<td>Same as material testing conditions</td>
</tr>
<tr>
<td>2</td>
<td>Well approximated</td>
<td>Well approximated</td>
<td>Checked, room temperature</td>
</tr>
<tr>
<td>3</td>
<td>Fairly approximated</td>
<td>Fairly approximated</td>
<td>Slightly demanding</td>
</tr>
<tr>
<td>5+</td>
<td>Roughly approximated</td>
<td>Roughly approximated</td>
<td>Extremely demanding</td>
</tr>
</tbody>
</table>

In our case self penetrating electrodes derive from well-known microtechnological processes, with conventional material, then the coefficient SF1, due to the material properties can be set to 1.3 (see Table 1). On the contrary, the surgical environment is in general unknown. Even if, with the use of special supports the stability of the insertion can be improved, nevertheless the contact conditions between the nerve and the surrounding environment are still quite indeterminate. Furthermore, the pushing forces given by the surgeon during a manual insertion are difficult to achieve and liable to large changes related to its specific ability and experience. As a consequence, for SF2 (considering the knowledge of the loading conditions) the value of 5+ can be chosen. Finally, at least for preclinical trials, the working environment is directly the body of a human being, and every damage to the residual nerve stump can further compromise the condition of the patient. Then, as well as ethically unacceptable, every damage can have a legal and financial impact. So, also for SF3 the value of 5+ can be set. Following the standard approach the global safety coefficient can be obtained using Equation (6):

\[ SF = \max\{SF1, SF2, SF3\} \]  

\[ (6) \]
Therefore in our case $SF=5+$ (that is, 5 or larger values).

3 RESULTS

The previous simple approach helps to rationalize the design of self penetrating electrodes: in this paragraph will be analyzed both the choice of the minimum Young’s modulus of the electrode main shaft, once given its slenderness ratio, and the assessment of the maximum slenderness ratio for a given construction material. Figure (2) shows how the minimum Young modulus depends on the maximum slenderness ratio through experimental values of piercing forces. Indeed, $\sigma_{cr}$ can be defined starting from both Equations (3) and (1.2). As a consequence, it is related to both the peripheral nerve biomechanics and the geometry of the electrode. Therefore, if technical constraints fix the electrode geometry (and then SR), the main shaft material can be chosen in order to ensure the bearing of the maximum dimpling force. In this way, the failure of the implantation procedure can be avoided.

Figure 2: This log-log plot shows the usefulness of biomechanical inputs, deriving from the interaction phase ($\sigma_{cr}$), to rationally assess the minimum Young modulus providing a safe utilization with a given slenderness ratio. Figure (2) illustrates the case of electrodes with a circular cross sectional area and pin-fixed boundary conditions.

On the other hand, if biocompatibility issues constrain the choice of the material of electrodes, their SR can be chosen in order to avoid implantation failures. To this aim, Figure
(3) shows as starting from the Young modulus of a set material the maximum slenderness ratio can be found. Also in this case, the biomechanical input about the expected maximum forces (or dimpling) is crucial to univocally assess $\sigma_{cr}$ and then the intersection points of interest. Both Figures (2) and (3) illustrate the procedure of choice for electrodes with circular section and pin-fixed boundary conditions.

Figure 3: This log-log plot illustrates the importance of the biomechanical assessment of the interaction phase ($\sigma_{cr}$) to rationally found the maximum slenderness ratio providing a safe implant with a given material. Figure (3) shows how to choose parameters for electrodes with a circular cross sectional area and pin-fixed boundary conditions.

4 DISCUSSION

4.1 From biomechanics to design of self penetrating electrodes: a possible path for safe implantations

Several neural interfaces have been developed to control neuroprostheses and hybrid bionic systems. Among them, self penetrating electrodes seem to be promising because they represent an interesting trade-off between the needs for high selectivity and reduced invasiveness. However, no particular attention is usually paid to design their structures accounting for the biomechanical properties of the system to be interfaced. Furthermore, the
implantation of electrodes in the peripheral nerves is a complex surgical task: a great experience in insertion is required to avoid tissue damages (which could result in pain) and electrode breakage. The sum of these factors results in failure of implantations, also with already tested and commercialized products, in significant increases of surgical times and number of attempts, risks of damages for nerves and waste of expensive electrodes. Therefore, to rationally design self penetrating electrodes the knowledge of the surrounding environment is necessary. Indeed, the choice of structural materials, the geometry, and also the procedure of implantation depends on the magnitude of the reciprocal interactions between tissue and electrode. To quantify these forces appears to be “strategic” to provide useful information about the design process. To this aim, in section (2.1) a simple framework to assess these interactions was provided. However, it is an approximation and the more it is valid, the more the characteristic time of tissue local reaction are shorter than the relaxation one. In other words, this approximated framework only consider the local instantaneous elastic response of peripheral nerves. This is, of course, a limitation but for many real surgical procedures it provides a suitable approximation. Moreover, a problem to be solved in electrode design is to balance the minimum stiffness able to enter the tissue and minimize the internal damages. A possible suitable solution is to minimize the stiffness considering all different designs having the first buckling load greater than a given force accounting for the maximum piercing force and the right safety factor. To this aim in section (2.2) the basic elements leading to a rational design of a self penetrating interface were provided, and in section (2.3) an assessment of a possible safety factor was presented. The synergistic use of these two parts allows to assess some useful design parameters of electrodes, as the SR and the Young modulus. This approach seems to be effective and is able to predict the outcome of real trials of surgical implantation [6].
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Summary. Arteries in situ are subjected to the pretension developed upon the growth period. The magnitude of the pretension was shown to be age-dependent. Detailed statistics are, however, rare. This study was designed to expand our knowledge of the prestrain sustained by arteries during the lifespan. Age-related distribution of the longitudinal prestrain in the male abdominal aorta obtained within 93 regular autopsies is shown (age = 41.6±15.8 years; prestretch =1.174±0.099). Data indicate that the prestrain decreases nonlinearly during the aging. Bilinear regression function revealed the breakpoint in the prestrain–age dependency at age about 40. The comparison of this result with studies which document the nonlinearity in the pulse wave velocity–age dependency indicates that steep increase of the velocity is preceded by the loss of the pretension. It suggests that the pretension could play a compensation role within artery stiffening.

1 INTRODUCTION

Computational methods of biomechanics become increasingly directed to the so-called patient-specific analyses[1-2]. They can help in customized therapy. Such an approach, however, necessitates patient-specific (and pathology-specific) constitutive models, loading conditions and geometries to be known during computer modeling.

Geometrical patient-specific models of tissues and organs can be obtained by modern computer imaging methods. It is well-known, however, that arteries in situ (under geometry observed with CT, MRI or IVUS in vivo) are not in the zero stress and strain state. Beside the blood pressure-induced loading there is significant residual stress acting in the circumferential direction[3-5]. In the longitudinal direction arteries exhibit significant pretension. This can be proved upon the excision of a sample. The sample will retract[6-9]. Hence direct incorporation of in situ geometry into the computational model can lead to nonrealistic results.
The existence of the longitudinal prestrain (pretension) is known more than a century\cite{14}. Bergel\cite{6} reported mean shrinkage of the excised samples of the canine arteries ranging between 32\% - 42\% (percentage of original length) depending on the position in the arterial tree. Han and Fung\cite{7} confirmed this result. They reported monotonically increasing longitudinal prestretch (from 1.2 to 1.5) with the increasing distance from the heart. Learoyd and Taylor\cite{8} measured 59 samples of arteries obtained from 12 human donors. Their results proved the position dependency of the prestrain. They also found negative correlation between the age and the prestrain\cite{10}.

The species and position dependency of the longitudinal prestrain seems to be explainable by means of the intramural collagen-to-elastin ratio\cite{11}; the higher the ratio, the lower the prestrain. The key role of the elastin was proved by enzyme digestion and also in animal models with the elastin insufficiency\cite{12,13,16}. Recent papers have shown that the longitudinal prestrain is involved in the artery remodeling and adaptation. Jackson at al.\cite{16} shown that elevated axial prestrain in rabbit carotid arteries was normalized within 7 days after the surgery. It was accompanied by increased endothelial and smooth muscle cell replication rate\cite{16,17}. Also increased extracellular matrix content was observed. In contrast to the elevated longitudinal load the culturing under infraphysiological axial strain resulted in a mass loss and decreased cell proliferation\cite{18}.

It is well known that arteries stiffen with increasing age. This process is called arteriosclerosis. Increased stiffness of conduit arteries results in the increase of the pressure pulse wave velocity (PWV)\cite{19,22,23}. Elevated PWV, however, lead to early pressure wave reflections which contribute to the heart load. The artery wall exhibits nonlinear and anisotropic mechanical behavior. In such a material actual stiffness depends on actual strain/stress state\cite{20,21}. Concerning these facts rather surprising hypothesis can be derived. Although the loss of the longitudinal strain is likely negative consequence of the aging, it reduces overall strain state of an artery. Reduced axial strain results in the reduction of actual stiffness. This mechanism could compensate for increased stiffness developed within arteriosclerosis.

To test the hypothesis of the compensation ability we compared the age-related distribution of the longitudinal prestrain with the distribution of the pulse wave velocity in human aorta. It will be shown that progressive decrease of the prestrain magnitude in male abdominal aorta is followed by only small change at age above 40 years. Our data indicate that rapid increase of PWV is preceded by the period of the progressive loss of the prestrain.

2 METHODS

The statistics of 93 abdominal aortic longitudinal prestrains was collected within regular autopsies of male Caucasian cadavers of known age in the University Hospital Na Kralovských Vinohradech in Prague. The longitudinal prestrain was quantified by the stretch ratio $\lambda$ defined in (1). $l$ and $L$ denote the length of the tubular sample (below renal arteries branching and above aortoiliac bifurcation) before and after the excision.

$$\lambda = \frac{l}{L}$$ (1)
It was hypothesized that the age-dependency of $\lambda$ can be expressed by means of stepwise linear function with the breakpoint, $t_k$, corresponding to the loss of the compensation ability (2).

$$
\lambda(t) = \begin{cases} 
    at + b & \text{if } t \leq t_k \\
    ct + d & \text{if } t_k < t 
\end{cases}
$$

(2)

Where $a$, $b$, $c$, $d$ are real parameters and $t$ denotes the age [years]. The condition of continuity has to be added, $at_k + b = ct_k + d$, to obtain meaningful results.

Constrained optimization problem was solved in Maple 13. It should be mentioned that besides parameters $a$, $b$, $c$ and $d$, the position of the breakpoint, $t_k$, was also the subject of the optimization. The final model was evaluated with generalized F-test. The null hypothesis, $H_0 : [a, b] = [c, d]$, was tested against the alternative $H_A : [a, b] \neq [c, d]$.

The regression was accompanied with the correlation analysis exploring the link between the prestrain and additional cardiovascular indices. The correlations include carotid-femoral pulse wave velocity (cfPWV), distensibility of descending aorta (DDA), maximum strain of descending aorta (mS), central aortic systolic (SP), diastolic (DP) and pulse pressure (PP), and augmentation index (AI). Since there is no possibility to find out these quantities post mortem we had to incorporate data from the literature[23]. The data were obtained within MRI investigation and tonometry. Here we will not repeat details of the procedure. We only mention that mS was obtained as the relative change of the lumen area; DDA denotes the change in the lumen area with respect to minimal area and PP, and AI is the ratio between systolic pressure augmentation and PP. The simple correlation coefficients, $R$, were computed based on data averaged through decades of the life.

3 RESULTS

Data sample involved in our study consisted of 93 male subjects with age ~ 17—81 (41.6±15.8) and prestretch ~ 1.023—1.417 (1.174±0.099); minimum—maximum (mean±SD). The study proved significantly decreasing prestrain upon increasing age. It was found that the stepwise linear model (2) fits prestrain—age relationship with lower sum of squares than simple linear. The parameters estimating resulted in $a = -9.556 \cdot 10^{-3}$; $b = 1.520$; $c = -2.588 \cdot 10^{-3}$; $d = 1.241$; and $t_k = 40$ years. F-test proved that there are strong statistical evidences against the null hypothesis (the risk of true hypothesis rejection $p < 0.0001$). Results are depicted in Fig. 1. Fig. 2 shows the ratio between residual standard deviation (RSD) computed for optimal model and RSD obtained in models with $t_k$ in different positions (and different values of the parameters).

Table 1 documents age-related mean values of the prestrain and data adopted from the literature[23]. Results suggest that especially non-dimensional indices are highly correlated. The correlation found for entire sample of the prestrain and age reached $R = -0.856$. It proves strong age-dependency of the prestrain. High correlation between the carotid-femoral pulse wave velocity and prestrain was also confirmed, $R = -0.884$. 
4 DISCUSSION

We postulated the hypothesis that decreasing longitudinal prestrain could compensate artherosclerosis-induced stiffening of an artery. This compensation ability would be, however, limited with the initiative value of the prestrain developed within the growth period. The analysis suggests that the process of the prestrain decrease is not linear. The stepwise linear model revealed the breakpoint at age about 40 years.

Table 1: Prestrain correlations. X denotes the number of our observations. Y denotes the number of observations involved in [23]. Used acronyms: cfPWV – carotid-femoral pulse wave velocity; DDA – distensibility of descending aorta; mS – maximum strain; AI – augmentation index; DP, SP and PP denote central diastolic, systolic and pulse pressure, respectively. *The correlation between age and prestrain was based on non-averaged data.

<table>
<thead>
<tr>
<th>Number of samples X/Y</th>
<th>Age [years]</th>
<th>Prestretch [1]</th>
<th>cfPWV [ms⁻¹]</th>
<th>DDA [10⁻³ kPa⁻¹]</th>
<th>mS [%]</th>
<th>DP [mm Hg]</th>
<th>SP [mm Hg]</th>
<th>PP [mm Hg]</th>
<th>AI [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>22/21</td>
<td>20-29</td>
<td>1.296</td>
<td>6.2</td>
<td>72</td>
<td>33</td>
<td>59</td>
<td>109</td>
<td>48</td>
<td>-10</td>
</tr>
<tr>
<td>19/15</td>
<td>30-39</td>
<td>1.199</td>
<td>6.7</td>
<td>70</td>
<td>27</td>
<td>66</td>
<td>113</td>
<td>46</td>
<td>-4</td>
</tr>
<tr>
<td>20/31</td>
<td>40-49</td>
<td>1.135</td>
<td>8.8</td>
<td>38</td>
<td>15</td>
<td>75</td>
<td>122</td>
<td>46</td>
<td>16</td>
</tr>
<tr>
<td>18/16</td>
<td>50-59</td>
<td>1.091</td>
<td>9.5</td>
<td>29</td>
<td>11</td>
<td>77</td>
<td>134</td>
<td>55</td>
<td>31</td>
</tr>
<tr>
<td>7/14</td>
<td>60-69</td>
<td>1.068</td>
<td>12.8</td>
<td>18</td>
<td>9</td>
<td>75</td>
<td>143</td>
<td>66</td>
<td>26</td>
</tr>
<tr>
<td>5/14</td>
<td>70-79</td>
<td>1.061</td>
<td>13.8</td>
<td>17</td>
<td>8</td>
<td>69</td>
<td>135</td>
<td>66</td>
<td>32</td>
</tr>
<tr>
<td>Correlation</td>
<td></td>
<td>-0.856</td>
<td></td>
<td>1</td>
<td>-0.884</td>
<td>0.949</td>
<td>0.985</td>
<td>-0.828</td>
<td>-0.932</td>
</tr>
</tbody>
</table>

Figure 1: Optimal stepwise linear regression. We suggested the hypothesis that progressively decreasing prestrain could compensate for overall stiffening of an artery. It would mean that only small increase in pulse wave velocity should be expected before the breakpoint.
Figure 2: Uncertainty of the breakpoint position. Breakpoint position can be affected with the data sample character. The graph shows rather flat character of the extreme. Hypothetical variability of the breakpoint position is outlined with the interval of 2.5% difference from the optimum.

It has to be mentioned, however, that post mortem collected data may not correspond exactly to in vivo pretensions. There are some sources of differences: 1. influence of post mortem interval (PMI); 2. necessity of the removing tethering tissue during preparation; 3. absence of the blood pressure. Previous analysis proved that PMI does not correlate with the prestrain in our statistical sample\textsuperscript{[24]}. Nevertheless, the removing of the tethering tissue and the absence of the blood pressure can cause that the in vivo prestrains are higher than herein reported. Bearing this in mind our data should only be considered as the estimations of the in vivo longitudinal prestrain.

Thus the position of the breakpoint, identified here at 40 years, can also move depending on the specific statistics. To emphasize this fact we included Fig. 2. It shows the character of the change in RSD with relation to the breakpoint position. The minimum is rather flat which indicates an uncertainty of the estimation.

Herein presented statistical analysis can not give evidences how much longitudinal prestrain affects PWV. It only proves that PWV and prestrain are correlated. The true link between the age, PWV and prestrain must be clarified by methods of the computational mechanics. They can incorporate constituent-based models to explain this link.

Strong correlations between the prestrain, PWV and other indices were found. They, however, can be overestimated due to averaging of the data which has a smoothing effect. Nevertheless, Redheuil et al.\textsuperscript{[23]} shown the breakpoint in the PWV-age and ascending aortic distensibility-age dependency (see Fig. 2 in their study; http://hyper.ahajournals.org/cgi/reprint/55/2/319) at age 50 years. Our study shown the breakpoint in the prestrain at age about 40 years. The preceding loss of the prestrain before the increase of PWV is consistent with the hypothesis of the compensation ability.
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Abstract. A new material model is proposed for the description of stress-softening observed in cyclic tension tests performed on soft biological tissues. The modeling framework is based on the concept of internal variables introducing a scalar-valued variable for the representation of fiber damage. Remanent strains in fiber direction can be represented as a result of microscopic damage of the fiber crosslinks. Particular internal variables are defined able to capture the nature of soft biological tissues that no damage occurs in the physiological loading domain. A specific model is adjusted to experimental data taking into account the supra-physiological loading regime. For the description of the physiological domain polyconvex functions are used which also take into account fiber dispersion in a phenomenological approach. The applicability of the model in numerical simulations is shown by a representative example where the damage distribution in an arterial cross-section is analyzed.

1 INTRODUCTION

As a result of hypertension, overweight, rich alimentation, smoking, diabetes and stress, biochemical and mechanical degenerative processes in arterial walls are followed by a lumen reduction referred to as stenosis. In severe cases such stenosis may result in heart attacks, smoker’s legs or in strokes. To prevent such complications one frequently used method of treatment is balloon dilatation accompanied by the implantation of a stent.
Thereby, a balloon catheter is inserted into the affected artery and dilated with an internal pressure increase. After removing the balloon the luminal area remains enlarged. During this procedure microscopic damage is induced in the vessel wall which is partly responsible for the treatment success since it results in increased strains when unloading to the state of physiological blood pressure again. Within the clinical context these effects are referred to as controlled vessel injury, see, e.g., [5]. In order to improve insight into the complex biomechanical processes during therapeutical interventions such as angioplasty and for the optimization of treatment methods, the modeling of arterial tissues and related computer simulations are subject of current research. Most experimental approaches dealing with the measurement of mechanical properties of soft biological tissues are related to the analysis of loading within the physiological domain. With respect to degenerative processes occurring during angioplasty especially supra-physiological (therapeutical) loadings are required. These load levels are characterized by loading conditions significantly higher than those that occur under normal (physiological) conditions. In [19] first layer-specific experiments are performed under supra-physiological conditions. In such experiments a pronounced softening hysteresis is observed with respect to the stress-strain response. For the description of isotropic softening there exist various models. One of the first representations of damage at large strains is introduced in [20]. In order to describe damage, showing a saturating behavior during repeated un- and reloading cycles for fixed maximum load levels, [13] introduced a suitable model. An alternative phenomenological form of describing damage mechanisms is linked with the notion of pseudo-elasticity. Thereby, the main idea is that different loading branches are described by different strain-energy functions. As one of the first works in this context one should mention [15]. With respect to soft biological tissues a practical approach avoiding the usage of damage tensors is given in [17], where the anisotropic damage can be described by scalar-valued variables. The model by [16] uses scalar-valued variables as well and considers a stochastic framework on the basis of the wavy structure of the collagen fibers. A model for the preconditioning of soft biological tissues and the anisotropic Mullins effect is proposed in [7]. Another recent approach provides the description of remanent strains after overstretch in the framework of finite plasticity based on the assumption of remaining deformations at the micro-scale of the fibers, see [9]. A particular damage behavior for the matrix material is taken into account in e.g. [14] or [4]. These two contributions are formulated in terms of the continuum damage mechanics, where the existence of an effective (ficticiously undamaged) strain energy function is postulated. Since this function is associated to the physiological regime, where the response of soft biological tissues is hyperelastic, a polyconvex function should be used because then the existence of minimizers of underlying variational problems is guaranteed if additionally coercivity is ensured. In addition to that, quasiconvexity and material stability are automatically fulfilled, cf. [18], where the first transversely isotropic and orthotropic polyconvex functions are introduced. In [10] a first polyconvex model for arterial tissues is proposed as an exponential function of the fourth mixed invariant
of the right Cauchy-Green tensor and the structural tensor characterizing the material symmetries. Further polyconvex models able to describe soft biological tissues which are a priori stress-free in the (undeformed) reference configuration are proposed in, e.g., [1] or [6].

Here, we focus on the construction of a new model able to describe the complex softening hysteresis observed in experiments of soft biological tissues. The model is formulated in terms of the continuum damage mechanics and reflects the anisotropic character of the material. In addition to that, a rather low number of material parameters with physical interpretability is introduced keeping the proposed model applicable. Please note that full details regarding the model and numerical examples can be found in the original paper [3].

2 CONTINUUM MECHANICAL FRAMEWORK

In the reference configuration the body of interest is denoted by $\mathcal{B} \subset \mathbb{R}^3$ and parameterized in $X$; in the deformed configuration it is denoted by $\mathcal{S} \subset \mathbb{R}^3$ and parameterized in $x$. The nonlinear deformation map $\varphi_t : \mathcal{B} \to \mathcal{S}$ at time $t \in \mathbb{R}^+$ maps points $X \in \mathcal{B}$ onto points $x \in \mathcal{S}$. The deformation gradient $F$ and the right Cauchy–Green tensor $C$ are defined by

$$F(X) := \nabla \varphi_t(X) \quad \text{and} \quad C := F^T F,$$

with the Jacobian $J := \det F > 0$. In case of hyperelastic materials we postulate the existence of a strain-energy function $\psi$, defined per unit reference volume. In order to obtain constitutive equations which satisfy \textit{a priori} the principle of material objectivity, the functional dependency $\psi := \psi(C)$ is taken into account. Then we compute the second Piola–Kirchhoff stresses and the Cauchy stresses by

$$S = 2 \partial_C \psi \quad \text{and} \quad \sigma = J^{-1} F S F^T,$$

respectively. A suitable framework for the description of anisotropic materials is the concept of structural tensors. Therein, an additional argument tensor, the structural tensor, is defined such that it reflects the symmetry group of the considered material. We concentrate on fiber-reinforced materials, hence, we restrict ourselves to the cases of transverse isotropy and to materials which can be characterized by a given number of non-orthogonal preferred directions. In these cases we are able to express the material symmetry of the considered body by a set of second-order structural tensors

$$M_{(a)} := A_{(a)} \otimes A_{(a)} \quad \text{with} \quad a = 1 \ldots n_a,$$

where $n_a$ is the number of fiber directions. For the construction of specific constitutive equations we focus on a coordinate-invariant formulation, thus, the invariants of the deformation tensor and of the structural tensors are required. The explicit expressions for the principle invariants of the right Cauchy–Green tensor are given by

$$I_1 := \text{trace } C, \quad I_2 := \text{trace}[\text{Cof } C], \quad I_3 := \det C.$$
Let $M_{(a)}$ be of rank one and let us assume the normalization condition $||M_{(a)}|| = 1$ due to $|A_{(a)}| = 1$, then the additional invariants, the mixed invariants, are

$$J_4^{(a)} := \text{trace}[CM_{(a)}], \quad J_5^{(a)} := \text{trace}[C^2M_{(a)}].$$

(5)

For the construction of constitutive equations we obtain the possible polynomial basis $P_1 := \{I_1, I_2, I_3, J_4^{(a)}, J_5^{(a)}\}$.

3 DAMAGE MODEL FOR SOFT BIOLOGICAL TISSUES

In arterial walls the tissues are basically composed of an isotropic ground substance and mainly two embedded fiber families, which are typically arranged cross-wise helically. This fiber-reinforcement can be taken into account by consideration of a strain energy function of the type

$$\psi(I_1, I_2, I_3, J_4^{(a)}, J_5^{(a)}) := \psi^{\text{vol}}(I_3) + \psi^{\text{iso}}(I_1, I_2, I_3) + \sum_{a=1}^{2} \psi^{\text{f}}(a)(I_1, I_3, J_4^{(a)}, J_5^{(a)}).$$

(6)

The energy associated to the isotropic ground substance is represented by $\psi^{\text{iso}}$ whereas the fiber energy is denoted by $\psi^{\text{f}}(a)$. A weak interaction between the individual fiber families is assumed and therefore the orthogonal response of the material is approximated by the superposition of two transversely isotropic energies. The energy $\psi^{\text{vol}}$ is a penalty function accounting for the incompressibility constraint. Here, it is assumed that the ground-substance is able to undergo significantly higher deformations before a dissipative behavior is observed and therefore no damage is taken into account in the matrix. The associated strain energy function is chosen as

$$\psi^{\text{iso}} = c_1 \left( \frac{I_1}{I_3^{1/3}} - 3 \right),$$

(7)

where $c_1 > 0$ is a stress-like material parameter. This function leads to an almost linear stress-strain relationship which can be experimentally substantiated.

For the description of the damage-induced softening observed in experiments the main damage evolution is assumed to be in the fibers since these are the main load-bearing elements. Therefore, the transversely isotropic part is decomposed into the effective (ficticiously undamaged) hyperelastic strain energy $\psi^{0}(a)$ and a reduction term $(1 - D(a))$ with $D \in [0, 1]$ accounting for the microscopic damage evolution. In order to consider remanent strains in the fibers when unloading the material a further decomposition into an external and an internal function $m$ and $P$ is taken into account, respectively. Then we obtain

$$\psi^{\text{f}}(a) := m(P(C, D(a))) \quad \text{with} \quad P = (1 - D(a)) \psi^{0}(a) - c,$$

(8)
wherein the constant value $c$ represents the value of the effective energy in the reference configuration. For the external and effective strain energy function we choose

$$m(P_{(a)}) = \frac{k_1}{2k_2} \left\{ \exp \left(k_2 (P_{(a)})^2 \right) - 1 \right\}, \quad \psi^{t_i,0}_{(a)} = \kappa I_1 + (1 - 3 \kappa) J_1^{(a)}, \quad c = 1 \quad (9)$$

such that for the undamaged case ($D = 0$) the well-known strain energy function \[10\] together with the fiber dispersion approach introduced in \[8\] is obtained. This approach is incorporated in order to account for distributed fiber orientations, which is controlled by adjusting the parameter $\kappa \in [0, 1/3]$. If $\kappa = 0$ then a perfectly transversely isotropically distributed orientation is obtained. Please note that the Macauley bracket $\langle (\bullet) \rangle = \frac{1}{2}[(\bullet) + |(\bullet)|]$ in (9) filters out positive values. Preliminary mechanical experiments of cyclically overstretched soft biological tissues show that if the maximum load level is fixed in a cyclic tension test, then the stress hysteresis converges to a “saturated” response curve. This behavior has to be modeled by an appropriate choice of the damage function $D$, which is assumed to depend on the fictitiously undamaged (effective) energy $\psi^{t_i,0}_{(a)}$, cf. \[2\], such that evolution of damage is activated in the loading and reloading processes. This can be achieved by defining the internal variable

$$\beta_{(a)} := \langle \tilde{\beta}_{(a)} - \tilde{\beta}^{ini}_{(a)} \rangle \quad \text{with} \quad \tilde{\beta}_{(a)} = \int_0^t \langle \dot{\psi}^{t_i,0}_{(a)}(s) \rangle \, ds \quad , (10)$$

with $\tilde{\beta}^{ini}_{(a)}$ being the internal variable at an initial damage state in order to make sure that the damage evolution starts when entering the supra-physiological domain. Clearly, $\tilde{\beta}_{(a)}$ is the value of $\beta_{(a)}$ at each material point reached for the situation where the damage evolution starts. In arterial walls this should be the case when the upper edge of “normal” blood pressure is attained. The time associated to the loading history is denoted by $s \in \mathbb{R}^+$; $t \in \mathbb{R}^+$ defines the actual loading situation. Then the internal variable (10) enters the damage function

$$D_{(a)}(\beta) = D_{s,(a)} \left[ 1 - \exp \left( \frac{\ln(1 - r_s)}{\beta_s} \beta_{(a)} \right) \right] \quad \text{with} \quad D_{s,(a)} \in [0, 1[, \quad r_s \in [0, 1[, \quad \beta_s > 0 \quad , (11)$$

cf. \[12\]. Herein, the only material parameter $\beta_s$ is the value of the internal variable $\beta$ which is reached at a certain fraction $r_s$ of the maximal damage value $D_{s,(a)}$ for a fixed maximum load level. We consider a fraction of $r_s = 0.99$ and thus, $\beta_s$ represents the value of internal variable at a damage value which can be interpreted as saturated. The response of the damage function (11) converges to a maximum value of damage $D_{s,(a)}$, which is in turn not a specified number but rather a function increasing the maximally reachable damage value for increased maximum load levels. For convenience we consider the same type of function and define

$$D_{s,(a)}(\gamma_{(a)}) = D_\infty \left[ 1 - \exp \left( \frac{\ln(1 - r_\infty)}{\gamma_\infty} \gamma_{(a)} \right) \right] \quad \text{with} \quad D_\infty \in [0, 1[, \quad r_\infty \in [0, 1[, \quad \gamma_\infty > 0 \quad . (12)$$
The parameter $\gamma_{\infty}$ represents the value of the internal variable $\gamma$ reached at the fraction $r_{\infty} = 0.99$ of $D_{\infty}$; $D_{\infty}$ denotes a predefined converging limit for the overall damage value. In order to take into account that $D_{s,(a)}(\gamma)$ remains unaltered for cyclic processes under fixed maximum load levels we consider the internal variable

$$\gamma(a) = \max_{s \in [0,t]} \left( \psi_{(a)}^{t_i,0}(s) - \psi_{(a),ini}^{t_i,0} \right), \quad (13)$$

which is defined as the maximum value of effective energy reached up to the actual state. Herein, $\psi_{ini,(a)}^{t_i,0}$ denotes the effective strain energy at an initial damage state obtained at the limit of the physiological domain. This expression leads to the saturation criterion

$$\phi(a) := \left( \psi_{(a)}^{t_i,0} - \psi_{(a),ini}^{t_i,0} \right) - \gamma(a) \leq 0. \quad (14)$$

Since $D_{\infty}$ will be usually a number close to 1, the proposed damage model gets along with the two material parameters $\beta_s$ and $\gamma_{\infty}$, which have to be adjusted to experimental data.

The second Piola-Kirchhoff stresses are then computed from

$$S = 2 \frac{\partial \psi}{\partial C} = S^{vol} + S^{iso} + \sum_{a=1}^{2} S^{t_i}_{(a)}, \quad (15)$$

with the individual abbreviations

$$S^{vol} = 2 \frac{\partial \psi^{vol}}{\partial C}, \quad S^{iso} = 2 \frac{\partial \psi^{iso}}{\partial C}, \quad S^{t_i}_{(a)} = m'(1 - D_{(a)}) S^{t_i,0}_{(a)} \quad \text{and} \quad S^{t_i,0}_{(a)} = 2 \frac{\partial \psi^{t_i,0}_{(a)}}{\partial C}. \quad (16)$$

It is emphasized that in the physiological (hyperelastic) regime where $D_{(a)} = 0$ the strain energy function is polyconvex and coercive and ensures therefore the existence of minimizers and material stability.

4 NUMERICAL EXAMPLES

In this section numerical examples are provided. First, the proposed model is adjusted to uniaxial tension tests performed with test stripes taken from the media of a human carotid artery in order to show that the model is able to capture the mechanical behavior of arterial tissues. Second, a circumferential overstretch of an atherosclerotic artery is simulated in order to analyze the distribution of damage through the arterial wall.

4.1 ADJUSTMENT TO EXPERIMENTAL DATA

Uniaxial tension tests are performed on two test stripes taken from the media of a human carotid artery, where one stripe is extended in circumferential and the other one
Table 1: Material parameters of the proposed model for the media of a human carotid artery in the purely physiological and in the supra-physiological loading domain.

<table>
<thead>
<tr>
<th></th>
<th>$c_1$</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\kappa$</th>
<th>$\beta_f$</th>
<th>$D_\infty$</th>
<th>$\gamma_\infty$</th>
<th>$\beta_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>physiological</td>
<td>6.56</td>
<td>1482.38</td>
<td>564.81</td>
<td>-</td>
<td>-</td>
<td>0.16</td>
<td>37.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>supra-physiological</td>
<td>7.50</td>
<td>1266.57</td>
<td>400.0</td>
<td>-</td>
<td>-</td>
<td>0.19</td>
<td>35.05</td>
<td>0.99</td>
<td>6.71</td>
<td>1e-8</td>
</tr>
</tbody>
</table>

\[
\bar{r}(\alpha) = \sum_{e=1}^{n_e} \frac{1}{n_{mp}} \sum_{m=1}^{n_{mp}} \left( \frac{\sigma_{\exp}(\lambda^{(m)}_1) - \sigma_{\comp}(\lambda^{(m)}_1, \alpha)}{\max[\sigma_{\exp}]} \right)^2 ,
\]

wherein $\sigma_{\exp}$ and $\sigma_{\comp}$ denote the experimentally measured and modeled Cauchy-stresses, respectively; $\lambda_1 = F_{11}$ denotes the stretch in the tension direction which coincides with the $x_1$-direction. Two experiments, i.e. tension in circumferential and axial direction ($n_e = 2$) are considered and a number of $n_{mp}$ measuring points are taken into account. The material parameters are arranged in the vector $\alpha$ and identified by minimizing $\bar{r}$. In order to incorporate incompressibility the penalty term $\psi_{vol} = p(I_3 - 1)$ is included in the strain energy function, where $p$ can be interpreted as a pressure-like Lagrange multiplier. The angle between the fiber orientation and the circumferential direction is treated as a fitting parameter and is defined to be $\beta_f$. In order to weight the two experiments in a representative manner the differences are normalized by the maximal values of the experimental stresses reached for the actual loading cycle. For the minimization problem sequential quadratic programming is applied.

In the first instance, only the hyperelastic, physiological regime is considered. Here, the number of measuring points is $n_{mp} = 49$ for the axial and $n_{mp} = 43$ for the circumferential tension test. The resulting hyperelastic material parameters are listed in the first row of Table 1. Fig. 1a shows the corresponding hyperelastic stress-strain response of the model compared with experimental data. As can be seen in this figure the model lead to an accurate match of the experimental data. Furthermore, the model response is adjusted to experimental data for significantly increased loadings such that the supra-physiological domain can be analyzed. For this purpose cyclic uniaxial tension tests in circumferential and axial direction are considered. The results of the experiments are shown in Fig. 1b. A strong anisotropy as well as a pronounced softening hysteresis is observed.

For the least-squares fit the hyperelastic parameters given in Table 1 (physiological) serve as estimators for the definition of suitable bounds for the hyperelastic parameters. Then, the hyperelastic as well as the damage parameters are adjusted. Due to this procedure, the fit provides the parameters given in the second row of Table 1. Fig. 1c shows the resulting response of the proposed model. We observe a good qualitative and quantitative correlation with the experiments.
4.2 NUMERICAL SIMULATION OF ATHEROSCLEROTIC ARTERY

In the following a numerical example for the anisotropic damage model described above is given by a numerical simulation of an atherosclerotic arterial wall. A stenosis caused by atherosclerosis is mostly treated by a balloon-angioplasty in combination with stenting. In this context, a high internal (supra-physiological) pressure acts on the arterial wall during inflating an inserted dilatation-catheter. The purpose of this section is to simulate such an arterial overexpansion in a two-dimensional approximation which basically enables the investigation of the influence due to the circumferential overstretch.

Therefore, a two-dimensional geometrical model with an average diameter of approximately one centimeter is used and computed with 6048 triangular elements with quadratic ansatz functions. The model is constructed based on hrMRI (high resolution magnetic resonance imaging). The considered cross-section is shown in Fig. 2a, where the discretization and the particular components are depicted.

The components of the artery are identified by hrMRI examination and histological analysis, namely the nondiseased intima, fibrous cap (Icf), i.e. the fibrotic part at the luminal border, fibrotic intima at the medial border, calcification (Ic), lipid pool (Ilp), nondiseased media, diseased fibrotic media and adventitia (Adv), cf. [11]. For the numerical investigation the nondiseased intima with its less significant mechanical behavior is neglected and the fibrotic intima at the medial border and the diseased fibrotic media are combined to fibrotic media (Mf). The parameters for the media originate from Section 4.1 and the parameters for the adventitia are adjusted analogously to cyclic experiments such that the parameters given in Table 2 (Adv) are obtained. Unfortunately, for the fibrous cap and the fibrotic media no data is available for the supra-physiological regime and therefore the model is adjusted to the physiological data given in [11] and the same damage parameter identified for the media are taken. The lipid pool is assumed to be a butterlike, incompressible fluid not able to sustain shear stress. For the nearly rigid calcificated regions an average Youngs Modulus of 12(+-4.7) MPa is regarded. No damage is considered within the calcification and the lipid regions, because here dam-
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Figure 1: Uniaxial tension tests of the media of a human carotid artery in circumferential (1) and axial (2) directions: a) Comparison of the constitutive model response with experimental data in the physiological range; Cyclic uniaxial tension tests: b) experimental data and c) results of the constitutive model.
age plays a minor role. An overview of all parameters are listed in Table 2. For the nondiseased and fibrotic media, the adventitia and the fibrous cap, which sustain damage evolution, the parameters \( r_\alpha = r_\infty = 0.99 \) are taken into account. In order to enforce the incompressibility constraint, the penalty function \( \psi_{vol} = \varepsilon_1 (I_3^2 + I_5^{\varepsilon_2} - 2) \) is used, where the parameters \( \varepsilon_1 \) and \( \varepsilon_2 \) are chosen such that \( \det F = 1 \pm 1\% \) in the numerical simulation. For the simulation, first an internal pressure of 24.0 kPa (\( \approx 180.0 \) mmHg) representing the upper edge of the physiological regime and simultaneously an axial pre-stretch of 2\% is applied. This situation is defined to be the initial damage state meaning that damage evolution starts after a pressure higher than 24.0 kPa. In a further step the internal pressure is increased up to 150.0 kPa (\( \approx 1125.0 \) mmHg) in order to simulate the overexpansion of the artery. After that the internal pressure is decreased till reaching a pressure of \( p = 24.0 \) kPa again, i.e. the natural state after a balloon-angioplasty. Here, no circumferential eigenstrains are considered because their order of magnitude is relatively small compared to the stresses resulting from the overstretch and their influence on the situation after the overstretch is assumed to be negligible. In Fig. 2b the distribution of the normalized damage variable \( D_{(1)}/\max D_{(1)} \) is depicted at an internal blood pressure of 180 mmHg after the overstretch. A damage concentration in the healthy part of the media and the fibrous cap are observed. In addition to that the remaining strains under physiological blood pressure are significant by comparing the cross-section area \( A \) of the lumen before (\( A_0 \approx 0.11 \) cm\(^2\)) and after (\( A \approx 0.17 \) cm\(^2\)) the overexpansion. The resulting increase of the blood lumen due to the overstretch is \( 0.17/0.11 \approx 1.5 \).

Remark: this simulation of an arterial wall can only be interpreted as an illustration that the proposed model provided in this contribution is able to be implemented in finite-element simulations. Although the qualitative distribution of damage may be reasonable the quantitative results are not necessarily realistic due to the lack of experimental data.

Figure 2: a) Cross section of the arterial model discretized with 6048 quadratic triangular finite elements; the components are: adventitia (Adv), nondiseased media, fibrotic media (Mf), fibrous cap (Ifc), lipid pool (Ilp), calcification (Ic); b) normalized damage variable \( D_{(1)}/\max D_{(1)} \) with \( \max D_{(1)} = 0.1048 \) of a loaded artery after overexpansion at an internal pressure of \( p = 24 \) kPa (180 mmHg).
and the two-dimensional approximation of the three-dimensional artery.

5 CONCLUSION

An anisotropic damage model for soft biological tissues was presented able to describe stress-softening hysteresis and remanent strains in the collagen fibers after unloading. A specific constitutive model was given and by defining suitable internal variables an undamaged physiological loading regime could be taken into account. The resulting strain energy function is polyconvex and coercive in the physiological (hyperelastic) regime and guarantees therefore the existence of minimizers of variational problems. The proposed model has been adjusted to cyclic uniaxial tension tests of the media and adventitia of a human carotid artery and an accurate matching was observed. Furthermore, a circumferential overstretch of an atherosclerotic artery was simulated in order to show the performance of the proposed model in finite element calculations.
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Abstract. The paper’s objective lies in numerical modelling of pulsatile blood flow in complete aorto-coronary bypass models reconstructed from CT data, especially in models with individual and sequential bypass grafts. Unsteady blood flow is described by the non-linear system of the incompressible Navier-Stokes equations in 3D, which is numerically solved using developed computational algorithm based on the fully implicit projection method and on the cell-centred finite volume method for hybrid unstructured tetrahedral grids. Obtained numerical results are discussed with regard to distribution of velocity, wall shear stress and oscillatory shear index at proximal and distal anastomoses, i.e., in areas prone to development of intimal hyperplasia.

1 INTRODUCTION

According to the most recent European cardiovascular disease statistics[1] almost half of affected people had either brain stroke or heart infarction. Considering also the increasing number of patients and surgical treatments connected with stenosed or occluded arteries, the understanding of cardiovascular disease origin and development is crucial for its future prevention and treatment. In the case of ischemic heart disease, one of possible surgical interventions is the implantation of venous bypass grafts, often creating a detour between aorta and the damaged coronary artery branch. The failure rate of implanted bypass grafts is mostly related to the development of intimal hyperplasia, an abnormal healing process in the anastomosis region. It is typical for the thickening of tunica intima leading to decrease in the arterial lumen and consequently to graft failure[2]. Nowadays atherosclerosis and intimal hyperplasia alike are hypothesized to be triggered by non-uniform hemodynamics leading to morphological and metabolic changes within the vessel wall[3]. Recirculation zones and low and oscillating wall shear stress are some of the supposed triggering factors that are responsible for endothelium activation[4].
clinical research, numerical investigation of bypass hemodynamics represents a valuable insight into the problem and provide so better understanding of blood flow influence on cardiovascular disease occurrence and development.

The objective of this paper is the modelling of pulsatile blood flow in patient-specific aorto-coronary bypass models with emphasis placed on the hemodynamics study in individual and sequential types. We denote the individual type as the bypass with one proximal and one distal (end-to-side) anastomosis and the sequential type as the one with one proximal and two distal (side-to-side and end-to-side) anastomoses. As is apparent from the presence of multiple anastomoses, the sequential bypass technique is often employed to connect several coronary arteries by one graft. However, a major unknown of such bypasses lies in the resulting blood supply to each connected coronary artery and the possibility of intimal hyperplasia formation at one or both established anastomoses. In this regard, we perform a numerical analysis of pulsatile blood flow in two aorto-coronary bypass models reconstructed from CT data provided by the University Hospital Pilsen, Czech Republic. For results discussion, special emphasis is placed on the evaluation and analysis of main hemodynamic factors such as distribution of velocity, wall shear stress (WSS) and oscillatory shear index (OSI) in areas that may be prone to development of intimal hyperplasia.

2 PROBLEM FORMULATION AND BYPASS MODELS

In comparison to other published papers, which mostly dealt with distal bypass parts, especially the distal anastomosis\(^5\), the present study considers complete aorto-coronary bypass models with realistic geometry, i.e., both proximal and distal anastomoses are modelled. In this way, the problem of boundary conditions may be adequately approached. In human vessels, blood behaves as an incompressible non-Newtonian fluid. As is shown in other studies\(^6\), blood’s shear-thinning behaviour may be neglected in selected cases such

![Figure 1: CT scans of individual aorto-coronary bypass model – position of the proximal end-to-side anastomosis (left) and the distal end-to-side anastomosis (right)](image)
Jan Vimmr, Alena Jonášová and Ondřej Bublík

Figure 2: Individual aorto-coronary bypass model – (from left to right) primary reconstruction from CT data, model after smoothing, tetrahedral computational mesh with denoted computational domain boundaries

as in human aorta. Furthermore, previous numerical simulations of steady non-Newtonian blood flow performed by the authors of this paper in an idealized coronary bypass model[7] showed negligible non-Newtonian effects. Therefore, in the present study, blood’s complex rheological properties are neglected and blood is assumed to be an Newtonian fluid. Further, all numerical simulations of pulsatile blood flow are carried out for bypass models with rigid and impermeable walls. The authors are aware that this assumption, especially in connection with the elastic aorta, represents a relevant limitation of the current mathematical model. However, an improvement in relation to vessel compliance is planned in one of their future studies.

For the purpose of the present study, two sets of CT data were provided by the University Hospital Pilsen, Czech Republic. The first data set contained the CT scans of an individual graft, Fig. 1, whose proximal end was attached to the aorta and the distal one was sewn to an occluded branch of coronary arteries. The corresponding primary model after reconstruction in software Amira is shown in Fig. 2 together with the final smoothed model and the unstructured tetrahedral computational mesh, which was generated in the system Altair Hypermesh. Fig. 3 gives a detailed view at the mesh in the distal anastomosis region and in the pre-anastomosis coronary bifurcation. For this bypass type, following inlet and outlet boundary conditions are prescribed, see boundaries denoted in Fig. 2.
Fig. 3: Individual aorto-coronary bypass model – view at the distal end-to-side anastomosis region with coronary bifurcation

- aorta inlet $\partial \Omega_I^{(A)}$ and aorta outlet $\partial \Omega_O^{(A)}$ – time-dependent flow rate $Q(t)$ and pressure $p(t)$, respectively, are applied. The values of flow rate and pressure are taken from literature\cite{8}, Fig. 4;
- coronary artery outlet $\partial \Omega_{CA}^{(CA)}$ – constant pressure equal to average arterial pressure 12000 Pa is given;
- occluded coronary artery is treated as a rigid wall boundary $\partial \Omega_W$.

In order to perform numerical computations with non-dimensional primitive variables, reference values have to be set. For the individual graft, the reference velocity $U_{ref}^{(1)}$ is

Fig. 4: Individual aorto-coronary bypass model – time-dependent flow rate $Q(t)$ prescribed at the aorta inlet $\partial \Omega_I^{(A)}$ (left) and time-dependent pressure $p(t)$ prescribed at the aorta outlet $\partial \Omega_O^{(A)}$ (right)
chosen to be equal to 0.1592 m · s$^{-1}$, corresponding to average aorta inlet flow rate, Fig. 4 (left), and the reference diameter is $D_{ref}^{(1)} = 0.036$ m, corresponding to average aorta diameter. According to prescribed boundary conditions$^{[8]}$, blood’s density and viscosity are considered to be constant $\eta^{(1)} = 0.0049$ Pa · s and $\varrho^{(1)} = 1055$ kg · m$^{-3}$, respectively.

The second set of provided CT scans contained data of a sequential aorto-coronary bypass with one side-to-side anastomosis and one end-to-side anastomosis, Fig. 5. The figure shows the reconstructed bypass model and the unstructured tetrahedral computational mesh as well. Detailed view at both the side-to-side and end-to-side anastomoses is given in Fig. 6. Since the authors of this paper have access to physiological data measured within a real side-to-side anastomosis$^{[9]}$, first numerical simulations of pulsatile blood flow in the sequential aorto-coronary bypass model are done for the side-to-side anastomosis.

Figure 5: Sequential aorto-coronary bypass model – (from left to right) CT scan with denoted position of the side-to-side anastomosis, primary reconstruction from CT data, model after smoothing, tetrahedral computational mesh
with following inlet and outlet boundary conditions, Fig. 6 (left),

- graft inlet $\partial \Omega_i^{(G)}$ and coronary artery inlet $\partial \Omega_i^{(CA)}$ – time-dependent flow rates $Q(t)^{(G)}$ and $Q(t)^{(CA)}$, respectively, are applied according to literature\cite{9}, Fig. 7;

- graft outlet $\partial \Omega_o^{(G)}$ and coronary artery outlet $\partial \Omega_o^{(CA)}$ – constant pressure equal to average arterial pressure 12 000 Pa is given.

Similarly to the case of individual graft, reference values have to be chosen. The reference velocity $U_{ref}^{(2)} = 0.1193 \text{ m} \cdot \text{s}^{-1}$ is determined from average graft inlet flow rate, Fig. 7, and the reference diameter $D_{ref}^{(2)} = 0.0045 \text{ m}$ set equal to average graft diameter. According to prescribed values of boundary conditions\cite{9}, blood’s density and viscosity are $\eta^{(2)} = 0.0037 \text{ Pa} \cdot \text{s}$ and $\varrho^{(2)} = 1060 \text{ kg} \cdot \text{m}^{-3}$, respectively.

3 MATHEMATICAL MODELLING

3.1 Mathematical model

Let us consider a time interval $(0, T)$, $T > 0$ and a bounded 3D computational domain $\Omega \subset \mathbb{R}^3$ with boundary $\partial \Omega$. According to assumptions established in the previous section, coronary blood flow in this computational domain may be modelled as unsteady laminar isothermal flow of incompressible Newtonian fluid that in the space-time cylinder $\Omega_T = \Omega \times (0, T)$ is mathematically described by the non-linear system of incompressible Navier-
Stokes (NS) equations written in the non-dimensional form as

$$\frac{\partial v_i}{\partial t} + \frac{\partial}{\partial x_j}(v_i v_j) + \frac{\partial p}{\partial x_i} = \frac{1}{\text{Re}^{(s)}} \frac{\partial^2 v_i}{\partial x_j \partial x_j} \quad i, j = 1, 2, 3,$$

where $t$ is the time, $v_i$ is the $i$-th component of the velocity vector $\mathbf{v} = [v_1, v_2, v_3]^T$ corresponding to the Cartesian component $x_i$ of the space variables vector $\mathbf{x} = [x_1, x_2, x_3]^T$, $p$ is the pressure and $\text{Re}^{(s)} = U_{ref} D_{ref} \rho^{(s)}/\eta^{(s)}$, $s = 1, 2$ is the reference Reynolds number. For the individual aorto-coronary bypass model and for the side-to-side anastomosis model, we get $\text{Re}^{(1)} = 1234.3$ and $\text{Re}^{(2)} = 153.8$, respectively.

### 3.2 Numerical method

The numerical solution of the non-linear time-dependent system of the incompressible NS equations (1) – (2) is based on the fractional step method and the cell-centred finite volume method formulated for hybrid unstructured tetrahedral grids, whose control volume $\Omega_k$ is shown in Fig. 8. The principle of hybrid grid systems was proposed by Kim et al.\cite{10} Time discretization of the incompressible NS equations (2) is performed using the implicit second order Crank-Nicolson scheme with linearization of the convective term.

Let us introduce a variable $\delta \hat{v}_i = \hat{v}_i - v_i^n$, where $\hat{v}_i$ is the intermediate velocity and $v_i^n$ is the velocity computed at the time level $n$. Let us further introduce a pressure correction function $\Psi$ defined as $\Psi = (p^{n+1} - p^n) \Delta t$, where $p^{n+1}$ and $p^n$ are the pressure values computed at the time levels $n$ and $(n + 1)$, respectively. After the discretization, we get

![Figure 7: Time-dependent flow rates prescribed at the graft inlet $Q(t)^{(G)}$ and at the coronary artery inlet $Q(t)^{(CA)}$ of the side-to-side anastomosis model](image)

![Figure 8: A tetrahedral control volume $\Omega_k = A_1 A_2 A_3 A_4$ with boundary $\partial \Omega_k = \bigcup_{m=1}^{4} \Gamma_k^m$](image)
following system of equations

\[
(\delta \hat{v}_k) + \frac{\Delta t}{2|\Omega_k|} \sum_{m=1}^{4} (\delta \hat{v}_{im} V_m + v_{im} \cdot n_k^m \delta \hat{v}_m + 2v_{im} V_m) |\Gamma_m^k| \\
+ \frac{\Delta t}{2|\Omega_k|} \sum_{m=1}^{4} p_{im} \cdot n_k^m |\Gamma_m^k| = \frac{\Delta t}{2\text{Re}^{(\text{c})}|\Omega_k|} \sum_{m=1}^{4} \frac{\partial}{\partial n_k^m} (\delta \hat{v}_{im} + 2v_{im}) |\Gamma_m^k|,
\]

or

\[
(\hat{v}_k)_i = (v^n_i)_k + (\delta \hat{v}_k)_k,
\]

\[
\sum_{m=1}^{4} \frac{\partial \Psi}{\partial n_k^m} |\Gamma_m^k| = \sum_{m=1}^{4} \hat{v}_{im} \cdot n_k^m |\Gamma_m^k| \equiv \sum_{m=1}^{4} \hat{V}_m |\Gamma_m^k|,
\]

or

\[
(v_i^{n+1})_k = (\hat{v}_k)_i - \frac{1}{|\Omega_k|} \sum_{m=1}^{4} \Psi_m \cdot n_k^m |\Gamma_m^k|,
\]

\[
(p^{n+1})_k = (p^n)_k + \frac{\Delta t}{\text{Re}^{(\text{c})}} (\Psi)_k,
\]

\[
V_m^{n+1} = \hat{V}_m - \frac{\partial \Psi}{\partial n_k^m}.
\]

where \(\Delta t\) is the time step, \(|\Omega_k|\) is the volume of the control volume \(\Omega_k\), \(k = 1, \ldots, N_{\text{CV}}\), Fig. 8, \((\Phi)_k = \frac{1}{|\Omega_k|} \int_{\Omega_k} \Phi \, d\Omega\) is the integral average for an arbitrary flow quantity \(\Phi\) over control volume \(\Omega_k\), \(|\Gamma_m^k|\), \(m = 1, \ldots, 4\) is the area of the \(m\)-th face \(\Gamma_m^k\) of the control volume \(\Omega_k\), \(n_k^m\) is the \(i\)-th component of the outward unit vector \(n_k = [n_1^k, n_2^k, n_3^k, n_4^k]^T\) normal to the face \(\Gamma_m^k\) and \(\hat{V}_m = \hat{v}_{im} \cdot n_k^m\) denotes the intermediate face-normal velocity at the face \(\Gamma_m^k\). Note that the values of face-normal velocity \(V_{m}^{n+1}\) computed with the help of Eq. (8) are used as values of face-normal velocity \(V_{m}^{n}\) in Eq. (3) at the next time level. For the determination of values \(\delta \hat{v}_{im}, v_{im}^{n}, p_{im}, \Psi_m\) and derivatives \(\frac{\partial \Psi}{\partial n_k^m}, \frac{\partial}{\partial n_k^m} (\delta \hat{v}_{im} + 2v_{im})\) at the \(m\)-th face \(\Gamma_m^k\) of the control volume \(\Omega_k\), the application of an interpolation method is used. For more details on the described numerical method, see Vimmr et al.\[11]\] In relation to paper’s objectives to model pulsatile blood flow, boundary conditions are prescribed as

- **inlet** \(\Gamma_k^m \subset \partial \Omega_I\): \(v_{im} = v_i \), \(\frac{\partial \psi}{\partial n_k^m} |\Gamma_m^k| = 0\), \(\frac{\partial \psi}{\partial n_k^m} |\Gamma_m^k| = 0\), where the inlet velocity vector components \(v_i\) are given in non-dimensional form for corresponding inlet boundaries of both bypass models, see Sec. 2;

- **outlet** \(\Gamma_k^m \subset \partial \Omega_O\): \(p_{in} n_k^m - \frac{1}{\text{Re}^{(\text{c})}} \frac{\partial \psi}{\partial n_k^m} = p_O n_k^m\), \(\Psi_m = 0\), where \(p_O\) is the prescribed non-dimensional value of outlet pressure, see Sec. 2;

- **rigid wall** \(\Gamma_k^m \subset \partial \Omega_W\): \(v_{im} = 0\), \(\frac{\partial \psi}{\partial n_k^m} |\Gamma_m^k| = 0\).
The solution of Eq. (3) leads to a system of linear algebraic equations $\mathbf{A}_{NS} \cdot \mathbf{x}_{NS} = \mathbf{b}_{NS}$ for $3 \cdot N_{CV}$ unknown values $(\delta \dot{v}_i)_{k, i = 1, 2, 3, k = 1, 2, \ldots N_{CV}}$, where $N_{CV}$ is the number of control volumes within the hybrid unstructured computational mesh. Similarly, the solution of Poisson equation (5) for the pressure correction function leads to a system of linear algebraic equations $\mathbf{A}_{Poi} \cdot \mathbf{x}_{Poi} = \mathbf{b}_{Poi}$ for $N_{CV}$ unknown values $(\Psi)_{k, k = 1, 2, \ldots N_{CV}}$. Since both systems of equations contain large sparse matrices $\mathbf{A}_{NS}$ and $\mathbf{A}_{Poi}$, it is favourable to use an iterative solution. In our case, BICGSTAB method with incomplete LU preconditioner is applied. This kind of methods is a standard part of the MATLAB software. For the incomplete LU decomposition, the UMFPACK library is used.

4 NUMERICAL RESULTS, DISCUSSION AND CONCLUSIONS

Let us note that in this section all numerical results are presented in their dimensional form. For the case of individual aorto-coronary bypass, Fig. 9–10 show velocity vectors at both the proximal and distal anastomoses at two time instants $t_1 = 0.055$ s and $t_2 = 0.095$ s, respectively. The position of both pre-systolic time instants within the the cardiac cycle at the aorta is denoted in Fig. 4 for the values of inlet flow rate and outlet pressure. In the case of proximal anastomosis, the presence of a 'bulge' filled with a weak recirculation zone seems to significantly affect velocity distribution and consequently the blood supply to the distal anastomosis. Moreover, the present shape of the proximal junction region and its close proximity to high-velocity aorta may enhance the risk of thrombus formation due to the possibility of blood cells accumulation and platelet activation. Regarding the distal anastomosis of the individual bypass model, the flow distribution between the pre- and

![Figure 9: Velocity distribution within the individual aorto-coronary bypass model and velocity vectors at the proximal end-to-side and distal end-to-side anastomoses at the time $t_1 = 0.055$ s](image-url)
Figure 10: Velocity distribution within the individual aorto-coronary bypass model and velocity vectors at the proximal end-to-side and distal end-to-side anastomoses at the time $t_2 = 0.095$ s.

Figure 11: Side-to-side anastomosis – selected velocity profiles (left) and corresponding WSS distribution (right) at the time $t_1 = 0.264$ s.

Figure 12: Side-to-side anastomosis – selected velocity profiles (left) and corresponding WSS distribution (right) at the time $t_2 = 0.717$ s.
post-anastomosis branch of the coronary artery appears to be relatively uniform. However, due to this kind of stream division, blood remains almost motionless in a certain part of the anastomosis near the arterial floor, which may prove to be a significant trigger of intimal hyperplasia in this bypass model.

In relation to numerical simulation of pulsatile blood flow in the side-to-side anastomosis model, velocity profiles at selected cross-sections with corresponding WSS distributions are shown in Fig. 11–12 for two time instants $t_1 = 0.264$ s and $t_2 = 0.717$ s, respectively. The time instants correspond either to systolic or diastolic phases of the cardiac cycle, see Fig. 7. Since low WSS values are of main interest when dealing with intimal hyperplasia, WSS distributions in Fig. 11–12 are displayed for a lowered range ($1 - 4$ Pa). The results indicate a considerably non-uniform WSS stimulation of all bypass walls, especially in the anastomosis region. This assumption is supported by the skewed shape of velocity profiles in this area during systole, Fig. 11. Moreover, according to calculated WSS values, blood supply to the coronary artery downstream from the anastomosis seems to be taking place only before diastole. The influence of pulsatile blood flow on arterial wall stimulation in relation to intimal hyperplasia development is usually recorded in the form of oscillatory shear index\cite{12}. The formula for its calculation and corresponding distribution at the side-to-side anastomosis model is shown in Fig. 13, where OSI values equal to 0.5 indicate a highly oscillating WSS and at the same time denote a bypass area prone to intimal thickening.
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Abstract. In this work a numerical model for analysis of reinforced concrete structures under seismic load is presented. The model uses the combined finite-discrete element method; thus taking into account the discontinuous nature of the reinforced concrete at the failure stages. The application of the combined finite-discrete element method includes a number of deformable discrete elements that interact with each other, fracture, fragmentation and disjoint during the seismic load. To these a robust model for reinforcement bars has been added. Interaction solutions between bars and concrete have also been developed and implemented into the open source Y2D combined finite-discrete element code. This way it is possible to describe initiation of the cracks, crack propagation and fracture which are important mechanisms in the analysis of reinforced concrete structures under seismic load. Through numerical examples these have been demonstrated and tested using reinforced concrete structure under an experimentally recorded earthquake accelerometer.

1 INTRODUCTION

The development of the numerical models for simulation of the response of reinforced concrete structures under seismic load, taking into consideration non-linear behaviour of the concrete and reinforcement, makes possible the results of high accuracy almost equivalent to the results obtained by expensive laboratory experiments. One of the main causes of concrete non-linear behaviour is cracking. A reliable model for simulation of the opening and closing the cracks is especially important in the structures under seismic load because a significant part of seismic energy is lost in cracking. The most of the models described in literature is based on finite element method where the cracking is described with smeared crack models or with embedded models where the cracks are modelled as discontinuity within the elements by enriching interpolation function. In contrast to the finite elements, in discrete models cracks are simulated as discontinuities of displacement between two elements.

A numerical model for analysis of reinforced concrete structures under seismic load developed in this work is based on combined finite-discrete element method [1]. Transition from continua to discontinua in the combined finite discrete element method
occurs through fracture and fragmentation processes. A typical combined finite discrete element method based simulation may start with a few discrete elements and finished with very large number of discrete elements. Fracture occurs through alteration, damage, yielding or failure of microstructural elements of the material.

There has been a number of fracture models proposed in the context of both discrete element methods and combined finite discrete element method. Some of the models are based on a global approach applied to each individual body, while others used a local smeared crack approach or local single-crack approach. In this work a model for plane crack initiation and crack propagation in concrete is used [2]. The model combines standard finite element formulation for the hardening part of the constitutive law with the single-crack model for the softening part of stress-strain curve. Finite elements are used to model behaviour of the material up to the ultimate tensile strength while a discrete crack model is used for modelling of the crack opening and separation along edges of finite elements.

In this work an embedded model of reinforcing bars [3,4] is implemented in Y2D combined finite-discrete element code. The concrete structure is discretized on triangular finite elements, while the reinforcing bars are modelled with linear one-dimensional elements which can be placed in arbitrary position inside the concrete finite elements. The main assumption of the model is that the concrete tensile strength will be exceeded before the yield stress will achieved in steel. The behaviour of the structure is linear-elastic up to the opening of the crack. After that joint elements in concrete as well as in reinforcing bar are occurred. The concrete and reinforcing bars are analyzed separately, but they are connected by the relation between the size of the concrete crack and strain of the reinforcing bar [5,6]. Cyclic behaviour of the steel during the seismic load is modelled with improved Kato’s model [7].

The formulation which has allowed the introducing of the seismic load modelled by an earthquake accelelogram is developed in this model.

2 MODELLING OF THE REINFORCED CONCRETE STRUCTURE

In this work an embedded model of reinforcing bars [3,4] is implemented in Y2D code based on combined finite-discrete element method. The concrete structure is discretized on triangular finite elements, while the reinforcing bars are modelled with linear one-dimensional elements which can be placed in arbitrary position inside the concrete finite elements. The model of the reinforced concrete structure with the embedded reinforcing bar is shown in Figure 1.

In the first step the reinforcement is modelled as bar AB (Figure 1.). Intersection between the sides of concrete finite elements and reinforcing bars gives the reinforcement finite elements. The behaviour of the structure is linear-elastic up to the opening of the crack. In that phase the triangular concrete element and line element of reinforcing bar behave as one body. The deformation of the triangular element influence to the deformation of the reinforcing bars. When the crack in concrete appears, joint element in concrete as well as joint element in reinforcing bars is occurred.
3 NON-LINEAR MATERIAL MODEL IN JOINT ELEMENTS

3.1 Basic crack model

A model of discrete crack in reinforced concrete element with joint elements of concrete and reinforcing bar described in previous section is shown in Figure 2.

3.2 Concrete model in joint element

In this work the combined finite-discrete element method uses the concrete model [2] which is based at crack initiation and crack propagation of mode I loaded cracks. The model is developed on the basis of experimental stress-strain curves for concrete in tension [8].
The area under the stress-strain curve consists of two parts (Figure 3). Part "A" is used for modelling of the concrete behaviour up to the crack opening while part "B" represents strain softening after the tensile strength is exceeded. The assumption of the discrete crack model is that the cracks coincide with the finite element edges. The total number of nodes for each of the finite element meshes is doubled and the continuity between elements is realized through the penalty method. Separation of the edges induces a bonding stress, which is a function of the size separation $\delta$ (Figure 3.).

![Figure 3: Strain softening stress-strain and stress-displacement curves](image)

No separation of the adjacent elements occurs before the tensile strength is reached, i.e. $\delta > 0$. The edges of two adjacent elements are held together by normal and shear springs (Figure 4.) Procedure of the separation of the elements and complete relationship for the normal and shear bonding stress are given in [2].

![Figure 4: Normal and shear springs between the finite elements](image)

### 3.3 Steel material model in reinforcement joint element

The main assumption of the model is that the concrete tensile strength will be exceeded before the yield stress will achieved in steel. The behaviour of the structure is linear-elastic up to the opening of the crack. After that joint elements in concrete as well as in reinforcing bar are occurred. The concrete and reinforcing bars are analyzed separately, but they are connected by the relationship between the size of the concrete crack and strain of the reinforcing bar.

In this work a model of the relationship between the concrete crack size and strain of the reinforcing bar developed by Shima [5] and Shin [6] is applied. The model is based on experimental strain-slip curves and represents well approximation of the behaviour of
reinforcing bar with the expressed plastic strain caused by cyclic loading.

The steel strain-slip relation before the yielding of reinforcing bar is given by expressions:

\[ s = \varepsilon_s (6 + 3500 \varepsilon_s) \]  
\[ s = \left( \frac{S}{D} \right) K_{fc}, \quad K_{fc} = \left( \frac{f'_c}{20} \right)^{2/3} \]

where \( s = s(\varepsilon_s) \) is normalized steel slip, \( D \) is bar diameter and \( f'_c \) is concrete strength.

Normalized slip in the post-yield range is given by expression:

\[ s = s_{pl} + s_{e} \]

where \( s_e \) is slip in the elastic region and \( s_{pl} \) is slip in the yield region. A strain distribution along the reinforcing bar in the post-yield region is shown in Figure 5 where \( \varepsilon_{se} \) is a strain at the yield boundary point on the elastic region and \( \varepsilon_{sp} \) is a strain at the yield boundary point on the yield region.

![Figure 5: Strain distribution along the reinforcing bar in the post-yield range](image)

If the deformation of concrete is ignored, the steel slip can be determined by integration of steel strain along the reinforcement axis. Normalized plastic steel slip in the yield region is given by an expression:

\[ s_{pl} = \frac{(1 + \beta)\varepsilon_s + \varepsilon_{sh} - \beta\varepsilon_{max}}{\varepsilon_{max} + \varepsilon_{sh}} \cdot (s_{max} - s_y^*) \]

where \( \beta = \sigma_{max} / \sigma_y \) represents the gradient of the line shown in Figure 5, \( \sigma_{max} \) is the maximum stress in reinforcing bar under tensile loads, \( s_{max} \) is a function of \( \varepsilon_{max} \) and \( s_y^* = \varepsilon_s (2 + 3500 \varepsilon_s) \).

In this paper non-linear material model for steel is based on experimental stress-strain curve and it is shown on Figure 6a. Cyclic behaviour of the steel during the seismic load is modelled with improved Kato’s model [7] (Figure 6.b).
4 EXAMPLES

4.1 Reinforced concrete beam

Reinforced concrete beam (Figure 7.) subjected to self weight is analyzed in order to verified implemented model of the reinforcing bars in static conditions. The span of the beam is 6.0 (m). Analysis is performed with two discretization presented in Figure 7. The midspan deflection, the stress in the concrete and the stress in the reinforcing bar in the marked point are analyzed. The results obtained by numerical model are compared with the analytical results in the Table 1.

<table>
<thead>
<tr>
<th>Midspan deflection (mm)</th>
<th>Analytical</th>
<th>Numerical - 2h</th>
<th>Numerical - 4h</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.351</td>
<td>1.15</td>
<td>1.350</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concrete stress (N/m²)</th>
<th>Analytical</th>
<th>Numerical - 2h</th>
<th>Numerical - 4h</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.65⋅10⁶</td>
<td>1.40⋅10⁶</td>
<td>1.65⋅10⁶</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stress in reinforcing bar (N/m²)</th>
<th>Analytical</th>
<th>Numerical - 2h</th>
<th>Numerical - 4h</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.60⋅10⁶</td>
<td>9.89⋅10⁶</td>
<td>11.56⋅10⁶</td>
<td></td>
</tr>
</tbody>
</table>

Presented results show that the numerical solutions is very close to the analytical ones for the discretization 4h.
4.2 Analysis of steel behaviour in joint element of reinforcing bar

A simple example of reinforced concrete structure consists of 3 triangular finite elements with a reinforcing bar is analyzed. The length of triangular finite element side is 1.4 (m) and the cross-section area of reinforcing bar is 0.05 (m²). Compressive concrete strength is 30 (MPa) while the characteristics of the steel are $\sigma_y=275\times10^6$ (N/m²), $\sigma_u=430\times10^6$ (N/m²), $\varepsilon_{sh}=0.005$, $\varepsilon_u=0.01$. The structure is subjected to initial velocity of 80 (m/s). The applied time interval is $\Delta t=0.3\times10^{-5}$ s.

Figure 8 shows initial stage of the structure and stage of the structure after the cracking of reinforcing bar. Stress-strain relation in joint element of reinforcing bar, which is presented in Figure 9, shows cyclic behaviour of the steel.

![Figure 8: Reinforced-concrete element subjected to initial velocity](image1)

![Figure 9: Stress-strain relation in reinforcing bar](image2)
5 CONCLUSIONS

- This paper presents a new numerical model for analysis of reinforced concrete structures under seismic load based on combined finite-discrete element method. The model combines standard finite element formulation for the hardening part of the constitutive law with the single-crack model for the softening part of stress-strain curve.

- An embedded model of reinforcing bars is implemented. The concrete structure is discretized on triangular finite elements, while the reinforcing bars are modelled with linear one-dimensional elements which can be placed in arbitrary position inside the concrete finite elements.

- The main assumption of the model is that the concrete tensile strength will be exceeded before the yield stress will achieved in the steel. The behaviour of the structure is linear-elastic up to the opening of the crack. After that joint elements in concrete as well as in reinforcing bar are occurred. Interaction solutions between bars and concrete have also been developed and implemented into the open source Y2D combined finite-discrete element code. Cyclic behaviour of the steel during the seismic load is modelled with improved Kato’s model.
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Abstract. The new microplane model M6f for fiber reinforced concrete features several improvements over the earlier versions: (i) An explicit volumetric-deviatoric split to no split transition formulation in tension which eliminates spurious contraction under tension that the earlier models suffered; (ii) tension-compression load cycles are now correctly simulated using the loading/unloading rules prescribed in the transition function; (iii) a new micro- macro stress equilibrium equation in which the work of volumetric stresses on deviatoric strains and the work of deviatoric stresses on volumetric strains are explicitly accounted for is introduced to correctly model the pressure sensitive dilatant behavior of low to normal strength concretes; (iv) the volumetric boundary is made a function of the maximum principal strain difference in addition to the volumetric strains, so as to extend the data fitting capability to lower strength concretes; (v) the cohesion in the friction boundary now approaches zero linearly, instead of asymptotically with growing tensile volumetric strains, so as to generate an earlier decaying tail in the uniaxial tension and compression. The material behavior has been verified against various test data from the literature. The fits have been improved compared to the previous versions of the model.

1 INTRODUCTION

The microplane models, which range from M0 to M6 developed since 1984 primarily for the constitutive behavior of concrete, are hierarchically semi-multiscale models [1], because the angular interactions of inelastic phenomena are captured explicitly whereas
the interactions at a distance cannot be captured as a result of lumping the inelastic phenomena into a single material point. Consequently, the microplane models have already featured some of the properties of the now fashionable multiscale models. In certain important respect, the hierarchical multiscale models for quasibrittle fracture are no better than the microplane models [1] because both miss the microcrack interactions at a distance and fail to predict the size of the fracture process zone (or the localization limiter), while both can capture the angular interactions.

Microplane models have a number of advantages over the conventional tensorial models. Through the microplane concept, the constitutive model can be specified in terms of vectors instead of stress and strain tensor invariants [3] which removes the dependence on the invariants of stress and strain tensors. The principle of frame indifference is still satisfied, albeit approximately, by virtue of using microplanes that sample without bias all possible orientations in the three-dimensional space. The constitutive laws specified on the microplanes is activated by employing either the kinematic or the static constraints. It is well known that for quasi-brittle materials such as concrete, the softening behavior can only be captured if the kinematic constraint is employed [3]. A selective activation of the constitutive behavior on various microplanes results in a macroscopic constitutive behavior equivalent to multisurface plasticity, one or several surfaces on each microplane. Thus, the advantages of the multisurface plasticity, such as capturing the vertex effect and frictional shear with apparently non-associated dilatancy [4, 5], are also exhibited by the microplane models.

The latest of the microplane models for fiber reinforced concrete reported in this paper features several improvements over the earlier version [6]. To remove the spurious lateral contraction under tension, the traditional volumetric-deviatoric split formulation [4] gradually becomes the formulation without a split [3], in a form proposed by G. di Luzio as a function of increasing tensile strains. Thus, under tension, the new model predominantly behaves as a model without volumetric-deviatoric split. Also, with the new formulation, the model correctly features extensional damage as observed in the loading-unloading tensile-compressive tests reported in the literature.

Furthermore, the experimental data reported on specimens of low strength concretes [7], which could not be fitted well with the earlier versions of the model, can now be fitted well. To this end, the volumetric-deviatoric coupling is extended to the volumetric boundary. To account for the cross coupling of shear and dilatancy more accurately, the macro-micro stress equilibrium equation is also modified: The normal microplane stress is now treated directly as the sum of the volumetric and deviatoric parts without any additional constraints. Thus, the requirements of vanishing work of the deviatoric stresses on the volumetric strains, and of the volumetric stresses on the deviatoric strains, which was postulated in models M4, M5 and M5f, is now removed [4, 9, 10]. As a result, the predictive capabilities of the model have been drastically improved.
2 BASIC CONSTITUTIVE EQUATIONS OF MICROPLANE MODEL

Microplane models for concrete are defined using the kinematic constraint, which means that microplane strains are projections of the strain tensor on the microplanes [3, 4, 9, 10]:

$$\epsilon_N = n_i n_j \epsilon_{ij} = N_{ij} \epsilon_{ij} \quad (1)$$

where $n_i$ are the components of the microplane normal vectors and $i, j = 1, 2, 3$ are the indices of the cartesian coordinate system. Alternatively, a static constraint in which the stress tensor is projected on the microplanes to yield the microplane stresses is also possible, but this approach is useful mainly for modeling hardening type inelastic behavior in which no softening can take place. For the modeling of softening, it is essential to use the kinematic constraint as given by Eq. 1 [7, 3].

The projection of the strain tensor on the microplane system results in microplane shear strain vectors. However, to be able to fit some of the unconventional experimental data on concrete, it was found essential that the microplane shear strain vectors be represented with respect to in-plane orthogonal directions given by the randomly generated in-plane microplane vectors $\vec{m}$ and $\vec{l}$. Thus, the shear strains on the microplanes are defined as

$$\epsilon_M = \frac{1}{2} (n_i m_j + n_j m_i) \epsilon_{ij} = M_{ij} \epsilon_{ij}; \quad \epsilon_L = \frac{1}{2} (n_i l_j + n_j l_i) \epsilon_{ij} = L_{ij} \epsilon_{ij} \quad (2)$$

To separate the normal response into its volumetric and deviatoric parts, which is necessary for being able to model linear elasticity by means of the microplane model [4], we define the relations

$$\epsilon_N = \epsilon_V + \epsilon_D; \quad \sigma_N = \sigma_V + \sigma_D \quad (3)$$

where $\epsilon_V = \epsilon_{kk}/3$ and $\epsilon_D = (N_{ij} - \delta_{ij}/3) \epsilon_{ij}$. The microplane volumetric and deviatoric stresses $\sigma_V$ and $\sigma_D$ as well as the microplane shear strains $\sigma_M$ and $\sigma_L$ must be prescribed as functions of the microplane strains. These relations are the microplane constitutive laws which must be determined through data fitting:

$$\sigma_V = F_V (\epsilon_V, \sigma_I, \sigma_{III}); \quad \sigma_D = F_D (\epsilon_D, \epsilon_V); \quad \sigma_L = F_T (\epsilon_L, \epsilon_V, \sigma_N); \quad \sigma_M = F_T (\epsilon_M, \epsilon_V, \sigma_N) \quad (4)$$

Although the constitutive relation for the microplane shear strain components $\sigma_L$ and $\sigma_M$ are given by the same shear law in Eq.4, this is actually not strictly necessary; one may assume an in-plane orthotropy of microplanes and prescribe different shear laws for the two orthogonal shear components on the microplane as well.

When the microplane constitutive laws depend on some measure of stress, they become implicit. For the modeling of highly inelastic frictional behavior, it is desirable to achieve explicit microplane constitutive laws which would be free of iterations. Explicit constitutive laws are always sought in the development of microplane models. However, in some constitutive laws, it was inevitable to introduce stresses as the independent variables. For example, the shear behavior must involve the normal stresses because in the
inelastic range it is the friction that is modeled, which is by definition a function of the normal stresses. For volumetric behavior, it is simpler to define the deviatoric effects in terms of the principal stress difference.

2.1 Normal Boundaries

The normal boundary governs the tensile fracturing behavior of the model. It is expressed as:

\[
\sigma^b_N = F_N(\varepsilon_N) = E k_1 c_1 \exp \left( -\frac{\langle \varepsilon_N - c_1 c_2 k_1 \rangle}{k_1 c_3 + c_4 \langle -\sigma_V/E_V \rangle} \right)
\] (5)

2.2 Deviatoric Boundaries

The deviatoric boundaries simulate the spreading and splitting cracks under compression. They are given by:

\[
\sigma^{b+}_D = F^+_D(\varepsilon_D) = \frac{E k_1 \beta_1}{1 + \left( (\varepsilon_D - \beta_1 \beta_2 k_1) / (k_1 c_7 \beta_3) \right)^2}
\] (6)

\[
\sigma^{b-}_D = F^-_D(-\varepsilon_D) = \frac{E k_1 \beta_4}{1 + \left( (-\varepsilon_D - \beta_4 \beta_5 k_1) / (k_1 \beta_3) \right)^2}
\] (7)

where

\[
\beta_1 = c_{18} \exp \left( -(f_c'/E - f_{c0}/E_0) \tanh (c_{19} \langle -\sigma_V \rangle / k_1) (1 + \chi_1) + \chi_1 + c_5 \right)
\] (8)

where \(\chi_1 = k_9 \tanh(c_{29}V_f)\);

\[
\beta_2 = c_6 \exp \left( -(f_c'/E - f_{c0}/E_0) \min \left[ \exp(c_{20} \langle -\sigma_V \rangle / k_1), c_{21} \right] \right)
\] (9)

\[
\beta_3 = c_{22} \exp \left( -(f_c'/E - f_{c0}/E_0) \tanh (c_{19} \langle -\sigma_V \rangle / k_1) (1 + \chi_2) + \chi_2 + c_7 \right)
\] (10)

where \(\chi_2 = k_{10} \tanh(c_{29}V_f)\);

\[
\beta_4 = c_{23} \exp \left( -(f_c'/E - f_{c0}/E_0) \tanh (c_{19} \langle -\sigma_V \rangle / k_1) (1 + \chi_1) + \chi_1 + c_8 \right)
\] (11)

\[
\beta_5 = c_9 \exp \left( -(f_c'/E - f_{c0}/E_0) \min \left[ \exp(c_{20} \langle -\sigma_V \rangle / k_1), c_{21} \right] \right)
\] (12)

The functions \(\chi_1, \chi_2\) represent the contribution of the fibers to resist the compressive splitting and slip cracks. The compressive strength may be calculated using the ACI formula in MPa \(f_c' = (E/5150.226)^2\) if it is not given.

2.3 Frictional Yield Surface

The frictional yield surface simulates the shear behavior of the model. It is given by:

\[
\sigma^f_T = F_T(-\sigma_N) = \frac{E_T k_1 k_2 c_{10} \langle -\sigma_N + \sigma^0_N \rangle}{E_T k_1 k_2 + c_{10} \langle -\sigma_N + \sigma^0_N \rangle}
\] (13)
where

\[ \sigma_N^0 = \langle E_T k_1 c_{11} - c_{12} \langle \epsilon_V \rangle \rangle \] (14)

Under compression, the best data fits are obtained when the shear boundary is applied to the microplane shear components before the peak load is reached, especially in fitting the strength envelopes. In model M6f, a formulation that transits from application of the shear boundary to the microplane shear components to the microplane shear resultant is introduced. The formulation involves calculating the in-plane microplane shear components twice, once by applying the shear boundary to the microplane shear components, and once by applying it to the microplane shear resultant. Then, the transition formulation can be expressed as:

\[ \sigma_L = \hat{\sigma}_L \hat{\phi} + \sigma_L \left( 1 - \hat{\phi} \right); \quad \sigma_M = \hat{\sigma}_M \hat{\phi} + \sigma_M \left( 1 - \hat{\phi} \right) \] (15)

where the quantities with \( \hat{\cdot} \) are those obtained by applying the shear boundary to the microplane shear components, and the quantities with \( \tilde{\cdot} \) are those obtained by applying the shear boundary to the microplane shear resultant; the transition parameter is defined as:

\[ \hat{\phi} = \exp \left( c_{27} \langle \epsilon_V - c_{28} \rangle \right) \] (16)

### 2.4 Volumetric Boundary

The volumetric boundary simulates the pore collapse and expansive breakup of the material. It is given by:

\[ \sigma_V^b = F_V^\gamma (-\epsilon_V) = -E k_1 k_3 \exp \left( \frac{-\epsilon_V}{k_1 \beta_6} \right) \] (17)

where

\[ \beta_6 = \frac{k_3 (\sigma_I - \sigma_{III})}{k_1 (1 + \langle -\sigma_V/E_V \rangle)} + k_4 \] (18)

and \( \sigma_I = \) maximum principal stress; \( \sigma_{III} = \) minimum principal stress.

### 2.5 Unloading and Stiffness Degradation

The unloading behaviors of concrete under tension and compression are radically different. Under tension the unloading slope is close to the secant modulus, and under compression, on the average it is close to the elastic slope. For \( \sigma_I > c_{26} \), where \( c_{26} \) is a tensile stress threshold, the tension-tension and the tension-compression load cycles can be successfully obtained using the loading-unloading rules prescribed in terms of the
transition function $\phi$ as follows:

$$
\phi(\epsilon_N) = \begin{cases} 
\exp \left( -c_{24} \sqrt{\langle \epsilon_N / k_1 - c_{25} + \min(\epsilon_I^{\text{unl}}, c_{25}) \rangle} \right) & \text{if } \epsilon_N / k_1 < \epsilon_I^{\text{unl}} - \min(\epsilon_I^{\text{unl}}, c_{25}) \\
\exp \left( -c_{24} \sqrt{\langle \epsilon_I^{\text{unl}} - c_{25} \rangle} \right) & \text{if } \epsilon_I^{\text{unl}} - \min(\epsilon_I^{\text{unl}}, c_{25}) \leq \epsilon_N / k_1 < \epsilon_I^{\text{unl}} \\
\exp \left( -c_{24} \sqrt{\langle \epsilon_N / k_1 - c_{25} \rangle} \right) & \text{if } \epsilon_N / k_1 \geq \epsilon_I^{\text{unl}} 
\end{cases}
$$

where $\epsilon_I^{\text{unl}}$ is the value of the maximum principal strain at the initiation of unloading and it is a history parameter. When $\sigma_I \leq c_{26}$, there is no tension and thus $\phi = 1$.

The loading with a transition from split to no split, along with the unloading, are depicted in Fig. 1(a). For the initial virgin loading, the load path with a transition to no split formulation is the path [ABDC]. At any given point where the unloading starts, for example at point D, the unloading path is given by [DEFA]. This results into a transition from the no split formulation into the split formulation. The subsequent loading passing into the tension zone follows the path [AFEDC]. The length $|DE| = c_{25}$.

As in model M4, the unloading under triaxial compression at high pressures is governed by the unloading rule of the volumetric boundary given by $C^u_V (\epsilon_V, -\sigma_V) = E_V (c_{13} / (c_{13} - \epsilon_V) + \sigma_V / (c_{13} E_V))$. As in model M4, the unloading under compression at low confining pressures is governed by the unloading rules of the deviatoric and frictional boundaries. The unloading rule for the compressive deviatoric boundary is given by $C^u_{-D} = (1 - c_{15}) E_D + c_{15} E^s_D$ where $E^s_D = \min(\sigma_D / \epsilon_D, E_D)$ for $\sigma_D \epsilon_D > 0$ and $E^s_D = E_D$ for $\sigma_D \epsilon_D \leq 0$. The unloading rule for the tensile deviatoric boundary is given by $C^u_{+D} = (1 - c_{16}) E_D + c_{16} E^s_D$.

The unloading rule of the friction boundary is that the unloading slope is the same as the deviatoric unloading slope; thus

$$
C^u_T = \begin{cases} 
C^u_{-D} & \text{if } C^u_D = C^u_{-D} \\
C^u_{+D} & \text{if } C^u_D = C^u_{+D} 
\end{cases}
$$

### 2.6 Fiber Constitutive Relation

When the cracks are of the opening mode, the contribution of fiber to the crack bridging stress is given by a simplified form of Kholmyansky’s equation [11]:

$$
\frac{\sigma^f}{E} = \begin{cases} 
k_b k_1 \langle \epsilon_N / k_1 \rangle \exp (-k_7 \langle \epsilon_N / k_1 \rangle) & \text{if } \epsilon_N / k_1 < 1 / k_7 \\
k_b k_1 / k_7 \exp (-1) & \text{if } 1 / k_7 \leq \epsilon_N / k_1 < k_8 \\
k_b k_1 \langle \epsilon_N / k_1 - k_8 + 1 / k_7 \rangle \exp (-k_7 \langle \epsilon_N / k_1 - k_8 + 1 / k_7 \rangle) & \text{if } k_8 \leq \epsilon_N / k_1 
\end{cases}
$$

and the fiber and the matrix are assumed to be coupled in parallel. Thus the result is

$$
\sigma^f = \sigma^b + \sigma^f_N
$$

where $\sigma^N_N =$total normal boundary for fiber reinforced concrete, $\sigma^b_N =$boundary for plain concrete matrix and $\sigma^f_N =$contribution of the fiber given by Eq.21.
2.7 Thermodynamic Dissipation

The thermodynamic dissipation can be formulated as the energy dissipated by deviatoric, volumetric and shear stresses in the case of formulation with a deviatoric-volumetric split. In the case of the formulation without a split, it can be formulated as the energy dissipated by the normal and shear stresses. Under isothermal conditions, the energy dissipated by a microplane stress is given by

\[ Ts_{int} = \int_0^\epsilon \sigma d\epsilon - \frac{\sigma^2}{2C_u} \]  

(23)

where \( E_s \leq C^u \leq E \) with \( E_s \) = secant modulus. When the loading switches to unloading before reaching any of the boundaries, the response is elastic, and thus such the load cycles do not increase dissipation. When the boundaries are reached during loading, energy dissipation takes place as given by Eq.(23). The unloading slope is assumed to be constant although it has a slight curvature for the volumetric boundary. Thus, the energy dissipated by the deviatoric, volumetric, normal and shear stresses may be expressed as

\[ Ts_{int}^D = \int_0^{\epsilon_D} \sigma_D d\epsilon_D + \int_0^{\epsilon_D} \sigma_D d\epsilon_V - \frac{\sigma_D^2}{2C_D}; \quad Ts_{int}^V = \int_0^{\epsilon_V} \sigma_V d\epsilon_D + \int_0^{\epsilon_V} \sigma_V d\epsilon_V - \frac{\sigma_V^2}{2C_V} \]

\[ Ts_{int}^N = \int_0^{\epsilon_N} \sigma_N d\epsilon_N - \frac{(\sigma_N^*)^2}{2C_N} \]

Consequently, the total energy dissipation per unit volume of material is, in model M6f, approximately given by

\[ Ts_{int} = T \frac{3}{2\pi} \int_\Omega \left[ (s_{int}^D + s_{int}^V)\phi + s_{int}^N(1 - \phi) + s_{int}^L + s_{int}^M \right] d\Omega \]  

(24)

3 MICRO-MACRO STRESS EQUILIBRIUM

3.1 The model with volumetric-deviatoric split

The microplane model with volumetric-deviatoric split in the new microplane model M6 is defined as in the model M2:

\[ \frac{2\pi}{3} \sigma_{ij}\delta\epsilon_{ij} = \int_\Omega \left[ \sigma_D \delta\epsilon_D + \sigma_V \delta\epsilon_V + \sigma_M \delta\epsilon_M + \sigma_L \delta\epsilon_L \right] d\Omega + \int_\Omega \left[ \sigma_D \delta\epsilon_V + \sigma_V \delta\epsilon_D \right] d\Omega \]  

(25)

\[ \frac{2\pi}{3} \sigma_{ij}\delta\epsilon_{ij} = \int_\Omega \left[ (\sigma_D + \sigma_V) \delta\epsilon_N - \delta\epsilon_V \right] + (\sigma_V + \sigma_D) \delta\epsilon_V + \sigma_M \delta\epsilon_M + \sigma_L \delta\epsilon_L \right] d\Omega \]  

(26)

\[ \frac{2\pi}{3} \sigma_{ij}\delta\epsilon_{ij} = \int_\Omega \left[ \sigma_N \delta\epsilon_N + \sigma_M \delta\epsilon_M + \sigma_L \delta\epsilon_L \right] d\Omega \]  

(27)

\[ \Rightarrow \sigma_{ij} = \frac{3}{2\pi} \int_\Omega \left[ \sigma_N N_{ij} + \sigma_M M_{ij} + \sigma_L L_{ij} \right] d\Omega \]  

(28)
where $\sigma_N = \sigma_V + \sigma_D$. The last integral on the right hand side of Eq.(25) did not exist in the model M4, because it was postulated that the work of deviatoric stresses on the volumetric strains and the work of volumetric stresses on the deviatoric strains did not exist. Thus the volumetric stresses were work-conjugate to only the volumetric strains and the deviatoric stresses only to the deviatoric strains.

However, the triaxial compressive test data for low strength concretes, for which the behavior is more dissipative and ductile than the normal strength concretes, could not be fitted using the model M5f. It was found out that, these test data could be fitted easily if an explicit volumetric-deviatoric coupling could be assumed. Thus, the macro-micro stress equilibrium formula employed in model M5f has been replaced with that employed in M2 and M3, given by Eq.28. In general, it was found out that, as the strength of concrete increases, such a coupling must have lesser effect because the material becomes more brittle, with a progressively shrinking cohesive zone. For very high strength concretes, the size of the cohesive zone essentially becomes sub-millimeter, and the crack surfaces become smoother. This means that the frictional nature of the material becomes much less significant as the strength of the concrete increases compared to the normal strength concrete.

3.2 The model without volumetric-deviatoric split

The macro-micro stress equilibrium equation for the kinematically constrained microplane model without volumetric-deviatoric split can be written as

$$
\int_{\Omega} \left[ \sigma_N^* N_{ij} \delta \epsilon_N^* + \sigma_M^* M_{ij} \delta \epsilon_M^* + \sigma_L^* L_{ij} \delta \epsilon_L^* \right] d\Omega, \quad \Rightarrow \quad \sigma_{ij}^* = \frac{3}{2\pi} \int_{\Omega} \left[ \sigma_N^* N_{ij} + \sigma_M^* M_{ij} + \sigma_L^* L_{ij} \right] d\Omega 
$$

(29)

where $\epsilon_N^* = N_{ij} \epsilon_{ij}^*, \epsilon_M^* = M_{ij} \epsilon_{ij}^*, \epsilon_L^* = L_{ij} \epsilon_{ij}^*$; $\sigma_N^* = F_N^*(\epsilon_N^*), \sigma_M^* = F_M^*(\epsilon_M^*, \sigma_N^*), \text{and } \sigma_L^* = F_L^*(\epsilon_L^*, \sigma_N^*)$. In this model, the microplane normal stress is directly calculated as a function of the microplane normal strains.

3.3 The model with transition

The present model, model M6f, employs an explicit transition formulation, in which the model with a split given by Eq.28 gradually transits to the model without a split given by Eq.29;

$$
\sigma_{ij} = \frac{3}{2\pi} \int_{\Omega} \left[ \{\sigma_N^* (1 - \phi) + \sigma_N \phi\} N_{ij} + \sigma_M^* M_{ij} + \sigma_L^* L_{ij} \right] d\Omega 
$$

(30)

where $\sigma_M = \sigma_M^*$ and $\sigma_L = \sigma_L^*$. The transition function $\phi$ for monotonic loading is defined as

$$
\phi(\epsilon_N) = \begin{cases} 
\exp\left(-c_{24} \sqrt{\frac{\epsilon_I}{k_1} - c_{25}}\right) & \text{if } \sigma_I > c_{26} \\
1 & \text{if } \sigma_I \leq c_{26}
\end{cases}
$$

(31)

and thus is active only under tension.
4 RESULTS AND DISCUSSION

The simulations to predict experimental data for Harex and PVA fiber reinforced concretes under uniaxial tension are shown in Fig.1(b),(c) [8]; and those for steel fiber reinforced concretes under uniaxial compression and triaxial compression are shown in Figs.1(d)-(f) [7] respectively. The agreement between the data and the predictions is quite satisfactory. The model parameters, their values and their brief descriptions, are shown in Table 1. The “c” parameters are fixed parameters which do not change from one concrete to another; the “k” parameters may change from one concrete to another and thus they must be calibrated for each given concrete. Although there seem to be too many parameters, only 5 of them are free parameters for the concrete matrix and another 5 free parameters are for the fiber effect on the opening, splitting and slipping type fracture which must be supplied by the user of the model. For most low to normal strength concretes, the values provided in Table 1 should be sufficient. For others, identification of these free parameters (k_1 to k_5) using test data conducted on specimens of the concrete under consideration may be necessary. For various types of fibers, the values of free fiber parameters (k_6 to k_10) are already determined as shown in Table 1. If a new type of fiber used, these values should be recalibrated by fitting uniaxial tension and uniaxial compression test data.

Table 1: Parameters of the model M6f, their typical values and their meanings.

<table>
<thead>
<tr>
<th>par.</th>
<th>value</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'_0$</td>
<td>15.08MPa</td>
<td>reference compressive strength</td>
</tr>
<tr>
<td>$E'_{c0}$</td>
<td>20GPa</td>
<td>reference elastic modulus</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.46</td>
<td>controls the uniaxial tensile strength</td>
</tr>
<tr>
<td>$c_2$</td>
<td>2.76</td>
<td>controls the roundness of the peak in uniaxial tension</td>
</tr>
<tr>
<td>$c_3$</td>
<td>4</td>
<td>controls the slope of the postpeak in uniaxial tension</td>
</tr>
<tr>
<td>$c_4$</td>
<td>70</td>
<td>controls the slope of the postpeak tail in uniaxial tension</td>
</tr>
<tr>
<td>$c_5$</td>
<td>2.5</td>
<td>controls the vol. expansion under compression</td>
</tr>
<tr>
<td>$c_6$</td>
<td>1.3</td>
<td>controls the roundness of the peak in vol. expansion under compression</td>
</tr>
<tr>
<td>$c_7$</td>
<td>50</td>
<td>controls the slope of the initial postpeak in uniaxial compression</td>
</tr>
<tr>
<td>$c_8$</td>
<td>8</td>
<td>controls the peak strength in uniaxial compression</td>
</tr>
<tr>
<td>$c_9$</td>
<td>1.3</td>
<td>controls the peak roundness in uniaxial compression</td>
</tr>
<tr>
<td>$c_{10}$</td>
<td>0.73</td>
<td>controls the effective friction coefficient</td>
</tr>
<tr>
<td>$c_{11}$</td>
<td>0.2</td>
<td>initial cohesion in frictional response</td>
</tr>
<tr>
<td>$c_{12}$</td>
<td>$7 \cdot 10^3$</td>
<td>controls the change of cohesion with tensile vol. strains</td>
</tr>
<tr>
<td>$c_{13}$</td>
<td>0.02</td>
<td>controls the unloading slope at high hydrostatic compression</td>
</tr>
<tr>
<td>$c_{14}$</td>
<td>0.01</td>
<td>controls the unloading slope at low hydrostatic compression</td>
</tr>
<tr>
<td>$c_{15}$</td>
<td>0.4</td>
<td>controls the unloading slope of the compressive dev. boundary</td>
</tr>
<tr>
<td>$c_{16}$</td>
<td>0.99</td>
<td>controls the unloading slope of the tensile dev. boundary</td>
</tr>
<tr>
<td>$c_{17}$</td>
<td>0.082</td>
<td>controls the tensile cracking under compression</td>
</tr>
<tr>
<td>par.</td>
<td>value</td>
<td>meaning</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>---------</td>
</tr>
<tr>
<td>$c_{18}$</td>
<td>4</td>
<td>controls the vol. expansion for low strength concretes</td>
</tr>
<tr>
<td>$c_{19}$</td>
<td>0.012</td>
<td>controls the vol. expansion rate for low strength concretes</td>
</tr>
<tr>
<td>$c_{20}$</td>
<td>400</td>
<td>controls the roundness of vol. expansion for low strength concretes</td>
</tr>
<tr>
<td>$c_{21}$</td>
<td>13</td>
<td>controls the roundness of vol. expansion for low strength concretes</td>
</tr>
<tr>
<td>$c_{22}$</td>
<td>$3.5 \cdot 10^3$</td>
<td>controls the roundness of vol. expansion for low strength concretes</td>
</tr>
<tr>
<td>$c_{23}$</td>
<td>20</td>
<td>controls the roundness of vol. expansion for low strength concretes</td>
</tr>
<tr>
<td>$c_{24}$</td>
<td>0.12845</td>
<td>controls the rate of transition from split to no split</td>
</tr>
<tr>
<td>$c_{25}$</td>
<td>0.7576</td>
<td>controls unloading under tension</td>
</tr>
<tr>
<td>$c_{26}$</td>
<td>$1.7 \cdot 10^{-3}$</td>
<td>tensile stress threshold for initiation of split to no split transition</td>
</tr>
<tr>
<td>$c_{27}$</td>
<td>$1 \cdot 10^3$</td>
<td>rate of transition from shear boundary over shear components to over resultant</td>
</tr>
<tr>
<td>$c_{28}$</td>
<td>$5 \cdot 10^{-4}$</td>
<td>threshold of vol. strain to start the above transition</td>
</tr>
<tr>
<td>$c_{29}$</td>
<td>100</td>
<td>fiber contribution to resist splitting and slipping</td>
</tr>
<tr>
<td>$k_1$</td>
<td>$1.5 \cdot 10^{-3}$</td>
<td>radial scaling parameter</td>
</tr>
<tr>
<td>$k_2$</td>
<td>500</td>
<td>controls the horizontal asymptote value in the frictional boundary</td>
</tr>
<tr>
<td>$k_3$</td>
<td>15</td>
<td>controls the shape of the volumetric boundary</td>
</tr>
<tr>
<td>$k_4$</td>
<td>150</td>
<td>controls the shape of the volumetric boundary</td>
</tr>
<tr>
<td>$k_5$</td>
<td>2</td>
<td>controls the triaxial hardening for low strength concretes at low pressures</td>
</tr>
<tr>
<td>$k_6$</td>
<td>0.357</td>
<td>fiber law vertical scaling</td>
</tr>
<tr>
<td>$k_7$</td>
<td>0.2345</td>
<td>fiber law softening rate</td>
</tr>
<tr>
<td>$k_8$</td>
<td>5.09</td>
<td>controls the length of fiber law horizontal plateau</td>
</tr>
<tr>
<td>$k_9$</td>
<td>0.25</td>
<td>fiber contribution to resist splitting and slipping</td>
</tr>
<tr>
<td>$k_{10}$</td>
<td>240</td>
<td>fiber contribution to resist splitting and slipping</td>
</tr>
<tr>
<td>$V_f$</td>
<td>0.02</td>
<td>fiber volume fraction</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

A new, improved microplane model, called M6f, for mechanical behavior of fiber reinforced concretes has been reported. The new model improves upon its predecessors (i) by eliminating the spurious contraction under tension that the earlier models suffered, (ii) by predicting the tension-compression load cycles correctly, unlike the earlier versions, (iii) by extending range of experimental data fitted to lower strength concretes. The model performance has been calibrated and verified against numerous test data from the literature.
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Figure 1: (a) the loading/unloading rule under tension; test data with its prediction by the model M6f for (b) Harex [8], (c) PVA [8], (d),(e) and (f) carbon steel fiber [7] reinforced concrete.
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Abstract. The aim of this work is to study the effects of steel reinforcement array inside the RC beam-column connection as it is subjected to cyclic loading, through the numerical simulation of the joint adopting different stirrup’s arrays: in order to simulate a real case of study, two specimens extracted from an experimental test of 12 RC beam-column connections reported in literature are modelled in the FEAP code. About numerical simulations based on the Finite Element Method (FEM), the non linear response of the RC beam-column connection is evaluated taking into account the non linear thermodynamic behaviour of each component: for concrete, it is used a damage model; for steel reinforcement, a classical plasticity model is adopted; for steel-concrete bonding, a plasticity-damage model is applied. At the end, the experimental structural response is compared to the numerical results, as well as the distribution of shear stresses and damage inside the concrete core of the beam-column connection, which are analyzed for a low and high confinement.

1 INTRODUCTION

Nowadays, Reinforced Concrete (RC) is one of the most important hybrid materials used in the construction industry and consequently its efficient behaviour depends on different aspects basically related to structural design and constructive techniques. Both of them must fulfil with local regulatory requirements for structural security which, given the complex nature of RC, adopt a lot of technical simplifications in design rules and construction codes in order to reduce the effects of uncertainties. In the case of structural design, the accomplishment is done by specifying the geometrical dimensions of the structural element as well as the quantification and location of the respective steel reinforcement. Theoretically, the respect of these specifications must assure the loading capacity of the structural element, or in other words, a good transference of internal efforts and stress between concrete and steel bars. However, in some occasions a blind application of these design specifications complicates unnecessarily the construction work of the structural elements, in particular the beam-column connections, which are at the same time, the key-points for the structural stability of the whole...
system. In the other hand, the unreasoned removing of steel bars might reduce dramatically the resistance of the joint, particularly in the event of an earthquake.

Being the beam-column connection the main point of transmission of forces between horizontal elements (beams) and vertical elements (columns), it should provide enough stiffness to the structural system and because of this, there is a high concentration of stresses that potentially might produce any damage in concrete and/or plastic deformations on steel bars. That is the reason why beam-column connection is one of the most risky points of failure in RC structures.

By the way, modern design is strongly dependent of the numerical method adopted for structural analysis –typically a standard finite element code- and the better prediction of the real response (efforts and displacements) is directly derived from the computational capabilities of the code. Modelling of any mechanical problem should include not only the definition of a set of load combinations, but also the selection of a proper finite element associated to efficient material models as well as a good representation of the real boundary conditions. Perhaps due to the complexity of a complete modelling, the local study of any RC connection is practically disregarded by structural engineers, while steel reinforcement array is basically proposed from practical recommendations extracted from limited experimental tests. In consequence, the quantity of steel reinforcement inside the connection might be overestimated or simply poor distributed.

The aim of this work is to study the effects of steel reinforcement array inside the RC beam-column connection as it is subjected to cyclic loading, through the numerical simulation of the joint adopting different stirrup’s arrays and quantities. About numerical simulations based on the Finite Element Method (FEM), we evaluated the non linear response of the RC beam-column connection taking into account the non linear thermodynamic behaviour of each component: for concrete, we adopted the concrete damage model proposed by Mazars [1]; for steel reinforcement, we used a classical plasticity model with Von Mises criterion; for steel-concrete bonding, an elastic-plastic-damage model [2,10] is applied. In order to calibrate the modelling, we adopted as an experimental reference the results reported by [3] for a RC beam-column connection.

1.1 Basic concepts about beam-column connections

According to [4], the beam-column connections may be classified following two criteria:
- by the geometrical configuration of reinforcement,
- by the local behaviour of the whole joint.

In the first case, there are internal joints (if the steel bars of beams pass across the joint) and external joints (when the steel bars of beams are anchored into the joint). For the second case, there are elastic joints (if plastic articulations appear into the structural element –beam or column-) and inelastic joints (if any non linearity appears into the connection). The mechanisms of failure of the beam-column connection identified by different authors [5, 6, 7, 8, 9] are the following:
Beam reinforcement anchorage is not enough inside the joint and the bar slips,
- Shear forces developed into the joint activate the inelastic response of the core of concrete.
- A poor transference of shear forces may produce a failure plan between the joint and the beam, or between the joint and the column.

In general, the most accepted criteria of failure out of the connection is the SC-WB (Strong Column – Weak Beam), which means that any plastic articulation should appear on the beam instead of on the column.

2 ESSENTIAL COMPONENTS FOR THE NON-LINEAR MODELLING

2.1 The experimental test of reference

The experimental work carried out by Alameddine and Ehsani [3] consisted in reproducing the structural response of an external beam-column joint subjected to cyclic loading in order to verify the recommendations of the ACI-ASCE-352 code. The tests were classified in three groups of four specimens (see figure 1-a), each group with a specific concrete high resistance. Each specimen was designated by two letters and a number, indicating the level of the maximal joint shear stress (first letter), the level of confinement induced by the number of stirrups (second letter) and the value of the compressive strength. For example, the LH11 denomination designates a specimen with a Low shear stress, High confinement level, and a compressive strength of 11 ksi. In other words, these three variables were observed and studied:

a) The compression strength of concrete (55.8 MPa (8 ksi), 73.8 MPa(11 ksi) and 93.8 MPa (14ksi) respectively);

b) The maximal value of the shear stress into the connection, with a minimal value of 7.6 MPa (1100 psi) and a maximum of 9.7 MPa (1400 psi); and

c) The contribution of the stirrups by improving the confinement of the core of concrete (see Table 1 for stirrup characteristics).

Table 1: Reinforcement on the transversal section of specimen’s elements

<table>
<thead>
<tr>
<th>Specimen</th>
<th>LL</th>
<th>LH</th>
<th>HL</th>
<th>HH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{s1c}$</td>
<td>2 $#$ 8, 1 $#$ 7</td>
<td>2 $#$ 8, 1 $#$ 7</td>
<td>3 $#$ 8</td>
<td>3 $#$ 8</td>
</tr>
<tr>
<td>$A_{s2c}$</td>
<td>2 $#$ 7</td>
<td>2 $#$ 7</td>
<td>2 $#$ 8</td>
<td>2 $#$ 8</td>
</tr>
<tr>
<td>$A_{s3c}$</td>
<td>2 $#$ 8, 1 $#$ 7</td>
<td>2 $#$ 8, 1 $#$ 7</td>
<td>3 $#$ 8</td>
<td>3 $#$ 8</td>
</tr>
<tr>
<td>$A_{s1b}$</td>
<td>4 $#$ 8</td>
<td>4 $#$ 8</td>
<td>4 $#$ 9</td>
<td>4 $#$ 9</td>
</tr>
<tr>
<td>$A_{s2b}$</td>
<td>4 $#$ 8</td>
<td>4 $#$ 8</td>
<td>4 $#$ 9</td>
<td>4 $#$ 9</td>
</tr>
<tr>
<td>Number of stirrups</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.2</td>
<td>1.8</td>
<td>1.2</td>
<td>1.8</td>
</tr>
<tr>
<td>$h/d_{b,col}$</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Development length $l_{ab}$ (inches) required for $f'c=8,000$ (psi) (Recommendations 1985)</td>
<td>8.9</td>
<td>8.9</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Development length $l_{ab}$ (inches)</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
</tr>
</tbody>
</table>

Notes:
1 psi = 6.89 kPa; 1 inch = 25.4 mm; L: Low; H: High;
the first letter indicates the level of shear stress; the second letter indicates the level of confinement.
Based on a cyclic controlled displacement test (see figure 1-b), the initial displacement in the free edge of the beam was of ± ½ inches (13 mm), being increased in ± ½ inches (13 mm) in each cycle of loading; during the test a small axial load was applied in the top of the column.

At the end of the test, they reached distortions up to 7% corresponding to a maximum displacement of 4 ½ inches (114 mm), concluding that:
- Elevated shear stresses reduce significantly the load capacity of the connection.
- The value of the ultimate shear stress recommended by the ACI-ASCE-352 for the joint was lower than the value observed in the experimental tests for high resistance concrete.
- The increment of transversal reinforcement reduces the deterioration into the connection, avoiding the failure of the reinforcement anchorage.

Figure 1: Description of the experimental test: (a) dimensions of the specimen, in inches; (b) Mounting of the experimental test

2.2 Brief description of the non linear models adopted for different material behaviours

One of the main ideas of this research was to adopt and combine different non linear models based on a thermodynamic formulation, in order to include in the structural response the effects of the different dissipative phenomena associated to each inelastic material behaviour.
Concrete behaviour: the non-linear damage model of Mazars.

The model of Mazars [1] was specially conceived for the particular behaviour of concrete, which is different in compression compared to traction. As any other model of damage, this model is based on the calculation of an effective stress (equation 1) which is function of two scalar damage variables, $D_t$ and $D_c$ -traction and compression damage respectively- (equations 2,3). Nevertheless, instead of building the surface of failure in the space of stresses, this one is built in the space of strains, needing the calculation of an equivalent strain (equation 4).

$$\sigma = (1 - D)E^e \varepsilon^e$$  \hspace{1cm} (1)

$$D = \alpha_t D_t + \alpha_c D_c$$  \hspace{1cm} (2)

$$D_i(\bar{\varepsilon}) = 1 - \frac{(1 - A_i)\varepsilon_{do}}{\bar{\varepsilon}} - \frac{A_i}{\exp[B_i(\bar{\varepsilon} - \varepsilon_{do})]} (i = t, c)$$  \hspace{1cm} (3)

$$\bar{\varepsilon} = \sqrt{\sum_i (\varepsilon_i^+)^2} \quad \varepsilon_i^+ = \max(0, \varepsilon_i)$$  \hspace{1cm} (4)

In the last equations, $\alpha_t, \alpha_c, A_t, B_t, \varepsilon_{do}$ are model parameters which can be determined from experimental tests; for this work, their values are presented in Table 2.

Table 2: Material parameters for the damage model of Mazars

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_c$</td>
<td>1.446</td>
</tr>
<tr>
<td>$B_c$</td>
<td>1570</td>
</tr>
<tr>
<td>$\varepsilon_{do}$</td>
<td>7.428E-05</td>
</tr>
<tr>
<td>$A_t$</td>
<td>0.97</td>
</tr>
<tr>
<td>$B_t$</td>
<td>8000</td>
</tr>
<tr>
<td>$f'c$ (PSI)</td>
<td>81</td>
</tr>
<tr>
<td>$f_t$ (PSI)</td>
<td>407.49</td>
</tr>
<tr>
<td>Confinement index</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Steel behaviour: a classical non-linear plasticity model with hardening.

For the steel bars, a classical elasto-plastic model based on Von Mises Criterion was chosen, which includes isotropic hardening.

Bond behaviour: a non-linear plasticity-damage model based on a non-width finite element.

An elastic-plastic-damage model for bonding [10] was adopted in the formulation due to its various advantages: a) thermodynamics formulation, written in stress-strain terms; b) capacity of coupling between: “cracking and frictional sliding”, and “tangential and normal stresses”; c) able to take account of confinement influence and lateral pressure; d) great stability for monotonic and cyclic loading. This model was already used in the prediction of the structural response of tie tests [2], and its robustness is supported by a 2D non-width interface element, which is fully described in [11].
3 NUMERICAL ANALYSIS OF THE BEAM-COLUMN CONNECTION

3.1 Hypothesis, limitations and strategy of the proposed modelling

In order to make our simulations, we have chosen the finite element code FEAP v.7.4 [12], an open-source code with license in which is possible to implement user material models and user finite elements. The models of Mazars and bonding were specifically integrated into the code, but the last one is only available for a 2D formulation. For this reason and due to the limitations in memory capacity, we have decided to model in a 2D-space the beam-column connection, which may provide acceptable results—in comparison with 3D models—if some simplifications are made. For example, in a real RC structural element, the steel reinforcement forms a cage embedded into the concrete, inducing a particular concentration of stresses in the concrete around each bar; however, taking into account that bending is acting only in one plane, and assuming that the most important shear stresses might be developed in the same plane, it is possible to “homogenize” the steel reinforcement in layers for a 2D simulation. In the case of the stirrups, only the branches parallel to the bending plane are taken into account, modelled with one truss element whose transversal section corresponds to the total area of the stirrups. Because the concrete cannot develop large rotations, any possible geometrical non-linearity was not considered into the model.

In which concerns to the adopted strategy, we followed the next steps:

a) Selection of the experimental reference
b) Definition of the cases to simulate:
   o only longitudinal steel without stirrups;
   o with minimal quantity of stirrups;
   o with the quantity of stirrups indicated in experimental test,
c) Cases with bond material model (still in progress):
   o Bonding included only in the flexural steel
   o Bonding included in all of the reinforcement
d) Comparison of results

3.2 Construction of the model

According to the proposed strategy, among the 12 corner-reinforced concrete beam-column subassemblies reported in the experimental reference, we selected the LL11 and LH11 specimens, having both of them the same geometrical and material properties, except for the number of stirrups inside the core of concrete (four stirrups for “Low confinement”, and six stirrups for “High confinement”).

The basic model was constructed in a 2D space based on a plane strain formulation, using QUAD4 elements (4-node quadrangular element with 4 integration points) for the concrete body and TRUSS2 elements (2-node bar element) for the steel reinforcement. Initially, the reinforcement was modelled with QUAD4 elements as well, but due to their minimal dimensions, there were some numerical problems by a non-realistic excessive concentration.
of stresses around the union between longitudinal steel and the stirrups. In which concerns to the bonding, two non-width interface elements were initially placed between the concrete QUAD4 element and the steel QUAD4 element—one on each side of the steel-, but due to the numerical instabilities mentioned previously, they were replaced by a unique interface element linking the steel rebar to the concrete elements: this numerical solution is still in progress.

About boundary conditions, bottom face of the column is fully-restrained, while the top face was constrained only in the transversal direction because a constant axial load was applied and distributed at the same face. By the way, the free edge of the beam is restrained in the axial direction, with a cyclic displacement imposed in its transversal direction (see figure 2-a).

In the experimental test, at least eight displacement transducers were positioned in order to follow the evolution of displacements over the concrete face of the joint (see figure 2-b). In the same way, we followed the numerical evolution of these points, in order to construct the corresponding load-displacement response.

![Figure 2: Meshing of the beam-column connection: (a) boundary conditions and reinforcement array; (b) points of observation of the stress-strain relationship according to the experimental tests.](image-url)
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About boundary conditions, bottom face of the column is fully restrained, while the top face was constrained only in the transversal direction because a constant axial load was applied and distributed at the same face. By the way, the free edge of the beam is restrained in the axial direction, with a cyclic displacement imposed in its transversal direction (see figure 2-a).
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Figure 2: Meshing of the beam-column connection: (a) boundary conditions and reinforcement array; (b) points of observation of the stress-strain relationship according to the experimental tests.

Figure 3: Load-displacement structural response of the beam-column connection: (a) experimental curve for specimen LL11; (b) experimental curve for specimen LH11; (c) numerical curve for specimen LL11; (d) numerical curve for specimen LH11.
Figure 4: Shear stress distribution on specimen LL11 (low confinement) for a displacement of 3.5 inches.

Figure 5: Shear stress distribution on specimen LH11 (high confinement) for a displacement of 3.5 inches.
Figure 6: Damage distribution on specimen LL11 (low confinement) for a displacement of 3.5 inches.

Figure 7: Damage distribution on specimen LH11 (high confinement) for a displacement of 3.5 inches.
4 DISCUSSION OF RESULTS

In the next paragraphs, we will discuss the numerical results of the modelling coupling the nonlinear behaviour of steel and concrete. It should be mentioned that they do not include the bonding cases, which are still in progress. So on, first at all we compare the structural response of the two specimens, both experimental and numerical, in figure (3). Figures (3-a) and (3-c) correspond to the LL11 specimen, in which the maximal load capacity was reached between 40 and 45 kips for a displacement near to two inches. For the LH11 specimen, figures (3-b) and (3-d) show a maximal load capacity near to 60 kips, very close to three inches of displacement. By comparing experimental curves with numerical results, it can be appreciated that some key-values are very similar (maximal load capacity associated to the lateral displacement), but their shapes are far away from any similitude. In numerical curves, all the unloading branches go directly to the origin, without any accumulated permanent displacement as it is observed in the experiments. Typically, the origin of these permanent displacements is associated to the crack friction on concrete. For cyclic loads, the damage model of Mazars includes only the slope variation of the elastic unloading, since cracks on concrete are closed as soon as there is a reversibility of loading, assuming no friction on cracks. Because of this, it is not possible to reproduce numerically any dissipative boucle or permanent deformation. This was already explained by Ragueneau et al. [13], who presented a modified version of Mazars model which includes these effects.

Figures (4) and (5) show the distribution of shear stresses inside the specimens. In both of them, the concentration of stresses is determined by the disposition of the stirrups, being greater the affected area when the reinforcement is lower inside the core. In fact, when no stirrups are placed inside the core, the damage is reached almost immediately, even if the longitudinal bars of the column and beams pass through the joint. Other relevant points observed in numerical simulations are the following: (a) in both cases, the highest value of shear stress was reached on the beam, and not in the column or in the connection; (b) when the number of stirrups is increased inside the core, the principal damage is placed out of the core, exactly in the plane of connectivity between the beam and the core of the connection (see figure 7); and (c) if the constant axial load on the column is not included in the modelling, the resistance of the beam-column connection decreases substantially (according to [14]).

In general, all the simulations stopped as soon as a non convergence condition was reached. Sometimes this problem was solved by reducing the time step, in particular in the picks of the displacement when unloading started. From a physical point of view, this non convergence corresponds to the instant when a set of concrete elements reaches a high level of damage. Figures (6) and (7) show the level and distribution of damage in concrete for both specimens respectively. Apparently, damage is higher in LH11 specimen, but in reality is better distributed along the stirrups, although the numerical value seems to be elevated. The implementation of bond elements must reduce this effect on the concrete body, as it was demonstrated in [2], due to the redistribution of stresses induced by bonding, which allows a small slip between steel bars and concrete, avoiding a false premature degradation of concrete as it is observed in these simulations.
5 CONCLUSIONS

In this work, we have focused in modelling the non linear structural response of a beam-column connection subjected to cyclic loading. Thus, we have: (a) modelled different cases of beam-column connection and reproduced their experimental structural response, including different material models for steel and concrete (elasto-plastic and damage models respectively); (b) corroborated the influence of the stirrups in the resistance of the connection; and (c) analyzed the damage distribution inside the core of the connection.
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Abstract. Shape Memory Alloys (SMA) offer new perspectives in various fields such as aeronautics, robotics, biomedicals, or civil engineering. Efficient design of such innovative systems requires both adequate material models and numerical methods for simulating the response of SMA structures. Whereas much effort has been devoted to developing constitutive laws for describing the behaviour of SMAs, the structural problem (i.e. the simulation of a three-dimensional SMA structure) has received far less attention, in spite of substantial difficulties notably due to the strong thermomechanical coupling and the presence of physical constraints on the internal variables. The time-discretization of the evolution problem obtained is not obvious, and special care must be taken to avoid convergence difficulties and ensure robustness of the numerical schemes. Computation time and ease of implementation (for instance in an existing finite element code) also are major issues that need to be addressed. In this communication are presented some recent results in that direction. A central result is a recent time-discretization scheme for the thermomechanical problem. A variational formulation is attached to the corresponding incremental problem, allowing one to prove the existence of solutions for a large class of usual SMA models. The variational nature of the problem at hand also calls for an easy implementation in an existing finite element code, building on well-established descend algorithms. Using that approach, the solution of the thermomechanical incremental problem is typically obtained by solving a sequence of linear thermal problems and purely mechanical (i.e. at prescribed temperature) nonlinear problems. That approach is fairly general and applies for a wide range of SMA models. The numerical scheme for solving the purely mechanical problem, however, strongly depends on the particular model that is used. In a micromechanical modelling of SMAs, the phase transformation is described locally by an internal vectorial variable which is physically constrained to satisfy a set of inequalities at each point. We show that the corresponding incremental problem can
be recast as a linear complementarity problem, for which efficient algorithms (such as interior-point methods) are available. That reformulation essentially consists in a change of variables. In terms of variational formulation, that approach amounts to replace a convex but non-quadratic minimization problem with an equivalent quadratic minimization problem.

1 COUPLED THERMOMECHANICAL EVOLUTIONS

We consider the evolution problem of an arbitrary SMA structure, in quasi-statics and under the assumption of small strains. The structure occupies a domain Ω and is submitted to body forces \( f^d \) and tractions \( T^d \), the latter being applied on a portion \( \Gamma^T \) of the boundary. Prescribed displacements \( u^d \) are imposed on \( \Gamma^U = \partial\Omega - \Gamma^T \). The temperature \( \theta \) is set equal to \( \theta^d \) on a portion \( \Gamma_\theta \) of \( \partial\Omega \), and the heat flux \( q^d \) is imposed on a portion \( \Gamma_q \) such that \( \Gamma_q \cap \Gamma_\theta = \emptyset \). On the remaining part \( \Gamma_r = \partial\Omega - \Gamma_q - \Gamma_\theta \) of the boundary, the heat flux is given by \( K'(\theta - \theta_R) \) where \( K' \) is a (positive) heat transfer coefficient between the system and its environment. The functions \( f^d, T^d, u^d, \theta^d, q^d \) describing the thermomechanical loading depend on the position \( x \) and on the time \( t \).

In the domain \( \Omega \), the heat flux \( q \) is supposed to satisfy the Fourier’s law with a thermal conductivity \( K \). The displacement, stress and temperature are denoted by \( u, \sigma \) and \( \theta \) respectively.

In a mesoscopic modelling of SMAs, the local state of the material is described by the variables \((\varepsilon, \xi, \theta)\) where \( \varepsilon \) is a strain and \( \xi \) is a (possibly vectorial) internal variable tracking the phase transformation. That variable \( \xi \) must generally satisfy a condition of the form \( \xi \in T \) where \( T \) is a given bounded set (see Section 3 for an explicit example). Denoting the free energy of the material by \( w \) and the dissipation potential by \( \phi \), the evolution of the system is governed by the following system (see [2] and references therein for more details):

\[
\sigma = \frac{\partial w}{\partial \varepsilon} , \quad B = -\frac{\partial w}{\partial \xi} , \quad s = -\frac{\partial w}{\partial \theta} \tag{1.1}
\]

\[
\varepsilon = (\nabla u + \nabla^T u)/2 \tag{1.2}
\]

\[
-K\nabla \theta \cdot n = q^d \text{ on } \Gamma_q , \quad -K\nabla \theta \cdot n = K'(\theta - \theta_R) \text{ on } \Gamma_r \tag{1.3}
\]

\[
u \in K_u , \sigma \in K_\sigma , \xi \in K_\xi , \theta \in K_\theta \tag{1.4}
\]

\[
B = B^r + B^d \tag{1.5}
\]

\[
B^r \in \partial I_T(\xi) , \quad B^d \in \partial \phi(\dot{\xi}) \tag{1.6}
\]

\[
K \Delta \theta + B^d \dot{\xi} - \theta s = 0 \tag{1.7}
\]
where the sets \( K_u, K_\sigma, K_\xi, K_\theta \) are defined by

\[
K_u = \{ u | u = u^d \text{ on } \Gamma_u \} \\
K_\sigma = \{ \sigma | \text{div } \sigma + f^d = 0 \text{ in } \Omega; \sigma \cdot n = T^d \text{ on } \Gamma_T \} \\
K_\xi = \{ \xi | \xi \in T \text{ in } \Omega \} \\
K_\theta = \{ \theta | \theta = \theta^d \text{ on } \Gamma_\theta \}
\]

In (1), \( I_T \) is the indicator function of the set \( T \) (equal to 0 in and infinite outside) and \( \partial \) denotes the subdifferential [1]. In the heat equation (1.7), the thermomechanical coupling is embedded both in the entropy-related term \( \theta \dot{s} \) (which contains the latent heat effect) and in the dissipative term \( B^d \xi \).

2 TIME-DISCRETIZATION OF THE EVOLUTION PROBLEM

2.1 Incremental problem

To solve a system such (1), one generally resorts to a space- and time-discretization strategy. The space discretization is generally supplied by a finite element method. The time discretization consists in introducing a finite time-step problem for estimating the solution \((u, \sigma, \theta)\) at a given time \(t^0 + \delta t\), supposing that \((u^0, \sigma^0, \theta^0)\) at time \(t^0\) are known.

For the system considered, a common finite time-step problem is supplied by the backwards Euler scheme, which can be formulated as follows:

\[
\begin{align*}
(u, \xi, \theta) & \text{ verifies (1.1)-(1.4) at } t^0 + \delta t \\
B & = B^r + B^d \\
B^r & \in \partial I_T(\xi), \ B^d \in \partial \phi(\xi - \xi^0)/\delta t \\
K \delta t \Delta \theta - \theta^0(s - s^0) + B^d.(\xi - \xi^0) &= 0
\end{align*}
\]

where \( s^0 = s(e^0, \xi^0, \theta^0) \). A major drawback of this scheme is that the existence of a solution to (3) is not guaranteed. Let us develop this point: if \( \theta \) is known, then the purely mechanical finite-step problem (3.1-3) has a solution. Similarly, if \((u, \xi)\) is fixed, then the thermal problem (3.4) also has a solution. However, one cannot ensure the existence of a solution \((u, \sigma, \theta)\) to the coupled thermomechanical problem (3.1-4). This is intimately connected to the non-existence of a variational formulation corresponding to (3).

Such difficulties can be avoided by using the following finite time-step problem:

\[
\begin{align*}
(u, \xi, \theta) & \text{ verifies (1.1)-(1.4) at } t^0 + \delta t \\
B & = B^r + \theta^0 B^d \\
B^r & \in \partial I_T(\xi), \ B^d \in \partial \phi(\xi - \xi^0)/\delta t \\
K \delta t[\Delta \theta + \nabla \theta^0 \cdot \nabla(\theta^0 - \theta)] - \theta^0(s - s^0) + B^d.(\xi - \xi^0) &= 0
\end{align*}
\]
It can be verified that - just as the more intuitive scheme (3) - the incremental problem (4) is a consistent time-discretization of (1), in the sense that (3) coincides with (1) in the limit $\delta t \to 0$ [3, 4]. Motivation of the scheme (3) is that a variational formulation can be given, allowing one to study the existence of solutions. More precisely, it can be proved that solutions of (3) are solutions of the following variational problem

$$\text{find } (u, \xi, \theta) \in K_u \times K_\xi \times K_\theta \text{ such that for all } (u^*, \xi^*, \theta^*) \in K_u \times K_\xi \times K_\theta :$$

$$0 \leq \partial F[u, \xi, \theta](u^* - u, \xi^* - \xi, \theta^* - \theta) \quad (5)$$

where

$$F(u, \xi, \theta) = F^e(u, \xi, \theta) + F^d(\xi, \theta) + F^\theta(\theta)$$

and

$$F^e(u, \xi, \theta) = \int_\Omega w(\varepsilon(u), \xi, \theta) \, d\omega - \int_\Omega f^d \, u \, d\omega - \int_{\Gamma_T} T^d \, u \, da$$

$$F^d(\xi, \theta) = \frac{\delta t}{\delta t} \int_\Omega \phi\left(\frac{\theta}{\theta_0} - \frac{\xi - \xi_0}{\delta t}\right) \, d\omega$$

$$F^\theta(\theta) = \int_\Omega \theta s^0 \, d\omega + \delta t \int_\Omega K\left(-\frac{1}{2} \frac{\theta_0}{\theta_0} \|
abla \theta\|^2 + \left(\frac{\|
abla \theta_0\|}{\theta_0}\right)^2 \theta\right) \, d\omega$$

$$- \delta t \int_{\Gamma_q} \frac{q^d}{\theta_0} \theta_0 \, da - K' \frac{\delta t}{2} \int_{\Gamma_q} \frac{(\theta - \theta_0)^2}{\theta_0} \, da$$

Assume in particular that (i) the free energy $w$ is convex in $(u, \xi)$ and concave in $\theta$, (ii) the dissipation potential $\phi$ is positively homogeneous of degree 1 (which corresponds to a rate-independent dissipative behaviour). Note that those assumptions are satisfied by a wide range of SMA models (see Section 3 for some examples). In such a situation, the problem (5) can be rewritten as

$$\max_{\theta \in K_\theta} J(\theta) \quad (7)$$

where

$$J(\theta) = F^\theta(\theta) + \min_{(u, \xi) \in K_u \times K_\xi} \{F^e(u, \xi, \theta) + F^d(\xi, \theta)\}$$

Moreover, the maximization problem (7) admits some solutions (provided adequate functional spaces are chosen for $K_u$, $K_\xi$, $K_\theta$), which ensure existence of solutions to the thermomechanical incremental problem (4).

2.2 A maximization approach

To solve a problem such as (3) or (4), a general strategy is to solve directly the local equations using a Newton-Raphson algorithm. In such a framework, a partitioning approach is often used: the mechanical and the thermal subproblems are decoupled and solved successively until convergence. The global convergence of such methods is not ensured, and in practice one can face difficulties of convergence when for instance the initial guess is not close enough to the solution. Observe that, in the case of (4), such strategies ignore the variational nature of the problem at hand. As an alternative, using
the variational formulation of the problem, the solution of (4) can notably be found by solving the maximisation problem (7). A lot of well-known methods can be used to solve such a problem, some of them being built-in functions of scientific calculation softwares. Such methods (such as BFGS for instance) are iterative and require the computation of \( J \) and its gradient \( J' \) (or at least of an ascend direction). In this regard, note from (8) that the calculation of \( J(\theta) \) amounts to solve the minimization problem

\[
\min_{(u,\xi)\in K_u \times K_\xi} F^e(u,\xi,\theta) + F^d(\xi,\theta)
\]

for which the local equations (expressing the stationarity of the functional) read as

\[
\begin{align*}
u &\in K_u, \sigma \in K_\sigma, \xi \in K_\xi \\
B^d &\in \theta \partial^d(\xi - \xi_0), \quad B^r \in \partial I_T(\xi) \\
\sigma &\equiv \partial w / \partial \varepsilon, \quad B = - \partial w / \partial \xi \\
B &\equiv B^d + B^r
\end{align*}
\]

Those equations correspond to the backwards Euler scheme for an isothermal problem, with a dissipation potential set equal to \((\theta/\theta_0)\phi\). The calculation of \( J(\theta) \) is thus equivalent to solving a incremental problem at a fixed temperature field. It can be proved that the calculation of the gradient \( J'(\theta) \) is equivalent to solving a linear thermal problem. As a conclusion, using the variational framework described so far, the solution of the thermo-mechanical incremental problem can be obtained by solving a sequence of mechanical problems at a fixed temperature field (for evaluating \( J(\theta) \)) and linear scalar problems (for evaluating \( J'(\theta) \)). Therefore, that methods allows for a simple implementation of the thermo-mechanical problem, provided a solver for the isothermal problem is available. That last point is the focus of the next section.

3 CASE OF MICROMECHANICAL SMA MODELS

3.1 Micromechanical modelling

In most of micromechanical models of monocrystalline shape memory alloys, the internal variable \( \xi \) is taken as \((\xi_1, \cdots, \xi_n)\) where \( n \) is the number of martensitic variants and \( \xi_i \) denotes the volume fraction of martensitic variant \( i \). The volume fraction \( \xi_0 \) of austenite is given by \( \xi_0 = 1 - \sum_{i=1}^{n} \xi_i \). Since each volume fraction \( \xi_i \) \((i = 0, \cdots, n)\) must be positive, the variable \( \xi \) is required to take values in the convex and closed subset \( T \) of \( \mathbb{R}^n \) defined as

\[
T = \{ \xi \in \mathbb{R}^n | \xi_i \geq 0 \ \forall i; \xi \cdot 1_n \leq 1 \}
\]

where \( 1_n \) is the vector of \( \mathbb{R}^n \) with all its components equal to 1. Most of micromechanical SMA models are based on free energy functions of the form

\[
w(\varepsilon, \xi, \theta) = \sum_{i=0}^{n} \xi_i w_i(\varepsilon, \theta) + h^{\text{mix}}(\xi)
\]
where \( w_0(\epsilon, \theta) = (1/2)\epsilon : L : \epsilon \) is the free energy of the austenite (with \( L \) symmetric positive definite) and
\[
w_i(\epsilon, \theta) = \frac{1}{2}(\epsilon - \epsilon_i^{tr}) : L : (\epsilon - \epsilon_i^{tr}) + c(1 - \log \frac{\theta}{\theta_0}) + \lambda T \frac{\theta - \theta_T}{\theta_T}
\]
is the free energy of the martensitic variant \( i \). In (13), \( \epsilon_i^{tr} \) is the transformation strain of martensitic variant \( i \), \( c \) is the heat capacity, \( \theta_T \) is the transformation temperature, and \( \lambda_T \) is the latent heat of the austenite \( \rightarrow \) martensite transformation at temperature \( \theta_T \). The term \( h_{mix} \) in (12) is the interaction energy between the different variants. In the following, we will consider interaction energy \( h_{mix} \) of the form
\[
h_{mix}(\xi) = \frac{1}{2}(\epsilon^{tr} : \xi) : L : (\epsilon^{tr} : \xi) + (J - J^{tr}) : \xi + \frac{1}{2} \xi : H : \xi
\]
where \( H \in \mathbb{R}^{n \times n} \) is symmetric positive and \( J \) is a given vector of \( \mathbb{R}^n \). In such case, \( w \) is convex in \((u, \xi)\). Functions of the form (14) have notably been used in [5, 6] with \( H \) and \( J \) equal to 0, in which case the obtained expression of \( w \) can be proved to be a rigorous lower bound on the effective free energy that would be obtained from relaxation [5, 7]. Concerning the dissipation potential, a classical choice, directly inspired from crystalline plasticity, is to take \( \phi \) as
\[
\phi(\xi) = G^+:\langle \xi \rangle_+ + G^- : \langle \xi \rangle_-
\]
where \( \langle x \rangle_+ \) is the positive vector whose component \( i \) is \( \max(0, x_i) \). Similarly, for any vector \( x \), \( \langle x \rangle_- \) is the positive vector with components \( \max(0, -x_i) \). In (15), \( G^+ \) and \( G^- \) are two given positive vectors of \( \mathbb{R}^n \).

### 3.2 Space discretization

In the following, we discuss the implementation of the general approach presented in Section 2 for the class of micromechanical SMA models introduced in the preceding subsection. We focus on the problem (9), for which the temperature field \( \theta \) is fixed. As explained in Section 2, that purely mechanical problem is indeed the central building block for solving the thermomechanical incremental problem.

The problem (9) is solved by a Galerking approach, i.e. (9) is replaced by
\[
\min_{(u, \xi) \in \tilde{K}_u \times \tilde{K}_\xi} \mathcal{F}^e(u, \xi, \theta) + \mathcal{F}^d(\xi, \theta)
\]
where \( \tilde{K}_u \) and \( \tilde{K}_\xi \) are finite-dimensional subsets of \( K_u \) and \( K_\xi \), respectively. Any \( u \in \tilde{K}_u \) admits a representation of the form
\[
u = M_u(x).v
\]
where \( v \in \mathbb{R}^M \) and \( M_u : \Omega \mapsto \mathbb{R}^{3 \times M} \) is a given function. The vector \( v \) would typically correspond to the nodal displacement vector if the finite element method is used. The
admissibility conditions \( \mathbf{u} = \mathbf{u}^d \) on \( \Gamma_u \) might set restrictions on the admissible values of the vector \( \mathbf{v} \). However, to simplify the presentation, we assume that \( \mathbf{u}^d = 0 \), so that the vector \( \mathbf{v} \) can be considered as free from any constraint. Concerning the space discretization of \( \xi \), we assume here that functions in \( \tilde{K}_\xi \) are piecewise constant. More precisely, we assume the existence of a decomposition \( \Omega = \bigcup_{i=1}^{N} \Omega_i \) such that any \( \xi \in \tilde{K}_\xi \) takes a constant value (denoted by \( \xi_i \)) on \( \Omega_i \). In such case, functions \( \xi \) in \( \tilde{K}_\xi \) can be written as

\[
\xi(x) = \sum_{i=1}^{N} \chi_i(x) \xi_i 
\]  

(18)

where \( \chi_i \) is the characteristic function of \( \Omega_i \) and \( \xi_i \in T \). The vector \( (\xi_1, \cdots, \xi_N) \) is denoted by \( \xi \).

Substituting (17) and (18) in the expression of \( F^e + F^d \), the problem (16) takes the form

\[
\min_{\mathbf{v} \in \mathbb{R}^M, \xi \in T} \frac{1}{2} \mathbf{v}^T \mathbf{K} \mathbf{v} + \frac{1}{2} \xi^T \mathbf{B} \xi - \mathbf{v}^T \mathbf{C} \xi - \mathbf{v}^T \mathbf{F}_u + \xi^T \mathbf{F}_\xi + \Phi(\xi - \xi^0) 
\]

(19)

where the matrices \( \mathbf{K} \) and \( \mathbf{B} \) are both symmetric positive definite, the former corresponding to the standard stiffness matrix (see [10] for more details). The function \( \Phi \) that appears in (19) is the convex function defined by

\[
\Phi(\xi) = \int_{\Omega} \frac{\partial}{\partial \xi^0} \phi \left( \sum_{i=1}^{N} \chi_i(x) \xi_i \right) d\omega = \sum_{i=1}^{N} p_i \phi(\xi_i) \quad \text{with} \quad p_i = \int_{\Omega_i} \frac{\partial}{\partial \xi^0} d\omega 
\]

(20)

The function in (19) being quadratic with respect to \( \mathbf{v} \), the minimization with respect to \( \mathbf{v} \) in (19) can be performed in closed form. The problem (19) is found to reduce to

\[
\min_{\xi \in T^N} \frac{1}{2} \xi^T \mathbf{K}' \xi - \xi^T \mathbf{F}' + \Phi(\xi - \xi^0) 
\]

(21)

with

\[
\mathbf{K}' = \mathbf{B} - \mathbf{C}^T \mathbf{K}^{-1} \mathbf{C}, \quad \mathbf{F}' = \mathbf{C}^T \mathbf{K}^{-1} \mathbf{F}_u + \mathbf{F}_\xi 
\]

(22)

It can be verified that the symmetric matrix \( \mathbf{K}' \) is positive [10]. Consequently, the function to minimize in (21) is convex (but not quadratic) with respect to \( \xi \). Using standard results from convex analysis [1], the problem (19) can be rewritten as

\[
-\mathbf{K}' \begin{bmatrix} \xi_1 \\ \vdots \\ \xi_N \end{bmatrix} + \mathbf{F}' = \begin{bmatrix} \mathbf{B}_1' \\ \vdots \\ \mathbf{B}_N' \end{bmatrix} + \begin{bmatrix} \mathbf{B}_1^d \\ \vdots \\ \mathbf{B}_N^d \end{bmatrix}
\]

(23)

\[
\xi_i \in T, \quad \mathbf{B}_i^r \in \partial \hat{T}(\xi_i), \quad \mathbf{B}_i^d \in p_i \partial \hat{\phi}(\xi_i - \xi_i^0) \quad \text{for} \quad i = 1, \cdots, N
\]

The issue of practically solving that problem is the focus of the next subsection.
3.3 Formulation of a linear complementarity problem

The identity matrix of $\mathbb{R}^{n \times n}$ is denoted by $I_n$, and $E$ denotes the $nN \times N$ matrix with the following block structure

$$
E = \begin{pmatrix}
1_n & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & 1_n
\end{pmatrix}
$$

(24)

For latter reference, we also introduce the two vectors $\tilde{G}^+$ and $\tilde{G}^-$ of $\mathbb{R}^{nN}$ defined by

$$
\tilde{G}^+ = \left\{ \begin{array}{c}
p_1 G^+ \\
p_2 G^+ \\
p_N G^+
\end{array} \right\}, \tilde{G}^- = \left\{ \begin{array}{c}
p_1 G^- \\
p_2 G^- \\
p_N G^-
\end{array} \right\}
$$

(25)

Consider now a solution $(\xi_j, B_j, B^d_j)_{1 \leq j \leq N}$ of (23) and define

$$
\alpha^+_j = p_j G^+ - B^d_j, \quad \mu^+_j = (\xi_j - \xi_j)^+ \\
\alpha^-_j = p_j G^- + B^d_j, \quad \mu^-_j = (\xi_j - \xi_j)^-
$$

(26)

Since $T$ takes the form (11) and $B_j \in \partial I_T(\xi_j)$, there exists $z_j \in \mathbb{R}$ and $a_j \in \mathbb{R}^n$ such that

$$
B_j = z_j 1_n - a_j, z_j \geq 0, \quad a_j \geq 0, \quad a_j.\xi_j = z_j (1 - \xi_j.1_n) = 0
$$

(27)

Define

$$
\alpha^\pm = \begin{pmatrix}
\alpha_1^+ \\
\vdots \\
\alpha_N^+
\end{pmatrix}, \quad \mu^\pm = \begin{pmatrix}
\mu_1^+ \\
\vdots \\
\mu_N^+
\end{pmatrix}, \quad a = \begin{pmatrix}
a_1 \\
\vdots \\
a_N
\end{pmatrix}, \quad \gamma = \begin{pmatrix}
\gamma_1 \\
\vdots \\
\gamma_N
\end{pmatrix}, \quad z = \begin{pmatrix}
z_1 \\
\vdots \\
z_N
\end{pmatrix}
$$

(28)

Setting $k = (3n + 1)$, we consider the two following vectors of $\mathbb{R}^k$:

$$
s = \begin{pmatrix}
\alpha^+ \\
\alpha^- \\
\xi \\
\gamma
\end{pmatrix}, \quad x = \begin{pmatrix}
\mu^+ \\
\mu^- \\
a \\
z
\end{pmatrix}
$$

(29)

Using the relations (23), it can be verified that $(x, s)$ are solution of the problem

Find $x \in \mathbb{R}^k$ and $s \in \mathbb{R}^k$ such that $s = Mx + q$, $s \geq 0$, $x \geq 0$, $s.x = 0$

(30)

where $M \in \mathbb{R}^{k \times k}$ and $q \in \mathbb{R}^k$ are defined by

$$
M = \begin{pmatrix}
K' & -K' & -I_nN & E \\
-K' & K' & I_nN & -E \\
I_nN & -I_nN & 0 & 0 \\
-E^T & E^T & 0 & 0
\end{pmatrix}, \quad q = \begin{pmatrix}
\tilde{G}^+ - F' + \Upsilon'.\xi^0 \\
\tilde{G}^- + F' - \Upsilon'.\xi^0 \\
\xi^0 \\
1_N - E^T.\xi^0
\end{pmatrix}
$$

(31)
Conversely, it can easily be verified that any solution of (30) generates a solution of the incremental problem (23), so that the two problems (23) and (30) are equivalent. The motivation of that reformulation is that (30) is a standard problem in mathematical programming. It is known as a Linear Complementarity Problem (LCP) and has been extensively studied [8, 9]. In particular, efficient numerical algorithms, such as interior-point methods, have been developed and are now available in various toolboxes. That reformulation thus allows for an easy and efficient way of solving the incremental problem, building on existing algorithms suited to large-scale problems. It should be mentioned that solving a LCP amounts to solve a quadratic minimization problem (with linear constraints). As a consequence, the change of variables (26) allows us to turn the convex but non quadratic problem (23) into an equivalent quadratic problem, easier to solve. Some examples of numerical simulations are presented in [10].

It would be interesting to study if the proposed method could be extended to more sophisticated micromechanical models, in order to account for crystalline texture [7] or large strain effects [11].
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Abstract.

Airframe developments use composite components extensively; bonding, as a rivetless assembly solution, is thus gaining in importance, leading to the need for accurate characterization of adhesive behaviour and the development of adapted models.

Structural adhesives often show large inelastic behaviour before failure [1]; however the modelling of the 3D elasto-plastic behaviour of adhesives is not straightforward. Indeed, advanced models taking into account the hydrostatic pressure dependency and defined under a non-associated formalism ([1- 4]) are needed for an accurate description of adhesive materials under a wide range of loads covering tension, shear, mixed tension/compression-shear loads.

This study presents the assessment of two non-associated elasto-plastic models: the Exponent Drucker-Prager model, and the Mahnken-Schlimmer model [3], using a large experimental database obtained with a modified Arcan apparatus [5] on a structural adhesive. The aim is to develop a reliable numerical model in order to obtain good numerical predictions of the real behaviour of complex industrial type bonded assemblies.

1 INTRODUCTION
In a context of the growing importance of composite in modern commercial aircrafts, bonding has kept gaining in importance in the design of airframe components over the last 40 years, and is now to be used extensively [6].

In order to model the local behaviour of a bonded assembly and to achieve a good prediction of crack onset within the adhesive, it is necessary to develop non-linear constitutive laws well-suited for adhesive materials.

It is well known that the yielding and the plastic flow behaviour of epoxy adhesives depend on the hydrostatic stress component ([1-4], [7-12]). Besides, recent studies tend to prove that non-associated formalism ([3,4,11,12]) is also needed for a good description of the high ratio between the normal and the tangential non-linear deformations of adhesives subjected to mixed tensile/compression-shear loads. This makes the characterization and the 3D modelling of such behaviour under a wide range of loads all but straightforward, since several parameters have to be identified, which involves using several load test configurations.

The aim of this paper is to present the identification and the validation of two elasto-plastic models using experimental results obtained by means of a modified Arcan test [5]. This test presents the advantages of requiring a unique apparatus mounted on a tension machine and only one type of bonded specimen design, while offering a wide range of proportional loads from tension, shear, mixed tension-shear and compression-shear with different ratios. Using these characterization results, a simplified inverse identification approach using FEA is proposed for two models: the Exponent Drucker-Prager model and the Mahnken-Schlimmer model [3]. Both of these models have been shown recently to be well suited for the modelling of adhesive materials ([3,11,12]) in a tension-shear domain.

The particularity of this study lies in the fact that a whole wide range of proportional loads, including mixed compression-shear, are covered and that only experimental results obtained using a modified Arcan apparatus test results are used for the identification of the models and a first validation.

2. EXPERIMENTAL RESULTS

2.1 Presentation of the modified Arcan test used

The adhesive considered for this study is the Redux 420 A/B of Huntsman [13], a bi-component epoxy-based paste.

The device used is the modified Arcan test presented in figure 1. It aims to load with different ratios of shear and tension or compression (given by γ the angle of load defined in figure 1-a) a single configuration of bonded assemblies loaded with a standard tensile testing machine. The bonded specimens (figure 1-b) are made of substrates in 2017 aluminium designed with
beaks all around the surfaces to be bonded according to the geometry presented in figure 1-c. A rounded shape is also applied to the adhesive layer at the edges by “cleaning” immediately after the application of the adhesive. This specific design enables us to significantly limit the influence of edge effects (i.e. stress concentrations) that can lead to premature crack onset and thus misunderstanding of the results. More details on the design and advantages of the system can be found in [4] and [5].

The measurements were made using 3D video correlation [14]. This enables the displacement field to be recorded against the applied load at the centre of the bonded joint. Relative displacements between the two substrates in the two directions, called DT for the tangential one and DN for the normal one, at a given length from the adhesive layer are then post-processed respectively against the tangential (FT) and normal (FN) transmitted load components.

Figure 1: Modified Arcan apparatus with the definition of the angle of load ratio: γ. Bonded assembly (a) and specific design of the beaks (b) to limit edge effects within the adhesive layer (c) geometry of the beaks.

2.2 Experimental results

The adhesive layer for all the specimens considered in this study was 0.4 mm thick and the load was imposed by a constant velocity of the crosshead of the tensile testing machine of 0.5 mm/min.

The results obtained are presented by the dotted lines in figure 4 for γ = 0° (tension load) and 90° (shear) and in figures 5-a, 5-b and 5-c for γ =30°, 45° (mixed tension-shear) and 135° (compression-shear) respectively. In figure 5, N and T represent respectively the results obtained in the normal and the tangential directions.

For mixed loads (30°, 45°, 135°) an important ratio between DN and DT can be noted. Indeed, when failure is reached, |DT/DN| is equal to 3.2 at 30° and 7 at 45°. The response of the bonded assembly also exhibits large inelastic behaviour and the relative tangential displacements at failure are in the order of the adhesive thickness. Because the substrates remain in their elastic domain, and assuming a constant strain rate between the
different load ratios, the behaviour can be first approximated as elasto-plastic for the adhesive considered here (under such conditions viscous effects can be neglected). The aim is thus to propose a 3D elasto-plastic model that enables the most accurate description of the adhesive material over the whole range of load ratios considered.

3. INVERSE IDENTIFICATION OF THE EDP AND THE MS MODELS

Two models were considered: the Exponent Drucker-Prager (EDP) model, as implemented in Abaqus FE code [15] and the Mahnken-Schlimmer (MS) model that has been implemented as a user subroutine in Abaqus as proposed by [3]. Both of them take into account the dependence of the yield surface and the flow rule on the hydrostatic stress component. They have been proved to be well-suited for the modelling of structural adhesive behaviour [1-3, 11, 12] under tension-shear loads.

3.1 Description of the constitutive laws

The Yield functions of the EDP and the MS models are respectively given by $F_0^{EDP} = 0$ and $F_0^{MS} = 0$ with:

$$F_0^{EDP} = a\sigma_m^b + p - p_{t0}$$ (1)

$$F_0^{MS} = \sqrt{\sigma_m^2 + a_1 Y_0 p + a_2 p^2} - Y_0$$ (2)

where: $p$ is the hydrostatic stress component, $\sigma_m$ is the von Mises stress, and $(a, b, p_{t0})$ and $(a_1, a_2, Y_0)$ are material parameters to be identified.

They both have a quadratic form in the Mises stress-hydrostatic stress plane. However, the MS model is an ellipse-like surface whereas the EDP is an open parabola in the direction of negative hydrostatic stress component: hence, the yielding limit is never reached under a pure compressive hydrostatic load for the latter criteria.

For the MS model, the hardening is given by the three parameters $q, b$ and $H$, with:

$$Y = Y_0 + q(1 - e^{-be_\sigma}) + He_\sigma$$ where $\dot{e}_\sigma Y_0 = \sigma : \dot{\varepsilon}^{pl}$ (3)

For the EDP model, it is given by:

$$p_t = a (\sigma_t)^b + \frac{\sigma_t}{3}$$ where $\sigma_t = \sigma_t|_{\phi} + Ke_p$ (4)

There are thus only two parameters, $K$ and $\sigma_t|_{\phi}$, to be identified.
Considering the flow rule, the formalism proposed by the two models differs. For the EDP, the flow rule is always non-associated with the yield function.

\[
G^{EDP} = \sqrt{(e\sigma_0 \tan \psi)^2 + \sigma_{VM}^2 + p \tan \psi}
\]  \hspace{1cm} (5)

The only parameter to identify is \( \psi \), called the dilatation angle; \( e \) has a default value of 0.1 that will be kept unchanged in the following.

For the MS model, both associated and non-associated formalisms are possible. However as demonstrated in [3], it is more convenient for thermodynamic consistency to choose the non-associated one, reducing to \( a_2^* \) the only parameter to be defined:

\[
G^{MS} = \sqrt{\sigma_{VM}^2 + a_2^* p^2}
\]  \hspace{1cm} (6)

Because the stress and strain states are multi-axial within the bonded layer, inverse identification of the models using 3D finite element analysis (FEA) is more appropriate. It consists of an optimization loop that enables the best parameter set to be found for a given model considering the experimental results obtained.

The bonded specimens were modelled with appropriate geometry, loads and symmetry as presented in figure 2. A relatively coarse mesh was used within the adhesive layer since refining the mesh near the edges has no effect on the global response considered for the identification (relative displacement vs. applied load). Substrates were modelled assuming an elastic behaviour with a Young’s modulus of 70 GPa and a Poisson’s coefficient of 0.3.

\[ u_y^2 = -u_y^1 \]  \hspace{1cm} (a)

**Figure 2** : Mesh of the Arcan bonded assembly : (a) Loads and boundary conditions (b) Global mesh (c) Beak’s mesh
3.2 Identification of the models

Due to the large number of parameters to be identified, 7 for the MS and 5 for the EDP plus the elastic constants, and considering that only inverse identification based on FEA is appropriate, a sequential and simplified approach, summarized as follows, has been chosen:

- Step 1: Identification of the elastic parameters of the adhesive: E (Young’s modulus) and v (Poisson’s coefficient) using modified Arcan test results at 0° and 90°.
- Step 2: Identification of the yield surfaces based on experimental yield points obtained at 0°, 90° and 135°.
- Step 3: Identification of the hardening functions and the flow rule parameters using 0° and 90°.

Since only 90° (shear) and 0° (tension) results were completely used for the identification of the two parameters sets, a validation could be performed using experimental results at 45°, 135° and 30°.

- Identification of the Elastic parameters and the Yield surface (Steps 1 and 2)

Young’s modulus and Poisson’s coefficient of the adhesive have been identified using a parametric study on the domain respectively covering: 1700 to 2200 MPa with increments of 100 MPa and 0.3 to 0.45 with increments of 0.05. By comparing FE and experimental results at 0° and 90°, the set minimising a least-square type error has been found to be: E = 2100 MPa and Nu= 0.35.

It has been demonstrated that, once the elastic parameters are known, the Modified Arcan test results enable the experimental yield surface to be determined in the Mises stress- hydrostatic stress plane [11]. Using this result, the yield functions were fitted using the ratio loads of 0°, 90° and 135°. Figure 3 presents the comparison of this identification for the two models in the Mises stress- hydrostatic stress plane.
Both of the criteria provide a good correlation over the wide range of loads considered: the yield points at 30° and 45°, which were not used for the identification, are slightly underestimated.

The main difference is in the predicted yield point under pure hydrostatic tension (for such tests we have no experimental results). For the EDP model yielding occurs at 33 MPa compared with 42 MPa for the MS model. The identified EDP yield criterion has a higher sensitivity to peel loads than the MS yield criterion; this sensitivity being emphasized for von Mises stresses below 20 MPa for which the slope is almost vertical.

- Identification of the hardening function and the flow rule (step 3)

The third step consists of the identification of the complete response at 0° and 90° by optimizing the hardening and flow function parameters.

Results are presented in figure 4-a and 4-b respectively for the EDP and the MS models.

Both of the models enabled the experimental results to be fitted correctly. The rounded shape at 90° and the linear asymptotic part are described well, and the fact that the non-linear response is reduced to a small part of the curve at 0° whereas it is predominant in shear is well represented.
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Figure 3: Comparison of the identification of the yield surfaces using Arcan test results at angles loads of 0°, 45° and 135° and the experimental yield surface: (a) EDP model, (b) MS model

Both of the criteria provide a good correlation over the wide range of loads considered: the yield points at 30° and 45°, which were not used for the identification, are slightly underestimated. The main difference is in the predicted yield point under pure hydrostatic tension (for such tests we have no experimental results). For the EDP model yielding occurs at 33 MPa compared with 42 MPa for the MS model. The identified EDP yield criterion has a higher sensitivity to peel loads than the MS yield criterion; this sensitivity being emphasized for von Mises stresses below 20 MPa for which the slope is almost vertical.

Identification of the hardening function and the flow rule (step 3)

The third step consists of the identification of the complete response at 0° and 90° by optimizing the hardening and flow function parameters. Results are presented in figure 4-a and 4-b respectively for the EDP and the MS models. Both of the models enabled the experimental results to be fitted correctly. The rounded shape at 90° and the linear asymptotic part are described well, and the fact that the non-linear response is reduced to a small part of the curve at 0° whereas it is predominant in shear is well represented.

Table I: Parameter sets with the simplified identification approach for the Mahnken-Schlimmer and the EDP models

<table>
<thead>
<tr>
<th>Mahnken-Schlimmer</th>
<th>Exponent Drucker-Prager</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>( a_2 )</td>
</tr>
<tr>
<td>0.29</td>
<td>0.015</td>
</tr>
</tbody>
</table>

4. VALIDATION AND DISCUSSION

Using the previous parameter sets identified using only 0° and 90° results (Table I.), a comparison, acting as a first validation of this previous identification, has been conducted.

Comparisons of FE and experimental results obtained considering the force vs. relative displacements in the normal and tangential directions are presented in figure 5. At 30° and 45° the precision of the two models regarding the experimental results are similar. As noticed for the identification of the yield surface, the yield points are underestimated leading to a poor estimation of the rounded shape. This is particularly emphasized at 45° for both of the models. Indeed, the stress-state is not uniform within the adhesive layer [5] and maximum stresses are encountered in the middle of the adhesive layer. Thus plasticity occurs progressively from the centre to the edges of the adhesive joint. An underestimation of the yielding thus leads to an underestimation of the transmitted load for a given relative displacement, since yielding spreads prematurely along the adhesive layer.
Figure 5: Comparisons of the identifications at 30° (a) & (b), 45° (c) & (d) and 135° (e) & (f) for the EDP (left) and the MS (right) models. Experimental (Exp.) vs. FE results (FEA-EDP or FEA-MS).
It could be interesting to perform an identification of the flow rule and hardening based on mixed tension-shear loads, using 0° and 90° results for validation. Indeed, because plasticity is not very developed at 0°, the identification domain remains limited and could be insufficient for an accurate identification.

The main difference in the predicted results concerns the normal behaviour for a compression-shear load (135°, Figure 5-e and 5-f). On the one hand, both models reach almost the same level of accuracy in the tangential behaviour: the EDP model gives a more over-estimated load compared to the MS model. But, on the other hand, only the MS model gives a good representation of the FN vs. DN behaviour whereas the EDP model predicts a plastic dilatation that starts with plasticity and that does not correspond to the experimental observations.

Such behaviour can be explained by the overall shape of the EDP flow rule given by $\psi$ (the “dilatation angle”). Indeed, the EDP model only permits the flow direction to be towards positive hydrostatic stress whatever the position in the Mises stress - hydrostatic plane. On the contrary, the MS model, as identified in the previous section, gives flow directions that are symmetrical about the Mises axis for two points that are also symmetrical. This radically changes the behaviour in the normal direction when considering compression-shear loads which are load cases that are rarely taken into account for the characterization of structural adhesives since they are relatively difficult to obtain and are not considered as the most detrimental. However, as the stress-state in the adhesive spew fillet, which is often the location of crack onset, is multi-axial, a poor estimation of the behaviour over the whole domain of hydrostatic stresses can lead to inaccurate modelling of the stress state within this region, and misunderstanding when comparing different stress criteria for example.

5. CONCLUSIONS

This study aims to characterize and identify the 3D elasto-plastic behaviour of structural adhesive materials. Two models, taking into account the hydrostatic stress dependency and non-associated formalism, have been identified using experimental results obtained with a modified Arcan test and a simplified inverse identification approach. The main conclusions that can be drawn are the following:

- The modified Arcan test is very efficient to characterize the behaviour of adhesive materials since it enables several load configurations to be applied to a bonded assembly using a unique specimen design and single test apparatus. In particular it allows the hydrostatic stress dependency to be highlighted.

- Applied to the case of the Redux 420 A/B epoxy adhesive, it is very useful in the discrimination between different elasto-plastic models.

- When considering structural adhesive elasto-plastic behaviour, characterization and validation on both the tension-shear and compression-shear domain are needed and particular care has to be taken in the choice of the flow rule.
- Optimisation of the identification procedure and study of the robustness of the inverse identification could lead to a better fitting of the experimental results.

Application of a similar procedure for the case of adhesives films, that also show hydrostatic stress dependency [1] and are used in aircraft manufacturing, is in progress. Next, a validation on non-proportional cases will constitute a natural extension to this work in order to validate a Mahnken-Schlimmer type model. Finally, a damage and failure approach, based on the typical requirements of a design office will be implemented.
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Abstract. In this contribution, an algorithm for numerical integration of the Leonov elasto-viscoplastic model is proposed. The operator split methodology and the Newton-Raphson method are used to derive the state update algorithm and obtain the numerical solution of the discretized evolution equations. Particular effort is devoted to the reduction of the number of required residual equations in order to have a more efficient numerical implementation. The consistent tangent module is expressed in a closed form as a result of the exact linearization of the discretized evolution equations. The performance of the algorithm is validated through comparison with existing experimental data.

1 INTRODUCTION

As polymeric based materials can have a considerable role in structural applications, it is important to understand how their mechanical performance is affected by the molecular structure, the processing conditions and the geometry of the micro constituents. In order to have an optimal design, optimization of all aforementioned parameters would be highly desirable. Such an optimization would be impossible using only experiments. Consequently, other methods should be used for that goal. During the last few decades, many researchers have devoted their work to the development of constitutive models for different materials such as metals and polymers. Among others, Haward and Tackray [6] developed one of the earliest one dimensional constitutive models to
predict the behavior of polymeric materials. The model takes into account the strain rate dependency of the yield point and strain hardening. The three dimensional version of Haward and Tackray model was proposed by Boyce et al. [2]. A modified version of this model was later formulated by Wu and van der Giessen [13]. The other constitutive model which is able to predict the typical deformation behavior of polymeric materials is the generalised compressible Leonov model, which has been proposed by Baaijens [1] and extended by Tervoort et al. [9] and Govaert et al. [5].

In order to analyze real problems, an efficient numerical integration algorithm of the constitutive relations, within the finite element framework, is necessary. Since the numerical treatment of the Leonov constitutive relations has not been, to the authors’ knowledge, presented in the open literature, an attempt is made to introduce an efficient numerical integration algorithm for the model. Therefore, in the next section, the constitutive relations of the Leonov model are presented. Section 3 deals with the numerical treatment of the constitutive relations. In the subsequent section, two numerical examples and their corresponding results are provided. Finally and based on the obtained results, section 5 presents some conclusions made from this work.

2 CONSTITUTIVE RELATIONS

In this section, the constitutive relations of the Leonov model, used in this work, are presented. In the Leonov model, the total stress is composed of driving and hardening stresses.

$$\sigma^{total} = \sigma^{hardening} + \sigma^{driving}$$  \hspace{1cm} (1)

The hardening stress is computed by the following relation:

$$\sigma^{hardening} = s^{hardening} = H e,$$ \hspace{1cm} (2)

where $e$ is the total deviatoric strain and $H$ is the hardening modulus.

2.1 Elastic part of the constitutive relations

The relation between stress and strain in the elastic domain is given by:

$$\sigma = D : \varepsilon^e.$$ \hspace{1cm} (3)

Here $\varepsilon^e$ is the elastic strain and $D$ is the fourth order elasticity tensor (fourth order elastic constitutive isotropic tensor) that is defined as follows:

$$D = 2\mu I_s + \lambda (I \otimes I),$$ \hspace{1cm} (4)

where $I$ is the second order identity tensor, $I_s$ is a fourth order symmetric identity tensor and $\mu$ and $\lambda$ are the Lame’s elastic material constants. The Cartesian components of $I_s$ are given by:

$$I_s_{ijkl} := \frac{1}{2} (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}).$$ \hspace{1cm} (5)

In the case of separated deviatoric and volumetric stresses, the stress strain relations are given by:

$$s = 2G \varepsilon^e, \quad p = -KI : \varepsilon,$$ \hspace{1cm} (6)
where $\varepsilon$ is the total strain and $\varepsilon^e$ is the elastic deviatoric strain:

$$
\varepsilon^e = \text{dev}[\varepsilon^e] = \left[ I_3 - \frac{1}{3} (I \otimes I) \right] : \varepsilon^e = I_d : \varepsilon^e
$$

(7)

where $I_d$ is the deviatoric projection tensor.

### 2.2 Yield criterion

The yield function for the Leonov model is defined as follows:

$$
\phi := \bar{\sigma} - \sigma_y \leq 0,
$$

(8)

where $\bar{\sigma}$ is the effective stress and $\sigma_y$ is the uniaxial initial yield stress defined by:

$$
\sigma = \sqrt{2} : s,
$$

(9)

$$
\sigma_y = \frac{3}{\sqrt{3} + \mu} \left( \tau_0 \ln (2 \sqrt{3} A_0 \hat{\varepsilon}) + \mu p_0 + \frac{\Delta H \tau_0}{R \theta} \right),
$$

(10)

where $\hat{\varepsilon}$ is the total equivalent strain rate, $p_0$ is the superimposed pressure of the analysis, $R$ is the universal gas constant and $\theta$ is the absolute temperature. The other parameters ($\mu, \tau_0, \Delta H, A_0$) in relation (10) are material properties.

### 2.3 Viscoplastic part of the constitutive relations

The rate of the viscoplastic strain is obtained by the following relation:

$$
\dot{\varepsilon}^{vp} = \frac{s}{2\eta},
$$

(11)

where $\varepsilon^{vp}$ is the viscoplastic strain; the second order tensor $s$ is the deviatoric stress and $\eta$ is the viscosity. The deviatoric stress is defined as:

$$
s := \text{dev} [\sigma] = \sigma + p I,
$$

(12)

where $I$ is second order identity (unit tensor of order 2, $I_{ij} = \delta_{ij}$) and $p$ is the hydrostatic pressure defined by the following equation:

$$
p = -\frac{1}{3} tr [\sigma] = -\frac{1}{3} I : \sigma.
$$

(13)

The viscoplastic flow rule in the Leonov model is characterized by the generalized Eyring equation. The viscosity is defined based on the Eyring flow relation and is defined as follows:

$$
\eta = A_0 \exp \left[ \frac{\Delta H R \theta}{\tau_0} + \frac{\mu p}{\tau_0} - Q_\infty + Q_\infty \exp \left( -\frac{h}{Q_\infty} \sqrt{3} \varepsilon^{vp} \right) \right] \frac{\frac{1}{3} \sigma}{\sqrt{3} \sigma} \sinh \left( \frac{\frac{1}{3} \sigma}{\tau_0} \right),
$$

(14)
where $\bar{\sigma}$ is effective stress, $\bar{\sigma}^{vp}$ is equivalent viscoplastic strain, $p$ is hydrostatic pressure, $R$ is the universal gas constant, $\theta$ is absolute temperature and the other parameters $(A_0, \Delta H, \mu, \tau_0, Q, \rho, h)$ are material properties.

### 3 NUMERICAL IMPLEMENTATION

Operator split algorithms are widely used for numerical integration of constitutive equations in the context of elasto-plasticity and elasto-viscoplasticity. Numerical implementation of constitutive models through finite element codes basically includes a state update procedure and the computation of the consistent tangent operator.

#### 3.1 State update

Let us consider a typical time interval $[t_n, t_{n+1}]$. The set of variables $\{\sigma_n, \varepsilon_n^e, \varepsilon_n^{vp}, \bar{\sigma}_n^{vp}\}$ is known at time $t_n$ and the main problem is to determine the same set $\{\sigma_{n+1}, \varepsilon_{n+1}^e, \varepsilon_{n+1}^{vp}, \bar{\sigma}_{n+1}^{vp}\}$ at time $t_{n+1}$. The operator split algorithm comprises an Elastic predictor and a Return mapping algorithm which are described in this subsection.

**Elastic predictor**

In this stage, we assume that the material behaves purely elastically. The elastic trial strain at time step $t_{n+1}$ is assumed to be given by:

$$\varepsilon_{n+1}^{e \text{ trial}} = \varepsilon_{n+1} = \varepsilon_{n}^{e} + \Delta \varepsilon. \quad (15)$$

The deviatoric part of the total strain is given by

$$\varepsilon_{d \text{\; n+1}}^{e \text{ trial}} = \text{dev} \left( \varepsilon_{n+1}^{e \text{ trial}} \right) = \left[ I_s - \frac{1}{3} (I \otimes I) \right] : \varepsilon_{n+1}^{e \text{ trial}} = l_d : \varepsilon_{n+1}^{e \text{ trial}}. \quad (16)$$

The trial deviatoric stress is given by:

$$\sigma_{n+1}^{e \text{ trial}} = 2G \varepsilon_{d \; n+1}^{e \text{ trial}}, \quad (17)$$

where $G$ is shear modulus. The hydrostatic pressure is computed by:

$$p_{n+1}^{\text{trial}} = -K \varepsilon_{v \; n+1}^{e \text{ trial}}, \quad (18)$$

where $K$ is bulk modulus and $\varepsilon_{v \; n+1}^{e \text{ trial}}$ is

$$\varepsilon_{v \; n+1}^{e \text{ trial}} = \text{tr} \left( \varepsilon_{n+1}^{e \text{ trial}} \right). \quad (19)$$

The trial accumulated viscoplastic strain is assumed to be frozen:

$$\bar{\sigma}_{n+1}^{vp \text{ trial}} = \bar{\sigma}_{n}^{vp}. \quad (20)$$

After computing the aforementioned variables, checking the yield criterion determines whether the initial assumption based on being in the elastic domain is correct or not. If the yield function is satisfied, we are in the elastic domain, then we update the variables as

$$(\bullet)_{n+1} = (\bullet)_{n+1}^{\text{trial}}. \quad (21)$$
If the yield criterion is not satisfied, we are in the viscoplastic domain which needs a return mapping scheme to update the state variables.

Return mapping
By manipulating the constitutive relations, two residual equations are obtained.

\[
R_1(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1}) := \bar{e}_{n+1}^{vp} - \bar{e}_{n}^{vp} - \frac{\Delta t}{3\eta_{n+1}^{trial}}\bar{\sigma}_{n+1} = 0 \tag{22}
\]

\[
R_2(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1}) := 3G(\bar{e}_{n+1}^{vp} - \bar{e}_{n}^{vp}) - \bar{\sigma}_{n+1}^{trial} + \bar{\sigma}_{n+1} = 0. \tag{23}
\]

Where \( \Delta t \) is the time interval between two consecutive time steps. We will use the well-known Newton-Raphson iterative procedure to solve our system of residual equations. To do so, the following matrix representation is presented:

\[
A\delta = B \tag{24}
\]

where \( A \) is matrix of coefficients, \( \delta \) is the array of unknowns and finally \( B \) is the array of constants. The components of the aforementioned matrix and arrays are represented in the following form:

\[
\begin{bmatrix}
\frac{\partial R_1(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1})}{\partial \bar{e}_{n+1}^{vp}} & \frac{\partial R_1(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1})}{\partial \bar{\sigma}_{n+1}} \\
\frac{\partial R_2(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1})}{\partial \bar{e}_{n+1}^{vp}} & \frac{\partial R_2(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1})}{\partial \bar{\sigma}_{n+1}}
\end{bmatrix}
\begin{bmatrix}
\Delta \bar{e}_{n+1}^{vp} \\
\Delta \bar{\sigma}_{n+1}
\end{bmatrix} =
\begin{bmatrix}
-R_1(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1}) \\
-R_2(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1})
\end{bmatrix} \tag{25}
\]

After computing the accumulated viscoplastic strain, \( \bar{e}_{n+1}^{vp} \), and the effective stress, \( \bar{\sigma}_{n+1} \), the following variables should be updated as follows:

\[
\bar{e}_{n+1}^{vp} = \bar{e}_{n}^{vp} + \frac{3(\bar{e}_{n+1}^{vp} - \bar{e}_{n}^{vp})\Delta t}{2(\bar{\sigma}_{n+1}\Delta t + 3(\bar{e}_{n+1}^{vp} - \bar{e}_{n}^{vp})\Delta t G)} s_{n+1}^{trial}, \tag{26}
\]

\[
s_{n+1} = \frac{1}{1 + \frac{3G}{\bar{\sigma}_{n+1}^{trial}}(\bar{e}_{n+1}^{vp} - \bar{e}_{n}^{vp})} s_{n+1}^{trial}, \tag{27}
\]

\[
\bar{e}_{d,n+1}^{0} = \frac{1}{1 + \frac{3G}{\bar{\sigma}_{n+1}^{trial}}(\bar{e}_{n+1}^{vp} - \bar{e}_{n}^{vp})} s_{n+1}^{trial}. \tag{28}
\]

It must be emphasized here that after implementing the aforementioned relations for the state update, it was observed that due to the behavior of the first residual equation, convergence was not achieved in many problems. Therefore, in order to achieve convergence, the first residual equation was transformed into a logarithmic version. The new residual equation has the following form:

\[
R_1(\bar{e}_{n+1}^{vp}, \bar{\sigma}_{n+1}) := \ln(\bar{e}_{n+1}^{vp} - \bar{e}_{n}^{vp}) - \ln(\Delta t) - \ln(\bar{\sigma}_{n+1}) + \ln(3) + \ln(\eta_{n+1}) = 0. \tag{29}
\]

Using the new residual led us to a remarkable improvement in the convergence rate of the state update procedure.
3.2 Consistent tangent operator

In order to complete the numerical implementation of the compressible Leonov model within an implicit quasi-static integration scheme, we need to obtain the consistent tangent operator. In other words, since the full Newton-Raphson scheme will be used within an implicit finite element implementation of the Leonov model, the tangent stiffness matrix must be computed. The tangent stiffness matrix is assembled using the tangent operators which are derived by consistently linearizing the state update relations. The tangent operator has the following definition:

$$D := \frac{d\sigma_{n+1}}{d\varepsilon_{n+1}}. \quad (30)$$

In the elastic domain, the tangent operator is the following:

$$D_e = (2G + H) \left[ I_s - \frac{1}{3} (I \otimes I) \right] + K(I \otimes I). \quad (31)$$

Exact linearization of the constitutive relations and performing some algebraic manipulations result in the following closed form relation for viscoplastic tangent operator.

$$D_{vp} = \left( \frac{2G\eta_{n+1}}{\eta_{n+1} + \Delta t \dot{G}} + H \right) \left[ I_s - \frac{1}{3} (I \otimes I) \right] + K(I \otimes I) + \frac{3G^2 \Delta t}{\sigma_{n+1}^\text{trial} \eta_{n+1}} \left[ \frac{\Delta t C_1}{3\eta_{n+1}} + C_2 \right] s_{n+1} \otimes s_{n+1} - \frac{GK\Delta t \mu}{\eta_{n+1}\Omega \tau_0} s_{n+1} \otimes I \quad (32)$$

Where

$$C_1 = -\sqrt{3}h \exp \left( \frac{-h}{\sqrt{3} T_{n+1}} \right), \quad (33)$$

$$C_2 = \left[ \begin{array}{c}
\tau_0 \sinh \left( \frac{1}{\sqrt{3}} \frac{s_{n+1}^\text{trial}}{\tau_0} \right) - \frac{1}{\sqrt{3}} s_{n+1} \cosh \left( \frac{1}{\sqrt{3}} \frac{s_{n+1}^\text{trial}}{\tau_0} \right)
\end{array} \right], \quad (34)$$

$$\tau_0 \sinh \left( \frac{1}{\sqrt{3}} \frac{s_{n+1}^\text{trial}}{\tau_0} \right)$$

$$\Omega = 1 + \frac{\Delta t G}{\eta_{n+1}} + \frac{\Delta t \bar{o}_{n+1}}{3\eta_{n+1}} (C_1 - 3GC_2). \quad (35)$$

4 NUMERICAL EXAMPLES

In order to check the performance of the numerical implementation, two examples are considered. In the single element compression test, it is shown that the implementation can capture the effects of superimposed hydrostatic pressure and strain rate on the deformation behavior. Furthermore, it is illustrated that by changing the first residual to a logarithmic
function, the convergence rate of the implementation is considerably improved. In addition to the single element test, a compression test is numerically performed on a standard specimen and the results are compared with available experimental results.

4.1 Single element test

A single element under compression is analyzed and true stress-strain curves are provided. A four node quadratic element with four Gauss points is used for the analysis. The dimensions of the element are \((1 \times 1\ mm)\) and the displacement applied to the element is \((0.5\ mm)\). The material is assumed to be PET Copolyester 9921W (referred to as PET) and the material properties, taken from [12], are listed in Table 1.

<table>
<thead>
<tr>
<th>(E) (MPa)</th>
<th>(v)</th>
<th>(\Delta H)</th>
<th>(A_0)</th>
<th>(\tau_0) (MPa)</th>
<th>(Q_{\infty})</th>
<th>(h)</th>
<th>(\mu)</th>
<th>(R)</th>
<th>(H) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2211</td>
<td>0.4</td>
<td>2.3E+5</td>
<td>8.1E-26</td>
<td>0.9</td>
<td>27.3</td>
<td>205</td>
<td>0.047</td>
<td>8.3143</td>
<td>26</td>
</tr>
</tbody>
</table>

The test is performed at room temperature, under different hydrostatic pressures and with different strain rates. Figures 1 and 2 show the effects of strain rate and hydrostatic pressure on deformation behavior, respectively.

![Figure 1: Stress strain curves for the single element compression test using PET at different strain rates under atmospheric condition \((P_0 = 0.1\ MPa)\)](image)

Table 2 shows the number of required iterations for a typical increment and corresponding residuals for the two different approaches. It can be clearly observed that the logarithmic transformation (indicated as the second approach) has been extremely effective to improve the convergence rate of the state update algorithm.

4.2 Standard specimen
The compression of a standard specimen is shown in Figure 3. In order to simulate the problem and due to symmetry, the simulation has been performed as a two-dimensional axisymmetric problem.

In fact, a rectangular with dimensions ($4\text{mm} \times 2\text{mm}$) has been analyzed with 8 quadratic elements with dimensions ($1\times 1 \text{mm}$). The applied displacement is ($3 \text{mm}$). It must be noted that the hydrostatic pressure for this test is assumed to be $P_0 = 300 \text{MPa}$, and the simulations have been performed assuming room temperature.

Figure 4 shows results obtained from both simulations and experiments for the compressed cylinder made from PET at the strain rate of $\dot{\varepsilon} = -0.25 \text{s}^{-1}$. The experimental results are taken form [12].
A reasonable qualitative and quantitative agreement between numerical and experimental results can be observed.

### Table 2: Convergence table for two approaches

<table>
<thead>
<tr>
<th>Iteration no.</th>
<th>1st approach residual</th>
<th>2nd approach residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.636690</td>
<td>9.231974</td>
</tr>
<tr>
<td>2</td>
<td>2.435265E-2</td>
<td>0.135657</td>
</tr>
<tr>
<td>3</td>
<td>2.486794 E-2</td>
<td>7.634257E-4</td>
</tr>
<tr>
<td>4</td>
<td>2.540770 E-2</td>
<td>1.854449E-8</td>
</tr>
<tr>
<td>5</td>
<td>2.597371 E-2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.656790 E-2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.719243 E-2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.784967 E-2</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2.854220 E-2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.927289 E-2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.004483 E-2</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.086112 E-2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3.172435 E-2</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3.263460 E-2</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3.358365 E-2</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3.435756 E-2</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>3.538555 E-2</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>3.579642 E-2</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>3.485924 E-2</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3.049617 E-2</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>2.015115 E-2</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>6.934124 E-3</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>6.409727 E-4</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>4.919388 E-6</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>2.867187 E-10</td>
<td></td>
</tr>
</tbody>
</table>

### 5 CONCLUSIONS

According to the results presented, it can be concluded that the numerical implementation is able to capture the effect of different parameters on the deformation behavior of polymeric based materials. Moreover, due to the considerable improvement on the convergence rate obtained by converting the first residual to a logarithmic function, it can be claimed that the transformation has been absolutely necessary. Finally, in view of the reasonable agreement
between simulations and experimental results, it seems that the Leonov model is able to predict the polymeric based materials behavior in compressive conditions adequately.

Figure 4: Stress strain curve for the compressed cylinder at the strain rate (\(\dot{\varepsilon} = -0.25\)). Solid line shows numerical simulations and circles show experimental results.

ACKNOWLEDGEMENTS

The authors acknowledge financial support from IDMEC under project PTDC/EME-PME/108859/2008 and scholarship provided by FCT (Foundation for Science and Technology) under SFRH/ BD/74027/2010 grant.

REFERENCES

between simulations and experimental results, it seems that the Leonov model is able to predict the polymeric based materials behavior in compressive conditions adequately.

Figure 4: Stress strain curve for the compressed cylinder at the strain rate . Solid line shows numerical simulations and circles show experimental results.

ACKNOWLEDGEMENTS

The authors acknowledge financial support from IDMEC under project PTDC/EME-PME/108859/2008 and scholarship provided by FCT (Foundation for Science and Technology) under SFRH/BD/74027/2010 grant.

REFERENCES


COMPUTATIONAL MODELLING OF A MULTIFIELD SINGLE-CRYSTAL GRADIENT PLASTICITY FORMULATION

C. B. HIRSCHBERGER∗, B. D. REDDY†

∗Institute of Continuum Mechanics
Leibniz Universität Hannover
Appelstr. 11, 30167 Hannover, Germany
e-mail: hirschberger@ikm.uni-hannover.de,

†Centre of Research in Applied Mechanics (CERECAM)
University of Cape Town, South Africa
7701 Rondebosch, South Africa
e-mail: daya.reddy@uct.ac.za, www.cerecam.uct.ac.za

Key words: Crystal plasticity, dislocations, finite deformation, size effects, finite elements.

Abstract. A model of higher-order single crystal plasticity is presented and reviewed in order to develop a corresponding finite-element framework. Contrary to the underlying model of Gurtin [Int. J. Plast. 24:702-725, 2008], here rather than the slip rate, the slip and its gradient constitute primary micro state variables. The resulting rate-dependent formulation accounts for size effects through the free energy depending on density of geometrically necessary dislocations. The relationship to multifield theories of continua with microstructure is pointed out. With the presented finite-element approach, the corresponding fully coupled initial-boundary value problem is solved monolithically, and features of the model are illustrated in two preliminary numerical examples.

1 INTRODUCTION

The size-dependent behaviour of polycrystalline materials such as metals at grain sizes of the order of tens to hundreds of microns is well documented. Such behaviour stems from heterogeneities in crystallites and arise, for example, due to the existence of grain boundaries, as well as due to impurities, inclusions, and other imperfections in the crystal lattices. The appropriate modelling of behaviour at the microstructural level requires a knowledge of the underlying dynamics of dislocations, and proper incorporation of such dynamics and associated length scales into the model. Dislocation-based crystal plasticity formulations capture size effects largely by including dislocation behaviour through an
averaged field description of dislocation populations in crystals. Some representative works in an extensive literature include [17, 9, 13, 6, 10, 12, 18]. Typically, the mutual interaction of dislocations are captured in a back-stress term that counteracts the resolved shear stress driving the flow of dislocations on the lattice glide planes.

The objective of this contribution is to develop finite element approximations of a model of single-crystal higher-order plasticity due to Gurtin [10]. The model is based on the use of geometrically necessary dislocation (GND) densities as a field variable. However, in contrast to the treatment in [10], instead of the slip rate, the slip constitutes a micro state variable. The relationship between gradient of slip and GND density is nevertheless constructed in a way that is consistent with the dissipation inequality. The slip together with macroscopic displacements are the primary unknown variables of the problem. It is shown that the formulation has a relationship to multifield theories [3, 4]. Conforming finite element approximations are based on a fully coupled, monolithic approach to solving the governing equations of the rate-dependent initial-boundary value problems. The article closes with two preliminary numerical examples.

2 A MULTIFIELD CRYSTAL PLASTICITY FRAMEWORK

The model of higher-order crystal plasticity largely follows that due to Gurtin [10].

2.1 Kinematics

The starting point for the description of kinematical relations is the standard multiplicative decomposition

$$ F = F_e \cdot F_p $$

(1)

of the deformation gradient $F = \nabla_X \varphi$ into elastic and plastic parts $F_e$ and $F_p$ respectively. Here $x = \varphi(X,t)$ describes the motion from the material to the spatial configuration and $\nabla_X$ is the material gradient. The plastic deformation is assumed to be isochoric implying $\det F_p = 1$. It follows that $J := \det(F) = \det F_e > 0$.

The spatial velocity gradient $l = \nabla_x v$ may be decomposed additively according to

$$ l = \dot{F} \cdot F^{-1} = l_e + F_e \cdot \dot{L}_p \cdot F_e^{-1} $$

(2)

in which

$$ \dot{L}_p = F_p F_p^{-1} $$

(3)

The elastic Cauchy–Green tensor

$$ \hat{C}_e = F_e^t \cdot F_e = F_p^{-t} \cdot C \cdot F_p^{-1} $$

(4)

characterizes the deformation of the intermediate configuration, quantities in which are denoted here and henceforth by $\hat{\Box}$.
The motion of dislocations in a single crystal takes place on a set of \( n \) defined slip systems, whereby an orthonormal pair comprising a slip direction \( \hat{s}^\alpha \) and slip-plane normal vector \( \hat{m}^\alpha \) \((\alpha = 1, \ldots, N)\) in the intermediate configuration precisely defines the \( \alpha \)-th system. It is useful also to introduce the Schmid (projection) tensor \( \hat{Z}^\alpha = \hat{s}^\alpha \otimes \hat{m}^\alpha \), which is trace-free. For edge dislocations, the slip line direction \( \hat{l}^\alpha \) is defined by \( \hat{l}^\alpha = \hat{m}^\alpha \times \hat{s}^\alpha \), so that \( \{\hat{m}^\alpha, \hat{s}^\alpha, \hat{l}^\alpha\} \) form a local orthonormal basis. In case of screw dislocations, the slip line and the slip direction coincide to \( \hat{s}^\alpha \).

The plastic distortion-rate tensor \( \hat{L}_p \) is determined by the slip rates acting on each of the slip systems according to

\[
\hat{L}_p = \sum_{\alpha=1}^{n_S} \dot{\gamma}^\alpha \hat{s}^\alpha \otimes \hat{m}^\alpha =: \sum_{\alpha=1}^{n_S} \dot{\gamma}^\alpha \hat{Z}^\alpha .
\]

The slip direction \( \hat{s}^\alpha \), slip plane normal \( \hat{m}^\alpha \) and dislocation line direction \( \hat{l}^\alpha \) may be mapped to their counterparts \( s^\alpha \), \( m^\alpha \) and \( l^\alpha \) in the current configuration by setting

\[
s^\alpha = F_e \cdot \hat{s}^\alpha , \quad m^\alpha = (F_e)^{-1} \cdot \hat{m}^\alpha , \quad l^\alpha = F_e \cdot \hat{l}^\alpha .
\]

### 2.1.1 Dislocation densities

The dislocations and their interactions are accounted for by fields of spatial densities of dislocations. In the spirit of Gurtin [10] we define both the total density of dislocations, \( \rho_\Box \), and the – polar – density of geometrically necessary dislocations (GND), \( \kappa_\Box \), per unit length, i.e., normalized by the Burgers vector length.

According to Nye [14], only the geometrically necessary dislocations are relevant to the occurrence of size effects. Following [2], the GND relates to the gradient of slip as

\[
\dot{\kappa}_\Box = \nabla_x \dot{\gamma}^\alpha \cdot p^\alpha = \nabla_X \dot{\gamma}^\alpha \cdot F_p^{-1} \cdot \hat{p}^\alpha \quad \text{with} \quad \hat{p}^\alpha = \begin{cases} -\hat{s}^\alpha & \text{for edge dislocations (\( \Box = \perp \))} \\ \hat{l}^\alpha & \text{for screw dislocations (\( \Box = \bigcirc \))} \end{cases}.
\]

Here a pullback from the spatial form to the intermediate configuration has been carried out. The respective subscript \( \Box \in \{\perp, \bigcirc\} \) identifies either edge or screw dislocations.

**Remark 1.** The formulation by Gurtin [10] bases on the slip rate \( \nu^\alpha \) as the primary micro state variable, the gradient of which corresponds to the GND rate. Contrarily, we assume the slip itself and its gradient as primary micro quantities, for which we develop the governing equations, the variational formulation and computational algorithm. Our choice is particularly beneficial as it reduces the complexity of the computational treatment.

**Remark 2.** In [7] the relationship between GND density and slip gradient is assumed to take the form

\[
\dot{\kappa}_\Box = \hat{\nabla} \gamma^\alpha \cdot \hat{p}^\alpha
\]
in which $\nabla$ denotes the gradient with respect to the intermediate configuration. In the absence of the notion of a placement vector in the intermediate configuration, the nature of the gradient term is not clear. Likewise, a spatial relation of the form

$$\kappa_\square = \nabla_x \gamma^\alpha \cdot p^\alpha,$$

which is used by some authors, does not imply nor is implied by (7).

### 2.2 Free energy, dissipation inequality, stresses and microstresses

#### Dissipation inequality.

The spatial form of the local dissipation inequality is

$$\mathcal{D} = \sigma : \dot{\mathbf{I}} + \sum_{\gamma=1}^{n_\gamma} (\xi^\gamma \cdot \nabla_x \dot{\gamma}^\alpha + \pi^\gamma \dot{\gamma}^\alpha) - J^{-1} \dot{\Psi} \geq 0 \quad \text{in } B_t. \quad (8)$$

In the material configuration this inequality reads

$$\mathcal{D}_0 = \frac{1}{2} \mathcal{S}_e : \mathcal{L}_p(\hat{\mathcal{C}}_e) + \sum_{\gamma=1}^{n_\gamma} (\xi_0^\gamma \cdot \nabla_x \dot{\gamma}^\alpha + \pi_0^\gamma \dot{\gamma}^\alpha) - \dot{\Psi} \geq 0 \quad \text{in } B_0 \quad (9)$$

with the Lie derivative $\mathcal{L}_p(\hat{\mathcal{C}}_e) = F_p^{-1} \cdot \dot{\mathcal{C}} \cdot F_p^{-1} = \hat{\mathcal{C}}_e + 2[\hat{\mathcal{C}}_e \cdot \hat{L}_p]_{\text{sym}} [16]$ and $\xi_0^\gamma = F^{-1} \cdot \xi^\gamma$.

The free energy $\hat{\Psi}$ is assumed to depend on the elastic tensor $\hat{\mathcal{C}}_e$ and the set $\kappa$ of dislocation densities. This motivates the definition of a macrostress $\mathcal{S}_e$ and vector microstress $\xi^\alpha_{\text{en}}$ according to

$$\mathcal{S}_e = 2 \frac{\partial \hat{\Psi}}{\partial \hat{\mathcal{C}}_e}, \quad \xi^\alpha_{\text{en}} := J^{-1} \frac{\partial \hat{\Psi}}{\partial \kappa_\square} p^\alpha. \quad (10)$$

By assuming that the microstress is purely energetic (that is, $\xi^\alpha = \xi^\alpha_{\text{en}}$: see also [15]), the dissipation inequality (9) reduces to

$$\mathcal{D}^{\text{red}} = \sum_{\gamma=1}^{n_\gamma} \pi^\gamma \dot{\gamma}^\alpha \geq 0, \quad (11)$$

A flow rule for $\pi^\alpha$ will be specified later.

#### Macro- and micro-force balances.

Balance equations are derived from a principle of virtual power [10]. The macroforce balance or equilibrium equation is expressed in terms of the first Piola-Kirchhoff stress and the referential body force $\mathbf{0}$ as

$$\text{Div } \mathbf{P} + \mathbf{f}_0 = \mathbf{0} \quad \text{in } B_0. \quad (12)$$

This equation is supplemented by the boundary conditions $\mathbf{u} = \mathbf{u}^0$ on $\partial B_t^p$ and $\mathbf{P} \cdot \mathbf{N} = t_0^p$ on $\partial B_0^p$, in which $\partial B_t^p$ and $\partial B_0^p$ are non-overlapping parts that cover the boundary $\partial B_0$. 

855
The microforce balance is given for each slip system $\alpha$ in the spatial configuration by

$$\text{div} \, \xi^\alpha - \pi^\alpha + \sigma^\alpha = 0 \quad \text{on } \alpha \text{ in } B_t$$

(13)

In the material configuration this reads

$$\text{Div} \, \xi_0^\alpha - \pi_0^\alpha + \sigma_0^\alpha = 0 \quad \text{on } \alpha \text{ in } B_0.$$

(14)

Here $\sigma_0^\alpha$ is the resolved shear stress defined by

$$\sigma_0^\alpha = \left[ \hat{C}_e \cdot \hat{S}_e \right] : Z^\alpha$$

(15)

and $\text{Div} = F^{-1} : \nabla_X$.

Dirichlet and Neumann boundary conditions are assumed to be $\gamma^\alpha = \gamma_p$ on $\partial B_0^\nu$ and $\xi_0^\alpha \cdot N = \xi_{0\alpha}^\nu$ on $\partial B_{0\nu}^\xi$. For an overview on the choice of micro-hard and micro-free boundary conditions, see e.g., [7] and references cited in this work.

**Remark 3.** The macro- and microforce balance equations may also be derived by adopting a micromorphic or microfield continuum approach [11, 3], in which the energy functional corresponding to the incremental problem is written as the sum of the free energy $\hat{\Psi}$ and the dissipative flow potential $\Upsilon$, which generates the dissipative microforce through the incremental form of the relation [15]

$$\pi^\alpha = \frac{\partial \Upsilon}{\partial \dot{\gamma}^\alpha}.$$  

(16)

### 2.3 Constitutive relations

Based on an underlying hyperelastic material, the crystal plasticity constitutive framework relies on the choice of a free energy and the definition of a flow rule or dissipation function.

#### 2.3.1 Free energy

The free energy per reference volume is assumed to comprise an elastic or macro-energy $\hat{\Psi}^{\text{macro}}$ and a defect or micro-energy $\hat{\Psi}^{\text{micro}}$:

$$\hat{\Psi} = \hat{\Psi}^{\text{macro}}(\hat{C}_e) + \sum_{\alpha=1}^{n_s} \hat{\Psi}^{\text{micro}}(\kappa_\square^\alpha).$$

(17)

This yields the stress and energetic microstress via the definitions (10). For the sake of simplicity, latent hardening effects are neglected in the energetic part, and will instead be captured in the dissipative microforce via the flow rule.
Due to the relatively small elastic deformations in crystal plasticity, it suffices to choose for the macro-energy a St. Venant–Kirchhoff relation
\[
\hat{\psi}^{\text{macro}} = \frac{\lambda}{8} \text{tr}^2(\hat{C}_e - I) + \frac{1}{4\mu}[\hat{C}_e - I]^2.
\] (18)

However, following Gurtin [10], the micro-energy is formulated for both edge and screw dislocations as
\[
\hat{\psi}^{\text{micro}}(\kappa^{\alpha}) = \frac{1}{2} \sum_{\alpha=1}^{N_s} (C_1 \kappa^{\alpha})^2 + (C_2 \kappa^{\alpha})^2.
\] (19)

With the choices \( C_1 = \frac{\mu R^2}{8(1-\nu)} \) and \( C_2 = \frac{\mu R^2}{4} \), the relation of [8] is retrieved (see [7] for the relationship between the two approaches).

2.3.2 Flow rule and slip resistance

Due to the physically well-established assumption that all dislocations are mobile all the time, hence we choose a viscoplastic flow rule. Various options are available: for example,
\[
\pi^{\alpha} = S^{\alpha} \left( \frac{|\dot{\gamma}^{\alpha}|}{\dot{\gamma}^{\alpha} \text{sgn}(\pi^{\alpha})} \right)^m.
\] (20)

The slip resistance \( S^{\alpha} \) is given in [10] by the evolution equation
\[
\dot{S}^{\alpha} = \sum_{\beta} h^{\alpha\beta}(\kappa^{\alpha})|\dot{\gamma}^{\beta}|
\] (21)
in which \( h^{\alpha\beta} \) is a matrix of hardening moduli and \( \kappa^{\alpha} \) denotes the array \([S_1, \ldots, S_{n_S}]^t\) for \( n_S \) slip systems. See also [1] for further details.

3 NUMERICAL FRAMEWORK FOR CRYSTAL PLASTICITY

A conforming finite element approximation is used to solve the initial-boundary value problem, with the displacement \( u \) and slips \( \gamma^{\alpha} \) being the unknown variables.

Finite-element approximations. In a standard Bubnov–Galerkin approximation, the test and trial functions of both unknowns are discretized with the same shape functions: thus
\[
\begin{align*}
\underline{u}^h &= \sum_{J=1}^{n_u} N_J^u \underline{u}_J, & \delta \underline{u}^h &= \sum_{I=1}^{n_u} N_I^u \delta \underline{u}_I, & \gamma^h &= \sum_{L=1}^{n_\gamma} N_L^\gamma \gamma_L, & \delta \gamma^h &= \sum_{K=1}^{n_\gamma} N_K^\gamma \delta \gamma_K, \\
\end{align*}
\] (22)
with provision for different orders of interpolation of the displacement and slips.
Table 1: Algorithm for the crystal plasticity material routine

1. The approximate exponential map with a backward Euler approximations gives

\[ F^{n+1}_p = [I - \Lambda^{n+1}]^{-1} F^n_p \]
where \( \Lambda^{n+1} = \sum_{\alpha=1}^{nS} \Delta \gamma^{\alpha} \hat{Z}^\alpha \)

2. Obtain elastic right Cauchy–Green deformation tensor \( \hat{C}_e \) from

\[ \hat{C}_e^{n+1} = F^{n+1}_e \cdot (F^{n+1}_p)^{-1} \]

3. Obtain the GND density from

\[ \kappa^{\alpha n+1} = \kappa^{\alpha n} + \left[ \nabla_X \Delta \gamma^{\alpha} \cdot F^{-1}_p \cdot \hat{s}^{\alpha} \right]^{n+1} \]

4. Obtain the stress, microstress and resolved shear stress from

\[ \hat{S}_e^{n+1} = 2 \frac{\partial \Psi}{\partial \hat{C}_e^n}, \quad \xi_0^{\alpha n+1} = (J^{n+1})^{-1} \left( \frac{\partial \Psi}{\partial \kappa^n} \right)^{n+1}, \quad \sigma_0^{\alpha n+1} = [\hat{C}_e^n \cdot \hat{S}_e^{n+1}] : \hat{s}^{\alpha} \]

3. Obtain the microforce \( \pi_0^\alpha \) from the evolution

\[ \pi^{\alpha n+1} = S^\alpha \left( \frac{\Delta \gamma^\alpha |_0}{\Delta t} \right)^m \text{sgn} \pi^\alpha \]

Finite-element residual and iterative solution. A spatial discretization of the weak form of the macro and micro balance (12) and (14) yields the element residuals

\[ r_0(u^h) = f_0^{\text{int}} - f_0^{\text{surf}} - f_0^{\text{vol}} = 0 \] \( (23) \)

that have to vanish at equilibrium. The internal and external macro forces at nodes \( I \) are assembled from the element contributions, which from the weak form of (12) are

\[ f_{\text{int}}^{u^h} = \sum_{e=1}^{nE} \int_{B_0} P \cdot \nabla X N^u_I \, dV, \quad f_{\text{surf}}^{u^h} = \sum_{e=1}^{nE} \int_{\partial B_0} t_0 \cdot N_I^u \, dA, \quad f_{\text{vol}}^{u^h} = \sum_{e=1}^{nE} \int_{B_0} f_0 N_I^u \, dV \] \( (25) \)

Likewise, the internal and external micro forces stemming from (14) for each slip system \( \alpha \) are determined at nodes \( K \) as

\[ f_{\text{int}}^{\gamma^\alpha h} = \sum_{e=1}^{nE} \int_{B_0} \xi_0^{\alpha \cdot} \cdot \nabla X N^\gamma_K + [\pi_0^\alpha - \sigma_0^\alpha]^\gamma_K \, dV \quad \alpha = 1, \ldots, n_S \] \( (26) \)

\[ f_{\text{surf}}^{\gamma^\alpha h} = \sum_{e=1}^{nE} \int_{\partial B_0} t_0^{\alpha \cdot} N^\gamma_K \, dA \quad \alpha = 1, \ldots, n_S \] \( (27) \)

The energetic stresses \( P \) and \( \xi_0^\alpha \) are obtained from the free energy (10). The Schmid stress (15) and the dissipative micro force (20) follow from an Euler-backward time integration for the update on the plastic deformation, as summarized in Table 1.
With these ingredients, the time-dependent problem is solved incrementally for the unknown $u$ and $\gamma^\alpha$ using an iterative global Newton-Raphson iterative solution procedure

$$
\begin{bmatrix}
D_{u_j} r_{0j}^u & D_{\gamma_L} r_{0j}^u \\
D_{u_j} r_{0j}^{\gamma^\alpha} & D_{\gamma_L} r_{0j}^{\gamma^\alpha}
\end{bmatrix}
\cdot \begin{bmatrix}
\Delta u_j \\
\Delta \gamma_L
\end{bmatrix}
= -\begin{bmatrix}
r_j^u \\
r_j^\gamma
\end{bmatrix}
$$

(28)

with tangent stiffness matrices $D_{\bullet} r_0^\circ$ quantifying the sensitivity of the nodal residua $\circ \in \{u, \gamma^\alpha\}$ with respect to the nodal unknowns $\bullet \in \{u, \gamma^\alpha\}$.

4 NUMERICAL EXAMPLES

The numerical algorithm for the present crystal plasticity framework is demonstrated in two benchmark-type problems. At this stage, the simulations are restricted to single slip, with an extension to multiple slip as part of future work.

4.1 Single slip in a shear layer

We first study a shear layer with one slip system under an angle of $\theta = \pi/3$, similar to the problem studied for example in [12]. Omitting periodic boundary conditions, a slip profile with little boundary influences is produced by choosing a relatively broad shear layer. Unit values are used for material parameters in these preliminary computations.

Macroscopically, a lateral displacement $u_1$ is prescribed at top and bottom in opposite directions, and homogeneous Neumann boundary conditions are prescribed on the other two sides. To mimic the dislocation distribution within the shear layer, homogeneous micro Dirichlet, i.e., "micro-hard" boundary conditions, $\gamma = 0$, are chosen at the top and bottom boundary. On the other hand the left and right boundaries obey homogeneous micro Neumann boundary conditions, $t_\xi^\alpha = 0$, often referred to as "micro free".

Neglecting the lateral boundary region, we concentrate on the central region of the boundary value problem. Within the shear layer with approximately homogeneous macro deformation, the shear problem correctly reflects the zero slip at the boundaries and a non-zero slip over the height profile of the shear layer. Moreover, the GND density is larger near the boundaries which reflects the pile-up of positive and negative dislocations against a dislocation-impenetrable boundary.

4.2 Single slip in a micro composite

The typical example of a model composite presented in [5] comprises a composite material with rectangular elastic particles embedded in a plastically deforming matrix. Such a double-symmetric problem can be reduced to the symmetric unit cell shown in 2(a). The elastic inclusions are modelled by prescribing zero slip within these subdomains, and the cell is subjected to simple shear loading.

While the macroscopic displacement exhibits a slightly heterogeneous deformation, the slip is, naturally, zero within the elastic inclusions and strongly heterogeneous in the plastic matrix material. The slip particularly localizes horizontally just above and below
the inclusion. Due to the limitation to single slip and the modelling of gliding mechanisms only, dislocations from the left bottom cannot propagate to the top right region (Fig. 2(e)). Instead dislocations pile up against the elastic inclusions with different signs, as shown in 2(f).

5 CONCLUSION

In this short contribution, we present a multifield-type single crystal plasticity theory at finite strain, similar to the formulation of [10]. The presented governing equations stem from the choice of the the displacement, the plastic slip (rather than its rate [10]) and its gradient as the primary macro and micro state variables. With a thermodynamically consistent relationship between dislocation density rate and slip rate, the free energy, however, is formulated in terms of the GND density, which is directly related to the gradient of slip. For this framework we provide a corresponding finite-element framework that employs both the displacement and the plastic slip as primary nodal degrees of freedom and hence is a strongly coupled problem. Results based on initial computations indicate that the fully coupled algorithm based on a conforming finite element framework is robust. Current work is concerned with the extension to multiple slip, and the use of alternative forms of the hardening law based on total dislocation densities.
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**Figure 1:** Shear layer with single slip at $\theta = 60$ and micro-hard boundary conditions for the slip.

**Figure 2:** Micro composite unit cell with elastic inclusions and single slip at $\theta = 0$. 
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Abstract. In this study, uniaxial and multiaxial compression tests are conducted for studying the nonlinear deformation behaviors of a porous material during compression. In the results of uniaxial compression tests, the stress level in the plateau region is varied by the difference of direction but it is shown that this material has the character of transverse isotropicity. The multiaxial behavior of the material is also observed in this study. Equibiaxial pre-strained compression tests are adopted for the observation of the characteristics of the material. The results of these tests show that the pre-strain causes the porous material to harden, and the extent of the hardening depends on the difference of the amount of pre-strain.

1 INTRODUCTION

Low-density porous materials are useful to design the shock absorbing parts of various machines. The deformation analysis of the materials is needed in the design but it is difficult because of the nonlinearity caused by the crush of cellular structure in the materials.

Then, the multiaxial behavior of compression process of the porous materials is evaluated by using equibiaxial compression testing in addition to the fundamental uniaxial compression testing for the formulation of FEM. Polystyrene foam is adopted to study the behavior and it is revealed that there is complex relationship between the compression direction.

2 FUNDAMENTAT COMPRRESSON

Uniaxial compression test is adopted to reveal the fundamental characteristics of the porous materials. The specimens are made by using the polystyrene foam “STYROFOAM” of Dow Chemical, Co. Ltd. The dimensions of specimens are 30mm x 30mm x 10mm and talcum powder is sprinkled at their surfaces for lubrication in the testing. The three type of
direction is defined as shown in Figure 1. Every type of the specimens are compressed in their direction of height, and observed response is indicated in Figure 2.

![Diagram showing three types of directions: machine direction, vertical, and transverse.](image)

**Figure 1:** The three type of direction is defined by depending on machine direction of polystyrene form.

![Stress-strain curve with labels for vertical, longitudinal, and transverse stresses.](image)

**Figure 2:** Transverse isotropicity is observed in uniaxial compression test. Here,

Uniaxial compression test is adopted to reveal the fundamental characteristics of the porous materials. The specimens are made by using the polystyrene foam “STYROFOAM” of Dow Chemical, Co. Ltd. The dimensions of specimens are 30mm x 30mm x 10mm and talcum powder is sprinkled at their surfaces for lubrication in the testing. The three type of direction is defined as shown in Figure 1. Every type of the specimens is compressed in this test and transverse isotropicity is observed as shown in Figure 2. Here, highest level of plateau stress is observed in the vertical direction of the foam. The stress responses are similar between longitudinal and transverse directions.
3 MULTIAXIAL COMPRESSION

3.1 Procedure of compression

Multiaxial compression testing indicated in Figure 3 is proceeded to investigate the complicated behavior of the materials [1]. Here, the polystyrene form adopted in former section is also applied for the investigation.

The equibiaxial compression system indicated in Figure 3 can give pre-strain to the specimen. Here, Fig. (a)-(c) are the procedure of the multiaxial compression testing. In this Figure 3, settled specimen (a) is pre-strained at procedure (b), and compressed as shown at procedure (c).

![Figure 3: Multiaxial compression can be divided to three procedures (a)-(c).](image)

3.2 Measurement of Stress Response

The stress response of the specimen is measured in every direction of $x$, $y$ and $z$ of testing system by using load cell and pressure sensors as shown in Figure 4. The load cell is used to measure the stress response in the final compression procedure of Figure 3 (c). On the other hand, pressure sensors are settled at pre-straining surface of the block in equibiaxial compressor as shown in Figure 4, and used to measure the response in pre-straining and final compression procedures of Figure 3 (b)-(c).

![Figure 4: Measurement system of stress response.](image)
3.3 Multiaxial Response

3.3.1 Response in Pre-Straining

The result measured in pre-straining procedure is shown in Figure 5. This stress response is taken by using the pressure sensor on the block in equibiaxial compressor. The plateau stresses are observed in every direction of longitudinal and transverse even if little difference is also observed between them. This result indicates that the phenomena of plateau stress is occurred in the biaxial pre-straining process, and it is similar to the result of uniaxial compression which is shown in Figure 2.

![Figure 5: Stress response measured in pre-straining procedure.](image)

3.3.2 Response in Final Compression

In the final compression procedure, the response of compression stress is measured with the response of equibiaxial stress.

Figure 6 shows the responses of compression stress observed in this procedure, and the variation caused by the difference of the amount of pre-strain can be observed here. Especially, the level of plateau stress is rise by pre-strain and the soften effect induced by the pre-strain is not observed in this direction.
The response of equibiaxial stress in final procedure is shown Figure 7. The variation induced by the difference of the amount of pre-strain is observed here, and it is shown that much pre-strain causes the stable level of plateau stress. On the other hand, the soften effects of this material are observed in the lower pre-strain conditions. This means that less pre-strain causes the instability of compression process of the porous materials even if the stable compression of the material can be observed in the condition of much pre-strain. Then, the multiaxial condition of the low-density porous materials should be considered in the compression process with complex conditions of stresses.
12 CONCLUSIONS

In order to study the behavior of multiaxial stress response of low-density porous materials, the compression test with multiaxial stress condition is conducted by developing the equibiaxial compressor [1]. Especially, the equibiaxial stress responses in the compression procedures are observed by the pressure sensor in the compressor. Then the instable phenomenon of the materials in multiaxial stress condition is observed by the conduction of the compression test of the materials.

By considering the results of this result, the constitutive equations of the porous materials will be formulated to simulate the compression of them for the machine design which uses the materials.
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Abstract. The implementation of a phenomenological, macroscopic model for TRIP-steels in the finite element code ABAQUS is presented. The model takes into account both the strain-rate dependent flow behaviour of the two phases, austenite (γ) and martensite (α’), and the temperature and stress state dependent γ → α’ phase transformation. In order to solve the system of nonlinear equations, which results from the implicit integration of the constitutive model, the application of an affine trust-region approach is proposed to compute strictly feasible solutions. Furthermore, model predictions are compared with experimental results obtained from tensile tests on notched specimens.

1 INTRODUCTION

A common feature of many TRIP-steels is their favourable combination of high strength and pronounced ductility. These properties also apply to a newly developed as cast TRIP-steel [1] and are attributed to the inelastic deformation of the two phases austenite (γ) and martensite (α’) and the strain-induced γ → α’ phase transformation, which accompanies the deformation. The cast TRIP-steel possesses a fully austenitic, coarse grain initial microstructure and the transformation proceeds by the formation of shear bands within the grains and subsequent nucleation of martensite within these bands [2]. It has been found that the transformation behaviour is rather sensitive to temperature and strain rate [3]. Therefore, an adequate material model is required to describe the complex material behaviour of the TRIP-steel.

An approach, which has been successfully applied to develop macroscopic models for
TRIP-steels relies on the computation of effective properties of composites. Herein, TRIP-steels are considered as composites with evolving microstructure [4], [5], [6]. In the current paper, we also follow this approach and give an extension of the model proposed in [6]. The composite approach is advantageous, because it allows insight into the stress and strain levels in the single phases of the TRIP-steel as their constitutive response is explicitly taken into account. However, the burden of such a procedure is the increased complexity and possibly additional nonlinearity of the model due to the required homogenisation process. Therefore, more elaborated numerical methods might be required to solve the nonlinear equations, associated with the implicit integration of the constitutive model. Besides the required starting point, the physical nature of the independent variables or numerical considerations impose certain restrictions on these variables in order to exclude infeasible solutions. In case of viscoplastic models, it has been shown by de Souza Neto [7] that the commonly applied Newton’s method is not appropriate to handle such bounds. In this paper an affine trust-region method [8] is applied to solve the bound constrained nonlinear equations, which arise from the implicit integration procedure.

Throughout this paper symbolic notation is employed, where $\mathbf{A}$ and $\mathbf{A}$ denote fourth order and second order tensors, respectively. The norm of $\mathbf{A}$ is defined as $\|\mathbf{A}\| = \sqrt{\mathbf{A} : \mathbf{A}}$. Vectors are given in matrix notation, i.e. the norm of a vector is described as $\|\mathbf{A}\| = \sqrt{\mathbf{A}^T \mathbf{A}}$. The Jacobian of a vector function $F(x)$ is introduced as $F' = \frac{\partial F}{\partial x}$. The fourth order isotropic tensor and the Kronecker symbol are given as $\mathbf{I} = \frac{1}{2}(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk})e_i \otimes e_j \otimes e_k \otimes e_l$ and $\mathbf{I} = \delta_{ij}e_i \otimes e_j$, respectively. The material time derivative is expressed as $\dot{()} = \frac{d}{dt}$.

2 MATERIAL MODEL

In order to describe the response of the TRIP-steel under arbitrary large deformations, the finite deformation theory is employed to formulate the corresponding constitutive equations. An additive split of the rate of deformation tensor according to

$$
\mathbf{D} = \mathbf{D}^e + \mathbf{D}^{vp} + \mathbf{D}^{trip}
$$

is carried out. The elastic and the viscoplastic rates of deformation are denoted by $\mathbf{D}^e$ and $\mathbf{D}^{vp}$, respectively, whereas the rate of deformation associated with the phase transformation is termed $\mathbf{D}^{trip}$. The assumption of small elastic strains, generally valid in metal plasticity, allows to formulate the constitutive law as a linear, hypoelastic relation

$$
\mathbf{\nabla} \mathbf{\Sigma} = \mathbf{C} : \mathbf{D}^e
$$

that connects the Jaumann rate of the Cauchy stress and the elastic rate of deformation tensor [9]. In the case of isotropic elasticity the elastic modulus tensor

$$
\mathbf{C} = 2G\mathbf{I} + (K - \frac{2}{3}G)I \otimes \mathbf{I}
$$

is described.
is described in terms of the shear modulus $G$ and the bulk modulus $K$. This approach assumes identical elastic properties of the two phases austenite and martensite. The viscoplastic rate of deformation is defined as

$$D^{vp} = \frac{1}{2} \Theta^{\text{hom}} S,$$  \hspace{1cm} (4)

where $S$ denotes the deviator of the Cauchy stress and $\Theta^{\text{hom}}$ the viscoplastic compliance of the two-phase composite, which is determined by homogenising the viscoplastic response of the single phases. During phase transformation both volumetric and deviatoric deformations occur. Therefore, the rate of deformation associated with the phase transformation takes the form

$$D^{\text{trip}} = \dot{f}_m \left( RN + \frac{1}{3} \Delta_v I \right).$$  \hspace{1cm} (5)

Herein, the volumetric transformation strain is denoted by $\Delta_v$, while

$$R = R_0 + R_1 \frac{\sum}{\sigma^*_a}$$  \hspace{1cm} (6)

is the stress dependent magnitude of the deviatoric transformation strain, whose direction is given in terms of the normalized stress deviator $N = S/\|S\|$. The von Mises equivalent stress is computed as $\bar{\Sigma} = \sqrt{\frac{2}{3} \|S\|}$. The transformation strain is controlled by the rate of the martensite volume fraction $\dot{f}_m$.

Due to the significant difference in the flow behaviour of the two phases, their rate dependent flow behaviour is modeled separately. Therefore, each phase is described by a unified viscoplastic model of the von Mises type, i.e. the viscoplastic deformation is strictly deviatoric. The viscoplastic equivalent strain rate is defined as

$$\dot{\varepsilon}^{vp} (r) = \dot{\varepsilon}^0 (r) \left( \frac{\tilde{\sigma} (r)}{\sigma^*_r} \right)^{m(r)},$$  \hspace{1cm} (7)

where $\tilde{\sigma} (r)$, $\sigma^*_r$ and $\dot{\varepsilon}^0 (r)$ denote the equivalent stress, the yield stress and the reference strain rate of the phase $r$, which can be either austenite ($a$) or martensite ($m$). The isotropic strain hardening of each phase is considered by using the power law

$$\sigma^*_r = A_r + B_r (\dot{\varepsilon}^{vp})^{q(r)}.$$

According to the variational principle for the homogenisation of nonlinear composites, described in [10], the equivalent stresses $\tilde{\sigma} (r)$ can be related to macroscopic equivalent stress $\bar{\Sigma}$ as

$$\tilde{\sigma} (r) = \bar{\Sigma} \sqrt{\frac{1}{f_r} \frac{\partial \Theta^{\text{hom}}}{\partial \Theta (r)}}.$$

\hspace{1cm} (9)
This relation holds, if the composite consists of isotropic phases arranged in a statistically uniform and isotropic manner. In order to evaluate this expression, a description of the homogenised compliance \( \Theta_{\text{hom}} \) in terms of the compliances of the single phases \( \Theta_{(r)} \) is required. Here the bound

\[
\Theta_{\text{hom}} = \frac{f_m(\frac{2}{\Theta_m} + \frac{3}{\Theta_a}) + f_a(\frac{2}{\Theta_a} + \frac{3}{\Theta_m})}{f_m(\frac{2}{\Theta_a} + \frac{3}{\Theta_m}) + f_a(\frac{2}{\Theta_m} + \frac{3}{\Theta_a})},
\]

as proposed by Hashin Shtrikman [11], is used. It should be noted that \( \Theta = \max(\Theta_a, \Theta_m) \) and the volume fraction of austenite is defined as \( f_a = 1 - f_m \). The viscoplastic compliances of the single phases

\[
\Theta_{(r)} = \frac{3}{\bar{\sigma}} \dot{\varepsilon}^{\text{vp}}_{(r)} = \frac{3}{\bar{\sigma}} \left( \frac{\bar{\sigma}_{(r)}}{\sigma^{m}_{(r)}} \right)^{m_{(r)}},
\]

correspond to a linearized form of Eq. (7). In order to describe the phase transformation behaviour of the cast TRIP-steel, the macroscopic transformation model by Stringfellow [5] is extended. This model is inspired by the experimental observation that martensite nucleates predominantly at shear band intersection, which have been formed prior to the nucleation event. Following the derivation in [5], an evolution equation for the martensite volume fraction of the form

\[
\dot{f}_m = (1 - f_m)(A \dot{\varepsilon}^{\text{vp}}_a + B(\dot{g} -  \bar{g}))
\]

is proposed. Herein, the thermodynamical driving force \( g \) for the martensite evolution

\[
g = g_0 - g_1 \vartheta + g_2 \vartheta^2 + g_3(\Delta \sigma p + \sqrt{\frac{2}{3}} R \Sigma)
\]

is taken as a function of the hydrostatic stress \( p = \frac{1}{3} \Sigma : \mathbf{I} \), the von Mises equivalent stress \( \Sigma \) and the normalized temperature \( \vartheta \)

\[
\vartheta = \frac{T - M_s^\sigma}{M_d^\sigma - M_s^\sigma},
\]

where \( T \) and \( M_s^\sigma \) correspond to the temperature and the start temperature for stress-induced martensite formation, respectively. \( M_d \) is the highest temperature, at which martensite can be mechanically induced [12]. The mean transformation barrier \( \bar{g} \) is assumed to depend on the viscoplastic equivalent strain in the austenite in the form

\[
\bar{g} = \bar{g}_0 + \bar{g}_1 \dot{\varepsilon}^{\text{vp}}_a.
\]

This approach incorporates the effect that the energy required for the accommodation of the martensite nuclei in the surrounding matrix material depends on the viscoplastic
deformation of the austenite prior to the nucleation [13]. The parameter $A$ that controls the martensite formation due to an increase in nucleation sites is given as

$$A = a\beta n(f_{SB})^{n-1}(1 - f_{SB})P.$$  \hspace{1cm} (16)

The formation of shear bands in austenite is modeled via the volume fraction of shear bands $f_{SB}$, whose evolution is described according to

$$\dot{f}_{SB} = (1 - f_{SB})a\dot{\varepsilon}^p_a.$$  \hspace{1cm} (17)

The rate of shear band formation $a$ is taken as function of the temperature $T$ and the stress triaxiality $h = p/\bar{\Sigma}$ in the form

$$a = a_1 + a_2 T + a_3 T^2 - a_4 \arctan(h).$$  \hspace{1cm} (18)

To account for the observation that under given values of the driving force and the transformation barrier martensite is formed only at a certain fraction of potential nucleation sites, the following function $P$ is introduced.

$$P = \frac{1}{\sqrt{2\pi s_g}} \int_{-\infty}^{\bar{g}} \exp \left[-\frac{1}{2} \left(\frac{g' - \bar{g}}{s_g}\right)^2\right] dg'.$$  \hspace{1cm} (19)

The parameter $B$, which incorporates the change in martensite volume fraction due to a change in the driving force and the transformation barrier is given as

$$B = \beta(f_{SB})^n \frac{dP}{dg} H(\dot{P}).$$  \hspace{1cm} (20)

It should be noted that $\beta$, $n$ and $H(\dot{P})$ in equation (16) and (20) describe two geometrical constants and the unit step function, respectively.

3 IMPLEMENTATION

3.1 Integration of the material model

The constitutive model, described in Sect. 2, is implemented in the finite element program ABAQUS using the user subroutine interface UMAT. The applied incremental, iterative solution strategy requires the integration of the rate form of the constitutive equations in the context of finite deformations over a finite time increment $\Delta t = t|_{n+1} - t|_n$. In the following, quantities at the beginning and the end of the increment are indicated by $()|_n$ and $()|_{n+1}$, respectively, while the increments of these quantities are defined as $\Delta = ()|_{n+1} - ()|_n$. The integration is carried using the algorithm proposed by Hughes and Winget [14], because it preserves the objectivity incrementally. When applied to a second order tensor $A$, it takes the form

$$A|_{n+1} = \Delta R \cdot A|_n \cdot \Delta R^T + \Delta A(\Delta E),$$  \hspace{1cm} (21)
where $\Delta R$ and $\Delta E$ denote the increment in rotation and an approximation of the strain increment, respectively. The last term of the right hand side corresponds to the change in $A$ as a result of the strain increment $\Delta E$ associated with $\Delta t$. Under suitable assumptions regarding the rotation of the principle axis of the strain, the time integration of Eq. (1) yields the incremental relation

$$\Delta E = \Delta E^e + \Delta E^{vp} + \Delta E^{trip}. \quad (22)$$

Due to its unconditional stability, the integration is carried out using a one-step implicit integration scheme. Therefore, the inelastic strain increments are calculated by

$$\Delta E^{vp} = \frac{\Delta t}{2} \Theta^{hom}|_{n+1} S|_{n+1} \quad (23)$$

and

$$\Delta E^{trip} = \Delta f_m \left( R|_{n+1} N|_{n+1} + \frac{1}{3} \Delta v I \right). \quad (24)$$

The stress increment is computed according to

$$\Delta \Sigma = C : (\Delta E - \Delta E^{vp} - \Delta E^{trip}) \quad (25)$$

after the stress at the beginning of the increment is rotated as described in Eq. (21).

The constitutive description of the viscoplastic behaviour of the single phases, which has been introduced in Eq. (7),(8) and (11), is given in the discretized form as

$$\dot{\varepsilon}^{vp}(r)|_{n+1} = \varepsilon^0 (r) \left( \frac{\sigma(r)|_{n+1}}{\sigma^2(r)|_{n+1}} \right)^{m(r)} \quad (26)$$

$$\Theta(r)|_{n+1} = \frac{3 \varepsilon^{0}(r)}{\sigma(r)|_{n+1}} \left( \frac{\sigma(r)|_{n+1}}{\sigma^2(r)|_{n+1}} \right)^{m(r)} \quad (27)$$

$$\sigma^\gamma(r)|_{n+1} = A(r) + B(r) (\varepsilon^{vp}(r)|_{n} + \dot{\varepsilon}^{vp}(r)|_{n+1} \Delta t)^q(r), \quad (28)$$

while the equivalent stresses are computed as

$$\tilde{\sigma}(r)|_{n+1} = \bar{\Sigma}|_{n+1} \sqrt{\frac{1}{f(r)|_{n+1}} \frac{\partial \Theta^{hom}}{\partial \Theta(r)|_{n+1}}}. \quad (29)$$

The evolution of the martensite volume fraction over the time increment $\Delta t$ is approximated with

$$\Delta f_m = (1 - f_m|_{n+1}) (A|_{n+1} \dot{\varepsilon}^{vp}|_{n+1} + B|_{n+1} (\dot{g}|_{n+1} - \dot{g}|_{n+1} \Delta t)). \quad (30)$$
The incremental change in the volume fraction of shear bands is obtained from

$$\Delta f_{SB} = (1 - f_{SB}|_{n+1}) a|_{n+1} \ddot{\epsilon}_a|_{n+1} \Delta t .$$

(31)

Using Eq. (13) and (15) the rate of the driving force and the transformation barrier are given at the end of the increment as

$$\dot{g}|_{n+1} = -g_1 \dot{\theta}|_{n+1} + 2g_2 \theta|_{n+1} \dot{\theta}|_{n+1} + g_3 \left( \Delta \bar{p}|_{n+1} + \sqrt{\frac{2}{3}} \left( R + \frac{\partial R}{\partial \dot{\Sigma}} \right) \right)_{n+1} \dot{\Sigma}|_{n+1}$$

(32)

$$\dot{g}|_{n+1} = \ddot{\epsilon}_a|_{n+1} ,$$

(33)

respectively.

According to Papatriantafillou [6], the nonlinear, implicit tensor equation (25) can be efficiently solved by applying the integration algorithm proposed by Aravas [15] in the case of pressure dependent plasticity models. We follow this approach and state the resulting two nonlinear equation for the stress invariants.

$$p|_{n+1} = p^{\text{trial}}|_{n+1} - K \Delta E^{\text{in}}$$

(34)

$$\bar{\Sigma}|_{n+1} = \Sigma^{\text{trial}}|_{n+1} - 3G \Delta \bar{G}^{\text{in}}$$

(35)

The trial stress $\Sigma^{\text{trial}}$ is obtained from Eq. (25) by

$$\Sigma^{\text{trial}}|_{n+1} = \Sigma|_{n+1} + C : \Delta E .$$

(36)

The quantities $\Delta E^{\text{in}}$ and $\Delta \bar{G}^{\text{in}}$ are defined as

$$\Delta E^{\text{in}} = (\Delta \dot{E}^{\text{vp}} + \Delta \dot{E}^{\text{trip}}) : I = \Delta_v \Delta f_m$$

(37)

$$\Delta \bar{G}^{\text{in}} = \sqrt{\frac{2}{3}} \left( \Delta E^{\text{vp}} + \Delta E^{\text{trip}} - \frac{1}{3} I \Delta E^{\text{in}} \right) : \left( \Delta E^{\text{vp}} + \Delta E^{\text{trip}} - \frac{1}{3} I \Delta E^{\text{in}} \right)$$

$$= \Delta f_m \sqrt{\frac{2}{3}} R|_{n+1} + \frac{\Delta f}{3} \Theta^{\text{hom}}|_{n+1} \dot{\Sigma}|_{n+1} .$$

(38)

In order to compute the stress at the end of the increment, $\Delta \bar{G}^{\text{in}}$ and $f_m|_{n+1}$ are taken as the primary unknowns and the Eq. (30) and (38) are reformulated as residuals. The determination of the quantities at level of the single phases, namely $\dot{\epsilon}_{(r)}^{\text{vp}}|_{n+1}$, $\Theta|_{n+1}$, $\sigma|_{(r)}|_{n+1}$ and $\bar{\sigma}|_{(r)}|_{n+1}$ requires the solution of the system of equations defined by (26) to (29). According to the proposal in [6], the introduction of the ratio of the viscoplastic compliance $X_m = \frac{\Theta_m}{\Theta_a}$ allows for a reduction of the two nonlinear equations (27) to a single equation. In contrast to [6] the yield stresses in both phases are evaluated at the end of
the normalized stress deviator $M$. The differentiation of $f_3$ is carried out consistent with [16]. Note that the derivatives $\frac{\partial \Theta^{\text{hom}}}{\partial \sigma_a}$ and $\frac{\partial \Theta^{\text{hom}}}{\partial \sigma_m}$ also depend on $X_m$ and the solution of the system of implicit equations requires iterative methods, which are described in Sect. 3.2. Once the above equations are solved together with Eq. (30) and (38), the viscoplastic and the transformation strain can be updated based on the trial stress and determined quantities according to Eq. (23) and (24).

The use of an implicit integration scheme for the constitutive equations necessitates the computation of the consistent material tangent, which is defined as

$$C_\mathbf{l}_{n+1} = \frac{\partial \mathbf{M}}{\partial \mathbf{E}}_{n+1} = \mathbf{C} - \mathbf{C} : \mathbf{M}_{n+1} : \mathbf{C}.$$ (42)

The tensor $\mathbf{M}_{n+1}$ takes the form

$$\mathbf{M}_{n+1} = \frac{1}{3} \Delta \mathbf{I} + \frac{2}{3} \left( \frac{\partial \Delta \mathbf{G}^\text{im}}{\partial \mathbf{G}^\text{trial}}_{n+1} \otimes \mathbf{M}_{n+1} + \mathbf{M}_{n+1} : \mathbf{M}_{n+1} + \mathbf{G}^\text{im} \frac{\partial \mathbf{M}}{\partial \mathbf{G}^\text{trial}}_{n+1} \right).$$ (43)

The derivatives of $f_m$ and $\Delta \mathbf{G}^\text{im}$ with respect to the trial stress tensor are obtained by implicit differentiation of the residual form of Eq. (30) and (38). The differentiation of the normalized stress deviator $\mathbf{M} = \mathbf{S}/\Sigma$ is carried out consistent with [16]. Note that the resulting consistent material tangent is unsymmetric due to the mutual coupling between $f_m$ and $\Delta \mathbf{G}^\text{im}$.

### 3.2 Numerical solution of the nonlinear systems of equations

As mentioned in Sect. 3.1, iterative methods are required to solve the two systems of equations $(r_1, r_1)$, which are given by Eqs. (39) to (41) and Eq. (30) and (38), respectively. Due to the choice of independent variables in the corresponding systems, the staggered
solution procedure shown in Fig. 1 is proposed. In order to avoid iterates that are unphysical due to the irreversible nature of the inelastic processes and may lead to numerical difficulties, the following bounds are introduced (see Tab. 1).

<table>
<thead>
<tr>
<th>Bound</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 \leq \Delta \bar{G}_{\text{in}}$</td>
<td>$f_m</td>
</tr>
<tr>
<td>$0 \leq X_m</td>
<td>_{n+1}$</td>
</tr>
<tr>
<td>$\sigma^y_m</td>
<td>_n \leq \sigma^y_m</td>
</tr>
</tbody>
</table>

**Table 1:** Bounds on variables

![Staggered solution algorithm](image)

As Newton’s method is not intended for handling such bounds and truncating the Newton step may result in poor convergence when approaching a bound, an interior global method proposed by Bellavia et al. [8] is used. This method belongs to the group of affine trust-region methods and is able to solve problems of the kind

$$F(x) = 0, \quad l \leq x \leq u, \quad (44)$$

where $F$ is a system of nonlinear equations and $x$ is the vector of independent variables, while $l$ and $u$ denote given lower and upper bounds. As the use of such a method is not commonly employed in the context of constitutive modelling, the method is briefly described. When applying this method to solve Eq. (44), the computed steps are guaranteed to sufficiently reduce the norm $\|F(x)\|$ and to stay strictly inside the feasible region. This requires the solution of an elliptical trust-region problem

$$\min_{q} \{ m_k(q) : \|D_k q\| \leq \Delta_k \} \quad (45)$$

at every iteration $k$, where

$$m_k(q) = \frac{1}{2}\|F_k\| + F_k^T F_k' q + \frac{1}{2} q^T F_k'^T F_k' q . \quad (46)$$

The sufficient reduction is ensured by adjusting the step size of $q$ via the trust-region radius $\Delta_k$, while the scaling matrix $D_k$, which measures the distance of the current iterate to the bound, is used to adapt the current step $q$ in order to generate feasible iterates. According to [8] the method shows quadratic convergence even to solutions on the boundary of the feasible region and is not much more computational expensive than a conventional Newton iteration. Due to these favourable properties, the affine trust-region method is employed in the solution of both systems of equations ($r_1, r_{11}$) that arise from the implicit integration of the material model. The interested reader is referred to [8] for convergence proofs and implementation issues.
The material model presented in Sect. 2 is applied to describe the deformation behaviour of a newly developed CrMnNi cast TRIP-steel [1]. The model has been calibrated using data from both tensile and compression tests to account for the tension-compression asymmetry included in the model. The mechanical tests were carried out at room temperature under quasistatic loading conditions. Details of the employed parameter identification strategy are given in [17]. The identified parameters are included in the upper half of Tab. 2. Furthermore, the constant parameters listed in the lower half of Tab. 2 are used, which were obtained either by thermodynamical calculation ($g_0, g_1, g_2$), direct measurement ($K, G$) or have been assumed as in case of temperature and strain rate dependent material behaviour. In order to evaluate the capabilities of the calibrated model to predict the deformation behaviour under different inhomogeneous triaxial stress states, a series of notched tensile tests has been conducted. The corresponding specimens were manufactured with notch radii $R = \{1, 2, 4, 8\mm\}$. The measurements were accomplished under displacement control at a constant rate of 0.5\mm/min employing a servohydraulic test machine MTS Landmark 100. During the test, force and displacement were recorded utilizing the built-in load cell of the test machine and a MTS extensometer. Additionally, the notch radius and the diameter reduction at the notch root were measured during deformation by an optical extensometer. Consistent with the experiment, a gauge length $L = 35\mm$, an outer diameter $D = 12\mm$ and a diameter $d = 6\mm$ of the minimum section of the notched tensile specimen were used in the finite element model to simulate the notched tensile tests with the finite element code ABAQUS. Due to the symmetries intrinsic to the problem, only the upper half of the specimen is modeled, employing linear axisymmetrical elements (CAX4). The boundary value problem is depicted in Fig. 2. The displacement in positive $z$-direction is uniformly prescribed at the top of the specimen according to the experimental procedure. The experimentally determined force displacement curves for different notch radii are shown in Fig. 3 together with the corresponding

### Table 2: Material parameters

<table>
<thead>
<tr>
<th>$A_a$ [MPa]</th>
<th>$B_a$ [MPa]</th>
<th>$q_a$</th>
<th>$A_m$ [MPa]</th>
<th>$B_m$ [MPa]</th>
<th>$q_m$</th>
<th>$a_1$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>180</td>
<td>1564</td>
<td>0.83</td>
<td>1429</td>
<td>276</td>
<td>0.86</td>
<td>4.61</td>
<td>0.13</td>
</tr>
<tr>
<td>$\bar{g}_0$ [m/$\mm^3$]</td>
<td>$\bar{g}_1$ [m/$\mm^3$]</td>
<td>$s_g$ [m/$\mm^3$]</td>
<td>$R_0$</td>
<td>$R_1$</td>
<td>$n$</td>
<td>$\beta$</td>
<td>$\Delta_\varepsilon$</td>
</tr>
<tr>
<td>207</td>
<td>20</td>
<td>178</td>
<td>0.0284</td>
<td>0.0574</td>
<td>2.61</td>
<td>1.4</td>
<td>0.04</td>
</tr>
<tr>
<td>$M_s$ [$^\circ$C]</td>
<td>$M_d$ [$^\circ$C]</td>
<td>$K$ [MPa]</td>
<td>$G$ [MPa]</td>
<td>$g_0$ [m/$\mm^3$]</td>
<td>$g_1$ [m/$\mm^3$]</td>
<td>$g_2$ [m/$\mm^3$]</td>
<td>$g_3$</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>123077</td>
<td>77419</td>
<td>330</td>
<td>71.6</td>
<td>0.56</td>
<td>1</td>
</tr>
<tr>
<td>$\sigma^*_a$</td>
<td>$m_a$</td>
<td>$\varepsilon^0_a$ [s$^{-1}$]</td>
<td>$m_m$</td>
<td>$\varepsilon^0_a$ [s$^{-1}$]</td>
<td>$a_2$</td>
<td>$a_3$</td>
<td></td>
</tr>
<tr>
<td>387</td>
<td>30</td>
<td>0.001</td>
<td>40</td>
<td>0.001</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

4 RESULTS

The material model presented in Sect. 2 is applied to describe the deformation behaviour of a newly developed CrMnNi cast TRIP-steel [1]. The model has been calibrated using data from both tensile and compression tests to account for the tension-compression asymmetry included in the model. The mechanical tests were carried out at room temperature under quasistatic loading conditions. Details of the employed parameter identification strategy are given in [17]. The identified parameters are included in the upper half of Tab. 2. Furthermore, the constant parameters listed in the lower half of Tab. 2 are used, which were obtained either by thermodynamical calculation ($g_0, g_1, g_2$), direct measurement ($K, G$) or have been assumed as in case of temperature and strain rate dependent material behaviour. In order to evaluate the capabilities of the calibrated model to predict the deformation behaviour under different inhomogeneous triaxial stress states, a series of notched tensile tests has been conducted. The corresponding specimens were manufactured with notch radii $R = \{1, 2, 4, 8\mm\}$. The measurements were accomplished under displacement control at a constant rate of 0.5\mm/min employing a servohydraulic test machine MTS Landmark 100. During the test, force and displacement were recorded utilizing the built-in load cell of the test machine and a MTS extensometer. Additionally, the notch radius and the diameter reduction at the notch root were measured during deformation by an optical extensometer. Consistent with the experiment, a gauge length $L = 35\mm$, an outer diameter $D = 12\mm$ and a diameter $d = 6\mm$ of the minimum section of the notched tensile specimen were used in the finite element model to simulate the notched tensile tests with the finite element code ABAQUS. Due to the symmetries intrinsic to the problem, only the upper half of the specimen is modeled, employing linear axisymmetrical elements (CAX4). The boundary value problem is depicted in Fig. 2. The displacement in positive $z$-direction is uniformly prescribed at the top of the specimen according to the experimental procedure. The experimentally determined force displacement curves for different notch radii are shown in Fig. 3 together with the corresponding
results of the simulation. Reasonable good agreement between the results from the simulation and the experimental measurements is observed, although the model overestimates the force displacement curve in case of low stress triaxialities. It can be concluded that the model is able to capture the effect of stress triaxiality on the force displacement curve.

5 CONCLUSIONS

In the current paper the implementation of a macroscopic material model for TRIP-steels into the finite element code ABAQUS has been presented. A staggered solution procedure is used to solve the coupled systems of nonlinear equations, which result from the implicit integration of the constitutive model. The computation of infeasible solutions is avoided by applying an affine trust-region approach. The calibrated model is employed to predict the force displacement curve of notched tensile tests. Reasonable good agreement can be observed, if model predictions are compared to experimental results.
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Summary. This paper presents the influence of the plastic potential in the mechanical response of thermoplastic components. This study is based on a recently hyperelastic-viscoplastic constitutive model developed for polymeric materials. Assuming a non-associative plasticity framework different plastic potentials are considered in this study (e.g. isochoric, quasi-linear, parabolic and elliptic). The present model is intended to be used to characterize closer the matrix behavior of polymeric based composite materials under a micro-mechanics framework.

1 THE MBR CONSTITUTIVE MODEL

Polymers are increasingly being used in the transport industry, specially, in structural components related to passengers or pedestrian safety. In this direction, a new hyperelastic-viscoplastic constitutive model for thermoplastics (under isothermal conditions) has been developed by Polanco-Loria et al.1 (see Fig. 1). The model is a physically-based constitutive model, involving the typical mechanisms of the elastic behavior of polymers, i.e. relative rotation around backbone carbon-carbon bonds and entropy change by un-coiling molecule chains. In addition, viscoplastic flow associated with relative movement between molecules is included. Historically, the development of this model goes back to the work by Haward and Thackray2 and further developed by Boyce3 and Boyce et al.4, who assumed that the total stress was the sum of an inter-molecular and intra-molecular contribution denoted Part A and Part B, respectively.

Shortly, the elastic response of part A is described by a compressible Neo-Hookean material where the Cauchy stress tensor reads:

\[ \sigma_A = \frac{1}{J_A} \left[ \lambda \ln J_A' I + \mu (B_A' - I) \right] \] (1)
In addition, yield condition assumes a pressure-sensitivity criterion based on the work of Raghava et al.\textsuperscript{5}

\[
\bar{\sigma}_A = \frac{(\alpha - 1)I_{1,4} + \sqrt{(\alpha - 1)^2 I_{1,4}^2 + 12\alpha J_{2,4}}}{2\alpha}
\]  

(2)

In order to control the plastic dilatation, a non-associative flow rule is introduced where a Raghava-like plastic potential \( g_A \) is defined as

\[
g_A = \frac{(\beta - 1)I_{1,4} + \sqrt{(\beta - 1)^2 I_{1,4}^2 + 12\beta J_{2,4}}}{2\beta} \geq 0
\]  

(3)

With respect to the plasticity response of Part A (see Fig.1) the model was enhanced to include isotropic hardening/softening behavior according to Voce’s saturation model\textsuperscript{6}:

\[
R = \left( \sigma_{\text{sat}} - \sigma_T \right) \left[ 1 - \exp^{-H \pi p} \right]
\]  

(4)

where, \( R \) is the stress hardening level. The hardening/softening modulus is represented by \( H \), the saturation and yield tensile stress by \( \sigma_{\text{sat}} \) and \( \sigma_T \), respectively. Hence, for the hardening case \( \sigma_{\text{sat}} > \sigma_T \) while for the softening case \( \sigma_{\text{sat}} < \sigma_T \).

The part B includes the deformation gradient \( F_B = F_A = F \), representing the network orientation. The network resistance is assumed to be hyperelastic. The Cauchy stress-stretch relation is used as the original definition of Boyce et al.\textsuperscript{4}:

\[
\sigma_B = \frac{1}{J} \left[ \frac{C_R}{3} \frac{\sqrt{\lambda^N}}{\sqrt{\lambda}} \mathcal{L}^{-1} \left( \frac{\sqrt{\lambda}}{\sqrt{\lambda^N}} \right) (B^*_B - \lambda^2 I) \right]
\]  

(5)

The constitutive model requires 11 parameters to be identified:

- **Spring A** represents the initial elastic stiffness with a Neo-Hookean formulation. There are two elastic coefficients \( E \) (Young’s modulus) and \( \nu \) (Poisson’s ratio).
- **Friction element A** models the yielding process with pressure dependency and a non-associative flow rule. Three parameters in this friction element are needed: the uniaxial yield tensile stress \( \sigma_T \), the pressure sensitive parameter \( \alpha \) and the volumetric
plastic strain control parameter $\beta$. The hardening/softening behaviour necessitates two additional terms (see Eqn. 1): $H$ and $\sigma^{\text{sat}}$.

- **Dashpot A** is included to represent the rate dependence of the material. The visco-plastic multiplier uses a linear (log scale) strain rate law characterized by two parameters: the reference strain rate $\dot{\varepsilon}_0$ and the strain rate coefficient $C$.
- **Spring B** represents the elongation of the molecule chains, here modeled with a hyperelastic law. Only the distortional stress-stretch relation is used here where two hardening coefficients $C_\alpha$ and $N$ need to be identified.

\[
\sigma = \sigma_A + \sigma_B
\]

Figure 1: Constitutive model with inter-molecular (A) and network (B) contributions

A complete description of the parameter identification process has been proposed elsewhere\(^7\). The model will be referred here as the modified Boyce-Raghava (MBR) model.

## 2 INFLUENCE OF THE PLASTIC POTENTIAL

The original work\(^1\) proposes a non-associative plastic potential (see Eqn. 3) to handle the volumetric plastic flow, commonly observed in polymers. The apparently drawback of such proposal is the dilation behavior under compressive stresses. For this reason, a closer study on the importance of such plastic potential is considered here. In addition to the classical isochoric assumption three different potentials, all of them giving the *same volumetric* plastic contribution, have been considered: quasi-linear, parabolic (Eqn. 3) and elliptic. All of them can be calibrated to give the same plastic volumetric response in uniaxial tension. Qualitatively the quasi-linear model predicts less volumetric plastic strain than the parabolic and elliptic in the high triaxial state of stress. Only the elliptic model is capable of predicting compaction for negative pressures. This model however, requires an additional parameter. An illustration of the plastic potentials studied is indicated in Figure 2.
3 EXPERIMENTAL DATA USING A PP COPOLYMER MATERIAL

3.1 Introduction

The experimental results of a commercial impact-modified PP used for injection molded automotive exterior parts are used for illustration purposes. This PP compound is a 20% mineral filled and rubber modified. A complete description of the parameter identification process was proposed by Polanco-Loria et al. and the predictions of the constitutive model (assuming the original parabolic law) are presented in Figure 3. The material parameters assumed for the PP copolymer are indicated in Table 1.

<table>
<thead>
<tr>
<th>$E$ (MPa)</th>
<th>$\nu$</th>
<th>$C$</th>
<th>$\dot{e}_0$ (1/s)</th>
<th>$\sigma_T$ (MPa)</th>
<th>$\sigma_{Sat}$ (MPa)</th>
<th>$H$ (MPa)</th>
<th>$C_R$ (MPa)</th>
<th>$N$</th>
<th>$\beta$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>0.4</td>
<td>0.08</td>
<td>$2 \times 10^{-4}$</td>
<td>14.0</td>
<td>11.5</td>
<td>8.0</td>
<td>1.60</td>
<td>5.0</td>
<td>1.47</td>
<td>1.17</td>
</tr>
</tbody>
</table>
3.2 Material calibration for the quasi-linear, elliptic and isochoric plastic flow rules

The material identification procedure was applied to the quasi-linear, elliptic and isochoric assumptions based on the experimental tension test results of Fig. 3. As one can expect, the stress-strain response of these three models are similar, as illustrated in Fig. 4. In this figure we included the numerical and experimental response of the isochoric model. The differences between these responses clearly indicates damage activity in form of void grow and crazes formation.
4 CONCLUSIONS

- The study of the plastic potential on the mechanical response of thermoplastic components has been proposed.
- In addition to the isochoric assumption three potentials were considered: quasi-linear, parabolic and elliptic. With proper calibration all of them give the same response under uniaxial tension loading.
- Several examples of thermoplastic components will be given at the oral presentation (e.g. beam and plates)
- The present model is part of a new development to characterize closer the matrix behavior of polymeric based composite materials under a micro-mechanics framework.
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Abstract. The Johnson-Cook model is a material model which has been widely used for simulating the chip formation processes. It is a simple 5 parameter material model which predicts the flow stress at large strains, strain-rates and at high temperatures. These parameters are usually identified by determining the flow stress curves experimentally, and then using curve fitting techniques to find the optimal parameters to describe the material behaviour. However the state-of-the-art experimental methods can only rely on data obtained from strains of up to 50% and strain-rates of the order of $10^3$ per second, whereas in machining processes strains of more than 200% are reached at strain-rates of the order of $10^6$ or more. Therefore, the parameters obtained at much milder conditions have limited applicability when simulating machining.

In this paper an inverse method of material parameter identification from machining simulations is described. It is shown that by using the observables of a machining process such as the chip shape and cutting forces, the underlying material parameters can be identified. In order to achieve this, a finite element model of the machining process is created and simulation is carried out using a known standard parameter set from literature. The objective of the inverse method is to reidentify this set by using the chip shape and cutting forces. An error function is created using the non-overlap area of the chip shapes and the difference in the cutting forces. The Levenberg-Marquardt algorithm is used to minimise the error function.

It has been shown before that multiple sets of Johnson-Cook parameter sets exist which might give rise to indistinguishable chip shapes and cutting forces. In order to identify the
parameter set uniquely, simulations are performed at widely varying cutting conditions such as differing rake angles, cutting speeds and non-adiabatic conditions. Thus, material parameters which represent the material behaviour over a wide range can be identified.

1 INTRODUCTION

In a conventional machining process the material from a workpiece is removed using a harder tool material. Simulation of the material removal process by machining has been extremely challenging due to the complex character of the process. The removed material undergoes large plastic deformation (strains of more than 200%), at very high strain rates ($\sim 10^6 \text{ s}^{-1}$ or more) and is accompanied by a temperature rise of hundreds of degrees in the deformation zone. A number of material models have been suggested which take into account the before mentioned issues. Identification of material parameters for such models is usually done by material tests at varying strains, strain rates and temperatures. Split Hopkinson Bar tests are widely used for conducting high strain rate tests. The data obtained from such tests are used for parameter identification using curve fitting techniques. However due to physical constraints the material is usually deformed only upto 50% of plastic strain and at strain rates of the order of $\sim 10^3 - 10^4 \text{ s}^{-1}$. Therefore when simulating the chip formation process, strains and strain rates are extrapolated over several orders of magnitudes leading to erroneous simulation results.

The issue of material parameter determination for machining process has been addressed by different researchers. Jaspers and Dautzenberg [1] had proposed using Split Hopkinson Bar data for determining material parameters. However, the shortcomings of this method have been discussed in the previous paragraph. The approach of Tounsi et al.[2] and Shatla et al. [3] depends on using a theoretical model for estimating the material parameters. However the problem with this approach is that theoretical models are difficult to verify under the extreme conditions of large strains, strain rates and high temperatures. Another problem in such an approach is that material parameters can be varied to obtain a good match between the simulation results and experiments for a particular set of cutting conditions. However, when the cutting conditions are varied widely, the results fail to match outside the domain where they have been explicitly matched.

In this paper a method for inverse determination of material parameters is proposed. In Section 2 the Johnson-Cook material model is briefly described. In Section 3 the inverse identification problem is explained along with the description of the error function to be minimised and the finite element model that is used. The results are presented in Section 4. Finally conclusions are drawn in Section 5 and the line of future work is also suggested.

2 JOHNSON-COOK MATERIAL MODEL

The Johnson-Cook Model [4] is a five parameter material model which is used to describe material behaviour over a large range of strains, strain rates and temperatures.
Due to its simplicity and the low number of free parameters, this model is widely used in machining simulations. The flow stress $\sigma$ is expressed as

$$\sigma = \left( A + B\varepsilon^n \right) \left[ 1 + C \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right] \left[ 1 - \left( \frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}} \right)^m \right]$$  \hspace{1cm} (1)

where $\varepsilon$ is the plastic strain, $\dot{\varepsilon}$ is the strain rate, $\dot{\varepsilon}_0$ is the reference strain rate. $T$ is the temperature of the material, $T_{\text{melt}}$ is the melting point of the material and $T_{\text{room}}$ is the room temperature. The empirical constants are as follows: $A$ is the yield stress, $B$ is the pre-exponential factor, $C$ is the strain rate factor, $n$ is the work-hardening exponent and $m$ is the thermal-softening exponent.

3 INVERSE IDENTIFICATION PROBLEM

The cutting force, chip shape, chip temperature etc are observables in a machining process. These quantities are a function of the material behaviour and the cutting conditions. Using finite element simulations and keeping the cutting conditions identical to the machining experiment, it might be possible to inversely determine the material parameters. In order to test this hypothesis, a standard material parameter set is inversely reidentified using machining simulations. A standard simulation is done using a material parameter set from literature and while keeping the cutting conditions constant, test simulations are carried out in order to identify the standard parameter set. This methodology was also adopted because this way it was possible to keep the cutting conditions the same in case of standard simulations and the test simulations.

The material parameters for the test simulations were systematically varied during the inverse identification process. The inverse identification was conducted in two stages where the goal is to minimise the error function which is expressed as a sum of squares of non-linear functions. In the first optimisation stage the Levenberg-Marquardt algorithm was used and the converged set from this stage is used as the starting set during the second stage for which the Simplex algorithm is used. In a Levenberg-Marquardt algorithm, the parameters are changed in the direction of the steepest descent which is determined by evaluating a Jacobian. The amount of variation in this direction is determined by a damping parameter which is reduced during the course of the optimisation process so as to have a faster convergence and is increased when close to the minimum so that the steps become smaller and the minimum is not overstepped. In case of the Simplex algorithm, a simplex crawls towards the minimum using a set of reflection, expansion, contraction and reduction steps. An exhaustive explanation of the two algorithms can be found in literature [5, 6, 7].
3.1 Error Function

The aggregate error function takes into account the chip shape and the cutting force. The area of non-overlap between two chips is used as a measure of the chip shape error. The difference in the cutting force between the standard case and the test case is the measure of the cutting force error. In order to find the chip shape error, the standard chip and the test chip are superimposed and the region of interest where non-overlap is to be found is bound by a window. This region is then discretised by a number of horizontal lines. The intersection of the horizontal lines with the chip outlines is found out which gives the length of the line intercepted between the chip outlines. Using the distance between the discretising lines and the intercepted length, the elemental area of non-overlap is found which is summed over all the elemental areas to give the chip overlap error (Figure 1). The chip overlap error and the cutting force error are combined using a weighting factor $w$, which is used to balance the contribution of the two factors in the overall optimisation, to give an aggregate error function $\phi_i(x)$ (Equation 2). The value of $w$ used in this paper is $1/500 \text{ mm}^2 \text{ N}^{-1}$. The error function $\chi^2(x)$ is obtained by summing the square of the aggregate error functions over all the observations (Equation 3).

$$\begin{align*}
\phi_i(x) &= |e^A_i(x)| + w. |e^F_i(x)| \\
\chi^2(x) &= \frac{1}{2} \sum_{i=1}^{N} \phi_i^2(x) = \frac{1}{2} \sum_{i=1}^{N} \left( |e^A_i(x)| + w. |e^F_i(x)| \right)^2
\end{align*}$$

![Figure 1](image_url)

Figure 1: Estimation of chip overlap error. The region of interest is discretised by $n$ lines.

3.2 Finite Element Model

The two-dimensional adiabatic finite element model for machining simulation was made using the commercial finite element software ABAQUS 6.9-1 and consisted of a rigid tool meshed with R2D2 elements and a workpiece meshed with four node CPE4R elements.
Figure 2: Finite Element Model showing the boundary conditions and the non uniform meshing

(Figure 2). The workpiece was partitioned into three regions such that the top region formed the chip, the bottom region the machined workpiece and the intermediate region comprised of damageable elements which were removed from the simulation after a critical shear strain of 2.0 is exceeded. The cutting speed is fixed at 33.3 m/s and the simulation is conducted for 0.040 ms during which 500 frames are recorded. Friction is neglected throughout the simulation. In order to ensure that the optimisation takes into account a wider range of cutting conditions, two different values of rake angles were used, viz. 1° and 10°. The material properties used for the simulation have been shown in Table 1 and Table 2. The thermal properties of the material have been taken from [8].

\[ C_P = 92.78 + 0.7454T + \frac{12404 \times 10^3}{T^2} \text{ J kg}^{-1} \text{ K}^{-1} \]  

Table 1: Material properties for HY 100 steel [9, 10, 11]

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [kg m(^{-3})]</td>
<td>7860</td>
</tr>
<tr>
<td>Young’s Modulus [GPa]</td>
<td>205</td>
</tr>
<tr>
<td>Poisson’s Ratio</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 2: Johnson-Cook parameters for HY 100 steel [9, 10, 11] used in the standard simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) [MPa]</td>
<td>316</td>
</tr>
<tr>
<td>(B) [MPa]</td>
<td>1067</td>
</tr>
<tr>
<td>(C)</td>
<td>0.0277</td>
</tr>
<tr>
<td>(m)</td>
<td>0.7</td>
</tr>
<tr>
<td>(n)</td>
<td>0.107</td>
</tr>
<tr>
<td>(T_{\text{melt}}) [K]</td>
<td>1500</td>
</tr>
<tr>
<td>(T_{\text{room}}) [K]</td>
<td>300</td>
</tr>
<tr>
<td>(\dot{\varepsilon}_0) [s(^{-1})]</td>
<td>3300</td>
</tr>
</tbody>
</table>
The elements on the workpiece after coming in contact initially with the tool get badly crushed thereby reducing the characteristic length of such elements. This in turn reduces the stable time increment and thus increases the total simulation time. As a solution to this problem, the first 10% length of the workpiece is meshed with rectangular elements of dimensions $8.5 \times 6.25 \mu m$. The rest of the workpiece is meshed with square elements of dimensions $6.25 \times 6.25 \mu m$. The workpiece is finely meshed with 32 elements across the uncut chip thickness. A C++ code is written to read the deformed chip shape coordinates and the cutting force values. The values thus obtained are used with the minimisation algorithms which are available in the GNU Scientific Library [12]. From the two simulations which are conducted for the different rake angle values 15 observations, from frames 486 to 500, are taken from each to evaluate the error function.

4 RESULTS AND DISCUSSIONS

In order to keep the problem moderately difficult, only 3 Johnson-Cook parameters, viz. $A$, $B$ and $n$, are reidentified. Three different starting parameter sets are chosen for inverse identification. The first set is reasonably close to the standard parameter set, the second and the third sets are far from the standard parameter set (refer Table 3).

<table>
<thead>
<tr>
<th>Table 3: Standard and Starting parameter sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
</tr>
<tr>
<td>Standard Set</td>
</tr>
<tr>
<td>Starting Set Case 1</td>
</tr>
<tr>
<td>Starting Set Case 2</td>
</tr>
<tr>
<td>Starting Set Case 3</td>
</tr>
</tbody>
</table>

For the first stage of optimisation the Levenberg-Marquardt algorithm is chosen as it gives faster convergence towards the standard set. Transformed optimisation parameters are used as they were found to give better convergence [13].

4.1 Optimisation parameters

During a high speed machining process the material heats up due to the plastic work done. Since the process is very fast, the heat cannot be conducted away from the shear zone sufficiently quickly. The effective material behaviour due to the continuous heating of the material can be expressed by using adiabatic stress-strain curves, which can be drawn after taking into account the adiabatic heating of the material. The adiabatic stress-strain curves can be used to explain the chip formation process [14] and therefore they can also aid in determining the optimisation parameters for inverse determination.

Johnson-Cook parameters $A$ and $B$ can be varied from the standard values $A_s$ and $B_s$ in order to estimate the deviations between the corresponding adiabatic stress-strain
curves. The root mean squared error (Equation 5) between the curves expressed as

$$E_{rms}(A, B) = \frac{||\sigma_{adia}(A, B) - \sigma_{adia}(A_s, B_s)||}{\sqrt{M}}$$  \hspace{1cm} (5)

is a measure of such deviations. Here $\sigma_{adia}(A, B)$ is the set of points lying on the adiabatic stress-strain curve from parameters $A$ and $B$, $A_s$ and $B_s$ are the target Johnson-Cook parameters and $M$ is the total number of points. $|| \cdot ||$ is the Euclidean norm.

On plotting $E_{rms}$ w.r.t parameters $A$ and $B$, a valley containing the minimum is seen to run in the direction of $(A - B)$ (Figure 3). Consequently the direction $(A + B)$ is the direction of steepest ascent. New parameters $K$ and $L$ are defined such that

$$K = A + B \hspace{1cm} (6a)$$
$$L = A - B \hspace{1cm} (6b)$$

Using the transformed parameters (Equations 6a and 6b), the Johnson-Cook equation can be rewritten as

$$\sigma = \left( \frac{K + L}{2} + \frac{K - L}{2} \varepsilon^n \right) f(\dot{\varepsilon}, T) \hspace{1cm} (7)$$

where

$$f(\dot{\varepsilon}, T) = \left[ 1 + C \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right] \left[ 1 - \left( \frac{T - T_{room}}{T_{melt} - T_{room}} \right)^m \right] \hspace{1cm} (8)$$

The effectiveness of using such modified optimisation parameters has been shown in earlier papers [13, 15].
4.2 Simulation results

The starting parameter sets for the inverse identification have been shown in Table 3. In the first stage of optimisation Levenberg-Marquardt algorithm was used. The initial chip shapes and cutting forces are different from the standard chip shapes and cutting forces (specially in Case 3). The chip shapes at the end of each optimisation stage has been shown in Figure 4 and Figure 5. The standard chip is represented in green and the test chip in red. At the end of the first stage the chip shapes (Figure 4(a), 4(b) and 5(a), 5(b)) and cutting forces (Figure 6(a) and 6(b)) show substantial improvement. This was found to work consistently well with all the three cases. The test adiabatic stress-strain curves are also seen to come closer towards the standard adiabatic stress-strain curve (Figure 7(a), 7(b) and 7(c)). At the end of the first stage the solution could not be further improved by using the Levenberg-Marquardt algorithm.

![Figure 4: Chip shapes (rake +10°) at different stages of optimisation for Case 3](image)

In order to further improve the solution and checking the feasibility of reidentifying the parameters robustly, a second stage of optimisation was carried out using the downhill simplex algorithm. At the end of the optimisation, the chip shapes (refer Figure 4(c) and 5(c)), the cutting forces and the adiabatic stress-strain curves were found to match exactly (Figure 7(a), 7(b), 7(c)). Despite having a near perfect match of chip shapes, cutting forces and adiabatic stress-strain curves, the converged Johnson-Cook parameter sets are not unique [16]. Some non-unique parameter sets can be eliminated by using wide ranges of cutting conditions.

5 CONCLUSION

In this paper a two stage inverse material parameter determination method was discussed. An error function was defined by taking into account the chip shape and the cutting force. Levenberg-Marquardt and Downhill Simplex methods were used for the minimisation of the error function. The two stage optimisation process is found to be
Figure 5: Chip shapes (rake 0°) at different stages of optimisation for Case 3

Figure 6: Cutting force at the end of different stages of optimisation

Table 4: Converged parameter sets at the end of stage 1 and stage 2

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th></th>
<th>Case 2</th>
<th></th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>n</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Stage 1</td>
<td>287.11</td>
<td>935.36</td>
<td>0.080</td>
<td>943.6</td>
<td>435.6</td>
</tr>
<tr>
<td>Stage 2</td>
<td>449.4</td>
<td>943.9</td>
<td>0.126</td>
<td>942.4</td>
<td>445.3</td>
</tr>
<tr>
<td></td>
<td>650.6</td>
<td>549.3</td>
<td>0.151</td>
<td>707.7</td>
<td>684.4</td>
</tr>
</tbody>
</table>
robust as the original chip shape and cutting force can be reidentified after starting from substantially different initial parameter sets. It is also observed that after optimisation, the adiabatic stress-strain curve of the converged parameter set matches that of the standard parameter set. It was also observed that the converged parameter sets were not unique.

Thus using inverse identification techniques, it is possible to identify material parameters. In order to eliminate some of the non-unique parameter sets, the cutting conditions must be varied widely. Further work must be done in order to find the good search directions which lead to quicker identification of material parameters. Such improved optimisation strategies can substantially reduce the computational costs.
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Summary. A plastic torsional analysis of structural steel I-section members subject to torsion is presented in this paper. A method of plastic torsional analysis that is much simpler than elastic analysis is proposed, and it is validated against results obtained from advanced computational plastic models. The load factor at plastic collapse is obtained from the sum of the independent load factors for uniform-torsion plastic collapse and warping-torsion plastic collapse. The proposed plastic torsional analysis allows a method of plastic design to be used for torsion that is much simpler and more economical than first yield design. The use of plastic analysis and design will facilitate the design of steel torsion members and lead to more economical structures.

1 INTRODUCTION

Despite their importance, torsional actions are rarely considered in the design of steel structures, because of the difficulty in analysing them. Torsion in a thin-walled steel member is resisted by a combination of the resistance to uniform torsion developed by shear stresses, and the resistance to warping torsion developed by equal and opposite flange bending and shear actions. While an elastic theory for combining these two torsional actions is well developed, its solutions are sufficiently difficult to discourage its use in routine design.

Elastic analysis can be used for first-yield designs. However, this is likely to be extremely conservative, not only because of the significant difference between first yield in a cross-section and its full plasticity, but also because of the unaccounted for but significant reserve of strength. This situation contrasts strongly with that in the design braced steel beams, where the use of plastic analysis not only simplifies the analysis of redundant beams, but also allows due account to be taken of both the difference between first yield and full plasticity, and of the plastic redistribution as the collapse mechanism forms.

The results of advanced computational elastic-plastic analyses reported by Pi and Trahair1, 2 and Pi et al.3 have validated a simple method of predicting plastic torsional collapse. In this
method, the full plastic collapse capacities of a member in torsion are evaluated separately for uniform and warping torsion, and then added together. This method allows a direct transfer of the methods of analysis for the plastic collapse of beams in bending to the plastic collapse of members under non-uniform torsion.

This paper explains and demonstrates the use of this method of analysing the plastic collapse of members in torsion. The method is simple to use, and comparisons with experimental results and computational non-linear elastic-plastic analysis\textsuperscript{1-3} have demonstrated that it is conservative. The use of plastic analysis avoids the conservatism of first-yield analysis and design, because it accounts for the spread of plasticity across the critical sections and the redistribution of torsional actions. Design that is based on plastic analysis of torsion will lead to significant economies over first yield designs based on elastic analysis, and is much needed in design codes of practice for steel structures.

2 TORSIONAL BEHAVIOUR

2.1 Linear elastic behaviour

For the linear elastic torsional analysis of steel beams, the steel is assumed to be linear and the twist rotations are assumed to be small, so that the twists are proportional to the applied torques as shown in Fig. 1.

The elastic methods of linear torsion analysis are well established\textsuperscript{4}. The engineering method consists of two parts: cross-section analysis that relates the stresses to the stress resultants; and linear member analysis that relates the twist rotations and stress resultants to the applied torsional loading. The combination of these two parts allows the twist rotations and stresses to be predicted. The linear elastic method of torsion analysis is most logically used for serviceability design. Under service loading, most of the member remains elastic, and the linear elastic analysis closely predicts twist rotations. These and any related deflections
can then be assessed by comparing them with what are considered to be limiting values. Linear elastic torsion analysis is used less logically for strength design, because yielding usually takes place well before the ultimate torsion capacity is reached. Nevertheless, the absence of accepted methods of failure prediction has forced designers to use the linear elastic method to predict the stresses caused by the strength design loads and to compare them with limiting values that are usually related to the yield stress. This method generally gives very conservative strength predictions.

When a member is subjected to a torque $m_z$ distributed uniformly along its length, the differential equation of equilibrium for linear analysis can be written as

$$GJ \frac{d^2\phi}{dz^2} - EI_w \frac{d^4\phi}{dz^4} = m_z,$$

where $E$ and $G$ are the Young’s modulus and shear modulus of elasticity, $J$ is the section torsional constant, $I_w$ is the section warping constant, $\phi$ is the angle of twist rotation of the cross-section, and $z$ is the coordinate along the member.

Eq. (1) can be solved for different boundary conditions, which may include the kinematic boundary conditions such as twist rotation prevented ($\phi = 0$), warping prevented ($d\phi/dz = 0$), warping free ($d^2\phi/dz^2 = 0$), and the static boundary condition given by

$$GJ \frac{d\phi}{dz} - EI_w \frac{d^2\phi}{dz^2} = M_z$$

where $M_z$ is the torque acting at the beam ends.

The linear elastic behaviour of a member in torsion is terminated by the occurrence of first yield at a point in the member as indicated in Fig. 1. First yield in ductile materials under combined normal and shear stresses is usually modelled using the von Mises (circular) interaction equation. When applied to combinations at a point of warping normal stresses $f_w$ due to warping torsion with shear stresses $\tau_u$ due to uniform torsion and warping shear stress $\tau_w$ due to warping torsion, this becomes

$$(f_w/f_y)^2 + [(\tau_u + \tau_w)/\tau_y]^2 = 1 \quad \text{with} \quad \tau_y = f_y/\sqrt{3}$$

where $f_y$ is the normal yield stress and $\tau_y$ is the shear yield stress.
The stresses $f_w$ and $\tau_u$ vary in different ways around the cross-section (Fig. 2(a) and 2(c)) and along the member, and so the point at which first yield occurs may be quite difficult to determine. However, the different locations of the maximum values of $f_w$ and $\tau_u$ often lead to a low value of one of these coinciding with the maximum value of the other. Consequently, a good approximation for first yield is often obtained by considering the separate conditions $f_w = f_y$ and $\tau_u = \tau_y$.

Numerical methods such as finite element methods can be developed based on Eq. (1) and material nonlinearity such as shown in Fig. 3 for the linear elastic-plastic torsional analysis (i.e. the geometrically linear and material nonlinear analysis). When strain hardening is neglected, the finite element result of the linear elastic-plastic torsional analysis is shown in Fig. 1 by the dotted line, which indicates that the torque approaches a limiting value (the broken line) as shown in Fig. 1, which corresponds to plastic collapse of the cross-section.

Figure 3: Stress-strain relationship for structural steel

2.2 Nonlinear Elastic-Plastic Behaviour and Large Twists and Failure

The normal stress/normal strain curve of structural steel is usually modelled as being elastic-plastic-strain hardening, as shown in Fig. 3. After first yield occurs, the torque-twist rotation relationship becomes nonlinear, as indicated in Fig. 1. The differential equations of equilibrium for nonlinear elastic-plastic torsion of I-section members are given by:

$$d[AE(d\phi/dz) + EI_p((d\phi/dz)^2/2)]/dz = 0 \quad (4)$$

and

$$GJ(d^2\phi/dz^2) + d[AE(dw/dz) + EI_p((d\phi/dz)^2/2)](d\phi/dz)}/dz - EI_u(d^3\phi/dz^3) = m_z \quad (5)$$

where $A$ is the area of the cross-section and $I_p$ is defined by $I_p = \int_A (x^2 + y^2)dA$.

The corresponding static boundary conditions are given by

$$AE(dw/dz) + EI_p((d\phi/dz)^2/2) = 0 \quad , \quad (6)$$

and

$$GJ(d\phi/dz) + [AE(dw/dz) + EI_p((d\phi/dz)^2/2)](d\phi/dz) - EI_u(d^3\phi/dz^3) = M_z \quad . \quad (7)$$

The finite element result based the differential equations of equilibrium for the nonlinear elastic-plastic analysis given by Eqs. (4) and (5) is shown in Fig. 1 by the solid line, which is much higher than the limiting value (the broken line). Hence, it is conservative to use the limiting value of the torque as the plastic collapse torque.
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The assumption of linear twist rotation analysis ignores the secondary longitudinal Wagner stresses $f_Q$ associated with the relative extensions of the fibres of the cross-section away from the axis of twist (Fig. 3(b)). At small twist rotations these stresses are secondary and have little effect as shown in Fig. 1. However, at large twist rotations, they lead to significant longitudinal tensions in the regions of the flange tips, which increases the resistance of the member to torsion, as shown in Fig. 1. Final failure of the member is by tensile rupture at the flange tips and at a torque that is significantly higher than the plastic collapse torque. The plastic-collapse torque provides a quite conservative estimate of the strength of a member in torsion. Although this is not unlike the conservatism of bending plastic-collapse mechanisms of beams under moment gradient caused by strain-hardening effects, the degree of conservatism of torsion plastic-collapse mechanisms is significantly greater.

3 PLASTIC-COLLAPSE ANALYSIS OF TORSION

3.1 General

In the simple method described here of analysing the plastic collapse of a member in torsion, independent analyses are made for the plastic collapse in uniform torsion and in warping torsion to determine their collapse load factors $\lambda_{up}$ and $\lambda_{wp}$ and the actual plastic collapse load factor $\lambda_p$ is approximated using

$$\lambda_p = \lambda_{up} + \lambda_{wp}. \quad (8)$$

This very simple approximation assumes no interaction at plastic collapse between uniform and warping torsion, and assumes that the separate plastic collapse capacities are additive. The errors due to these assumptions are on the unsafe side when compared with more accurate linear elastic-plastic analyses, but are very small and on the safe side when compared with accurate nonlinear elastic-plastic analyses, because (1) the warping torsion shear strains are small; (2) the yielding and plasticity interactions between normal and shear stresses, which are described by circular interaction equations given by Eq. (3), are small; (3) sections that are fully plastic due to warping torsion often occur at different locations along the member than those that are fully plastic due to uniform torsion. The unsafe errors caused by these assumptions are more than compensated for by the conservatism of ignoring the strengthening effects of strain hardening, and the strengthening effects of the Wagner stresses at large rotations.

3.2 Uniform-Torsion Plastic Collapse

When uniform torsion provides the only method of resisting applied torques, a collapse mechanism develops when a sufficient number of cross-sections of the member become fully plastic in uniform torsion, as shown for example, in Fig. 4.

These fully plastic sections are usually located at the supports where the reaction torques act. The sand-heap analogy can be used to analyse a thin-walled open section to approximate the uniform-torsion plastic torque.
\[ M_{up} \approx \tau_y \sum (bt^2 / 2) \]  

in which \( b \) and \( t \) are the width and thickness of each rectangular element of the cross-section. For an I-section, the uniform torsion plastic torque is given by

\[
M_{up} = \tau_y \left[ b_f \left( t_f \left( 1 - t_f / 3b_f \right) + b_w t_w^2 / 2 + t_w^3 / 6 \right) \right],
\]

in which \( b_f \) is the flange width; \( t_f \) is the flange thickness; \( b_w \) is the web depth between flanges; and \( t_w \) is the web thickness.

An example of a uniform-torsion plastic-collapse mechanism is shown in Fig. 4. In this case, a general rigid-body twist rotation occurs when a uniform-torsion plastic hinge has formed at each end. In general, plastic hinges will develop progressively until the collapse mechanism forms. For the example shown in Fig. 4, the uniform-torsion plastic-collapse load factor is

\[ \lambda_{up} = 2M_{up} / T. \]  

![Figure 4: Uniform torsion plastic collapse](image)

It is noted in Fig. 4 that preventing warping at the ends is ineffective in uniform torsion, because warping torsion is not accounted for. Other examples of uniform-torsion plastic-collapse mechanisms are shown in Fig. 5.

![Figure 5: Uniform-torsion plastic-collapse mechanism](image)
3.3 Warping Torsion Plastic Collapse

When warping torsion provides the only method of resisting applied torques, a collapse mechanism develops when there are a sufficient number of warping hinges (frictionless or plastic) to transform the member into a mechanism. In the case of an equal-flanged I-section member, these warping hinges transform each flange into a flexural collapse mechanism, as shown in Fig. 6. Warping hinges often occur at supports or at points of concentrated torque. When there are distributed torques, then the location of the warping hinges may lie between points of concentrated torque, and may not be conspicuous. In this case, the location may be guessed, and the upper- and lower-bound techniques of plastic analysis are used to determine a sufficiently accurate collapse load factor.

![Figure 6: Warping torsion plastic collapse](image)

![Figure 7: Warping torsion plastic collapse mechanism](image)
The fully plastic bimoment $B_p$, at which warping hinges form in an equal-flanged I-section is given as \(^4\)
\[ B_p = M_{fp} h \quad \text{with} \quad M_{fp} = f_p b_j^2 t_f / 4 \quad \text{and} \quad h = b_w + t_f \]  
(12)
in which $M_{fp}$ is the flange plastic moment and $h$ is the distance between the flange centroids.

The warping-torsion plastic-collapse load factor $\lambda_{wp}$ of an equal-flanged I-section torsion member can be found from the flexural plastic collapse loads for the flanges, which can be analysed by the methods of analysing plastic collapse in flexural structures\(^4\). An example of a warping-torsion plastic-collapse mechanism is shown in Fig. 6. In this case, there are frictionless hinges at the end that is free to warp, and general twist rotation occurs when each flange forms a collapse mechanism with plastic hinges at the other end and within the member length. In general, plastic hinges will develop progressively until the flange collapse mechanisms form. The warping plastic torque for the example in Fig. 6 is given by
\[ M_{wp} = V_{fp} h \quad \text{with} \quad V_{fp} = \frac{dM_f}{dz} \]  
(13)
with the gradient of the flange moment $dM_f/dz$ being given by $M_{fp}/a$ and $2M_{fp}/(L-a)$ (Fig. 6(b)). Thus the warping torsion collapse load factor is given by
\[ \lambda_{wp} = \frac{M_{wp}}{T} = \frac{M_{fp} h}{T} \left( \frac{1}{a} + \frac{2}{L-a} \right). \]  
(14)

Other examples of warping-torsion plastic-collapse mechanisms are shown in Fig. 7.

4 A NUMERICAL EXAMPLE

A 4,500 mm long torsion member and its torsional loading are shown in Fig. 8. The I-section dimensions are $b_f = 420$ mm; $t_f = 30$ mm; $b_w = 400$ mm; and $t_w = 22$ mm. The normal yield stress is $f_y = 250$ N/mm\(^2\); and the uniformly distributed torque is 150 kNm/m.

From Eq. (3), the shear yield stress is obtained as $\tau_y = f_y / \sqrt{3} = 250 / \sqrt{3} = 114.34$ N/mm\(^2\).

The uniform torsion collapse torque can be obtained from Eq. (10), as
\[ M_{wp} = \tau_y \left[ b_f t_f^2 \left( 1 - t_f / 3b_f \right) + b_w t_w^2 / 2 + t_w^2 / 6 \right] \]  
\[ = 114.34 \times \{ 420 \times 30^2 \times [1 - 20 / (3 \times 420)] + 400 \times 22^2 / 2 + 22^2 / 6 \} = 53.81$ KNm

while the warping torsion collapse torque can be obtained from Eq. (12) as
\[ M_{fp} = f_p b_j^2 t_f / 4 = 250 \times 420^2 \times 30 / 4 = 330.75$ KNm .

The uniform torsion collapse factor is the obtained from Eq. (11) as
\[ \lambda_{wp} = 2M_{wp} / T = 2 \times 53.81 \times 10^6 / (150 \times 10^3 \times 4500) = 0.1594. \]  
(17)
The warping-torsion flange plastic-collapse mechanism is not obvious, but an upper-bound solution can be obtained by assuming that plastic flange hinges occur at mid-span, as shown in Fig. 8. In this case, a virtual work analysis of each flange mechanism leads to

\[ \delta W = (\lambda_{wp} T/L h)(L^2 \delta \theta / 4) \]  

(18)

for the external work done by the distributed flange loads \( T/L h \), and

\[ \delta U = 3M_{fp} \delta \theta \]  

(19)

for the internal work absorbed at the plastic hinges, in which \( \delta \theta \) is the virtual rotation of each half flange.\(^4\) An upper bound is obtained from the inequality \( \delta W \leq \delta U \), so that

\[ \lambda_{wp} \leq 12 M_{wp} h / TL^2. \]  

(20)

A lower bound is found by determining that at this load factor, the maximum flange moment is \( 25 M_{fp}/24 \), so that

\[ \lambda_{wp} \leq 12 M_{wp} h / TL^2 \times (24/25) = 11.52 M_{wp} h / TL^2, \]  

(21)

which is very close to the exact solution\(^4\)

\[ \lambda_{wp} = \frac{(6 + 4\sqrt{2})M_{fp} h}{TL^2} \approx 11.66 M_{fp} h / TL^2. \]  

(22)

The warping torsion collapse factor can then be obtained as

\[ \lambda_p = \frac{11.66 M_{fp} h}{TL^2} = \frac{11.66 \times 330.75 \times 10^6 \times 430}{150 \times 10^3 \times 4500^2} = 0.546. \]  

(23)

Finally, the torsion collapse factor is obtained from Eq. (8) as

\[ \lambda_p = \lambda_{up} + \lambda_{wp} = 0.1594 + 0.546 = 0.7054. \]  

(24)

5 CONCLUSIONS

- Hand methods for the linear elastic analysis of the non-uniform torsion of thin-walled
steel members are difficult to carry out, but first-yield methods of design based on elastic analyses are unnecessarily conservative.

- This paper presents and demonstrates a very simple method of analyzing the plastic collapse of equal-flanged I-section members in torsion. The method can be used manually, and is no more difficult than the plastic-collapse analysis of beams in bending. Comparisons have demonstrated that the method produces predictions that are very close to those of more accurate linear elastic-plastic analyses, and substantially less than test results and predictions of nonlinear large-rotation elastic-plastic analyses.

- The use of plastic analysis avoids the conservatism of first yield analysis and design, because it accounts for the spread of plasticity across the critical sections and the redistribution of torque that occurs in redundant members after the first hinge forms. Designs based on plastic analyses of torsion will lead to significant economies over first yield designs based on elastic analysis.
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Abstract. To make possible the description of deformation of materials with different
resistance to tension and compression, the rheological method is supplemented by a new
element, a rigid contact, which serves for imitation of a perfectly granular material with
rigid particles. By using a rigid contact in combination with conventional rheological
elements the constitutive equations of granular materials and soils with elastic-plastic
particles and of porous materials, like metal foams, are constructed.

1 INTRODUCTION

The theory of granular materials is among the most intensively developing fields of
mechanics because the area of its application is very wide. In spite of the fact that
the foundations of this theory have been laid even at the dawn of the development of
continuum mechanics in the classical works by Coulomb and Reynolds, by now the theory
is still far from completion. The main difficulties are caused by drastic difference in
behaviour of granular materials in tension and compression experiments. Essentially
all of known natural and artificial materials possess this property of heteroresistance
(heterostrength) to some extent. For some of them, differences in modulus of elasticity,
yield point, or creep diagram obtained with tension and compression are small to an
extent that they should be neglected. However, in the studies of alternating-sign strains
in granular materials, these differences may not be neglected. In addition, mechanical
properties of granular materials, as a rule, depend on a number of side factors such
as inhomogeneity in size of particles and in composition, anisotropy, fissuring, moisture
etc. This results in low accuracy of experimental measurements of phenomenological
parameters of models.

At the present time, two classes of mathematical models corresponding to two different
conditions of deformation of a granular material (quasistatic conditions and fast motion
ones) have been formed [1]. The first class describes behaviour of a closely packed medium at compression load on the basis of the theory of plastic flow. In the space of stress tensors conical domains of admissible stresses rather than cylindrical ones, as in the perfect plasticity theory, satisfy these conditions. In the second class, a loosened medium modeled as an ensemble of a large number of particles in the context of the kinetic gas theory is considered.

To study quasistatic conditions of deformation, the stress theory in statically determinate problems which is applied in soil mechanics is developed. The case of plane strain is best studied by Sokolovskii [2], and the axially symmetric case – by Ishlinskii [3]. Velocity fields in these problems are defined according to the associated flow rule considered by Drucker and Prager [4]. Mróz and Szymanski [5] showed that the special nonassociated rule provides more accurate results in the problem on penetration of a rigid stamp into sand. A common disadvantage of these approaches lies in the fact that, when unloading, in the kinematic laws of the plastic flow theory a strain rate tensor is assumed to be zero, hence, deformation of a material is possible only as stresses achieve a limiting surface. From this it follows, for example, that a loosened granular material whose stressed state corresponds to a vertex of admissible cone can not be compressed by hydrostatic pressure since to any state of hydrostatic compression there corresponds an interior point on the axis of the cone. This is in contradiction with a qualitative pattern.

Kinematic laws turn out to be applicable in practice in the case of monotone loading only. Constitutive equations of the hypoplasticity in application to soil mechanics have a similar disadvantage [6, 7], because tension and compression states in them differ from one another in sign of instantaneous strain rate rather than in sign of total strain.

The equations of uniaxial dynamic deformation of a granular material, correct from the mechanical point of view, being a limiting case of the equations of heteromodular elastic medium [8], were studied by Maslov and Mosolov [9]. Phenomenological models of a spatial stressed-strained state of a cohesive soil for finite strains were proposed by Grigoryan [10] and Nikolaevskii [11]. The works [12, 13] are devoted to generalization of fundamentals of the plasticity theory for description of dynamics and statics of granular materials.

A spatial model of fast motions was proposed by Savage [14], who compared the solution of the problem on channel flow with experimental results, in particular, with those of Bagnold. Goodman and Cowin [15] developed a model for the analysis of gravity flow of a granular material. Nedderman and Tüzün [16] constructed a simple kinematic model which allows one to simulate an experimental pattern of steady-state outflow from funnel-shaped bunkers.

Nevertheless there is no a simple mathematical model which can be applicable both in the case of quasistatics and in the case of fast motions to describe the stagnant zones in a granular flow. The efforts to construct such model give only some limited applications for one-dimensional shear motions.
Porous metals are new artificial materials that can find wide application in engineering, thanks to the low density and good damping properties. The ability of porous metals effectively absorb energy during plastic deformation opens up the prospects of their use for production of the car bumpers and elements of the car body, so called “crushed” zones. They can be also used in reducers and drives as destructible fuses which dissipate the energy of dynamic impact, preventing the destruction of all mechanical system.

Similar to granular materials, their deformation properties significantly differ in tension and compression, which is typical virtually for all porous materials. Under tension, the stages of elastic deformation of the skeleton and plastic flow up to fracture are distinguished. Under compression, the stages of elastic and plastic deformation of the skeleton up to the collapse of pores, and the subsequent stage of elastic or elastic-plastic deformation of a solid, non-porous material are distinguished. In the case of small pore sizes, the collapse may occur in the elastic stage with the appearance of plasticity only at sufficiently high levels of loading at the last stage.

Currently the technology of production of metal foams on the basis of aluminum, copper, nickel, tin, zinc and other metals is worked out. Extensive experimental researches of mechanical properties of such materials are carried out. The diagrams of uniaxial tension and uniaxial compression on an example of aluminum foam and porous copper were obtained in [17, 18]. The paper [19] deals with problems of the wear resistance and the cyclic fatigue of porous metals.

Theoretical results related to the construction of constitutive equations and to the analysis on this basis of a spatial stressed-strained state of structural elements of a metal foam, according to available publications, are practically not studied. Still more difficult to construct a universal model for the description of a spatial stressed-strained state. Performing of adequate computations based on discrete models of a metal foam as a structurally inhomogeneous material is possible only with using the multiprocessor systems which have high speed and large amounts of RAM.

In this paper a simple method for constructing constitutive equations of granular and porous materials based on the rheological approach is suggested.

2 GRANULAR MATERIALS

Rheology is the basis of the phenomenological approach to the description of a stressed-strained state of materials with complex mechanical properties. As a rule, for the models obtained with the help of rheological method, solvability of main boundary-value problems can be analyzed and efficient algorithms for numerical implementation can be easily constructed. At the same time, with the use of conventional rheological elements (a spring simulating elastic properties of a material, a viscous damper, and a plastic hinge) only, it is impossible to construct a rheological scheme for a medium with different resistance to tension and compression or for a medium with different ultimate strengths under tension and compression. To make it possible, the rheological method is supplemented by a new element, a rigid contact (see Fig. 1a), which serves for imitation of a perfectly granular
material with rigid particles [20]. Under compressive stresses this element doesn’t deformed. If stress is equal to zero then strain may be arbitrary positive value. Tensile stresses aren’t admissible. Rheological models of perfectly elastic and elastic-plastic granular media are represented in Figs. 1b and 1c. In the case of compression such media are either in elastic state or in plastic one, but in the case of tension the stresses are equal to zero. By different combining these elements with viscous element, one can construct rheological models of more complex media.

Mathematical model of a rigid contact (perfectly granular medium with rigid particles) is reduced to the system of relationships

\[
\sigma \leq 0, \quad \varepsilon \geq 0, \quad \sigma \varepsilon = 0.
\]

It is possible to represent it in the form of variational inequalities

\[
(\bar{\varepsilon} - \varepsilon) \sigma \leq 0, \quad \varepsilon, \ \bar{\varepsilon} \geq 0, \quad (\bar{\sigma} - \sigma) \varepsilon \leq 0, \quad \sigma, \ \bar{\sigma} \leq 0,
\]

each of which assumes the potential representation

\[
\sigma \in \partial \varphi(\varepsilon), \quad \varepsilon \in \partial \psi(\sigma).
\] (1)

Here \(\varphi\) and \(\psi\) – the potentials of stresses and strains – are the indicator functions, equal to zero on cones \(C = \{\varepsilon \geq 0\}\) and \(K = \{\sigma \leq 0\}\) respectively, and equal to infinity outside of these cones. These functions are denoted as \(\delta_{C}(\varepsilon)\) and \(\delta_{K}(\sigma)\). The symbol \(\partial\) serves for designation of a subdifferential, the arbitrary variable values are denoted by a wave.

Generalization of the model, schematically represented in Fig. 1a, on the case of a spatial stressed-strained state is easily constructed on the basis of inclusions (1). For that it is necessary to set the convex cone \(C\) in the space of strain tensors or the cone \(K\) in

\begin{figure}[h]
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\caption{Rheological models of a granular material: rigid (a), elastic (b) and elastic-plastic (c).}
\end{figure}
the space of stress tensors. If one of these cones is known then another one is found as conjugate:

\[ K = \{ \sigma | \sigma : \varepsilon \leq 0 \quad \forall \varepsilon \in C \}, \quad C = \{ \varepsilon | \sigma : \varepsilon \leq 0 \quad \forall \sigma \in K \} \]

(the colon denotes the convolution of tensors). Corresponding potentials – the indicator functions of cones \( C \) and \( K \) – are dual, i.e. they are determined one by another with the help of the Young transformation

\[
\varphi(\varepsilon) = \sup_{\sigma} \{ \sigma : \varepsilon - \psi(\sigma) \}, \quad \psi(\sigma) = \sup_{\varepsilon} \{ \sigma : \varepsilon - \varphi(\varepsilon) \}.
\]

Known experimental results on the deformation properties of compact sands confirm the hypothesis about elastic state of a medium under stresses, close to hydrostatic compression. Such stresses are interior points of the cone \( K \). For an elastic granular medium (Fig. 1b) \( \psi = \sigma : a : \sigma/2 + \delta_K(\sigma) \), where \( a \) is the tensor of moduli of elastic compliance of fourth rank, corresponding to the model of an elastic element. The constitutive relationships (1) are reduced to the Haar–Karman inequality [20]

\[
(\tilde{\sigma} - \sigma) : (a : \sigma - \varepsilon) \geq 0, \quad \sigma, \tilde{\sigma} \in K.
\]

(2)

Taking into account the symmetry and the positive definiteness of the tensor \( a \), it is possible to show that the solution of inequality (2) is the tensor of stresses \( \sigma = s^\varepsilon \), equals to the projection of the conditional stress tensor \( s \), determined from the linear Hooke law \( a : s = \varepsilon \), onto \( K \) with respect to the norm \( |\sigma|_a = \sqrt{\sigma : a : \sigma} \).

For a medium possessing plastic properties, rheological scheme of which is represented in Fig. 1c, the strain tensor is decomposed into the sum of elastic and plastic components: \( \varepsilon = \varepsilon^e + \varepsilon^p \). The tensor of elastic strain satisfies the inequality (2), taking into account the property of granularity of a medium. For the plastic strain rate tensor the constitutive relationships of the flow theory

\[
\sigma \in \partial \eta(\dot{\varepsilon}^p)
\]

are correct. Here \( \eta \) is the dissipative potential of stresses being a convex positive homogeneous function of the strain rates, the dot over a symbol serves to indicate the time derivative. Homogeneity of this potential is the consequence of independence of the process of plastic deformation on time scale. By virtue of this property, the dual potential \( \chi(\sigma) \) – the Young transformation of the function \( \eta(\dot{\varepsilon}) \) – is equal to the indicator function of the convex closed set

\[
F = \{ \sigma | \sigma : \dot{\varepsilon} \leq \eta(\dot{\varepsilon}) \quad \forall \dot{\varepsilon} \}.
\]
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The boundary of $F$ in the stress space defines the yield surface of a material. If the set $F$ is a cylinder with the axis of hydrostatic stresses then the volume strain of a medium obeys the linearly elastic law. In the opposite case the model, being under consideration, describes irreversible volumetric contraction.

The inclusion (3) in the equivalent form $\dot{\varepsilon}^p \in \partial \chi(\sigma)$ is reduced to the Mises inequality

$$(\tilde{\sigma} - \sigma) : \dot{\varepsilon}^p \leq 0, \quad \sigma, \tilde{\sigma} \in F. \tag{4}$$

The variational inequality (2) for elastic part of the strain tensor and the inequality (4) for its plastic part together with the equations of motion and the kinematic equations

$$\rho \dot{v} = \nabla \cdot \sigma, \quad 2(\dot{\varepsilon}^e + \dot{\varepsilon}^p) = \nabla v + (\nabla v)^* \tag{5}$$

form a closed model describing the dynamics of a granular medium. Here $\rho$ is the density, $v$ is the velocity vector, $\nabla$ is the gradient, an asterisk denotes the operation of transposition.

3 POROUS METALS

The porosity of a metal foam is determined as the ratio of the pore volume to the volume of a porous material: $\varepsilon_0 = V_0/V$. If $\rho$ is the density of initial (solid) metal, then, ignoring the presence of gas in the pores, the density of a porous metal can be calculated by formula: $\rho_0 = \rho (V - V_0)/V$. Consequently, $\varepsilon_0 = (\rho - \rho_0)/\rho$. For highly porous materials the volume strain caused by the collapse of pores is much higher than the concomitant strain of volume compression of the skeleton, therefore the pores disappear when the volume strain is approximately equal to $\theta_0 \approx ((V - V_0) - V)/V = -\varepsilon_0$.

![Figure 2](image)

**Figure 2**: Rheological scheme (a) and diagram of uniaxial elastic deformation of a porous metal (b)
The simplest rheological scheme taking into account the main qualitative features of deformation of porous metals is represented in Fig. 2a. In this scheme the behaviour of a material under tension and under compression up to the moment of pores collapse is simulated by an elastic spring with the compliance modulus $a$, and the increasing of rigidity as the collapse of pores is simulated by a spring with the compliance modulus $b$. Segments of the diagram of uniaxial deformation with a break at the point $\varepsilon = -\varepsilon_0$ (see Fig. 2b) are defined by the equations: $\sigma = \varepsilon / a$ and $\sigma = \varepsilon / a + (\varepsilon + \varepsilon_0) / b$. This scheme describes an elastic process that occurs without the dissipation of mechanical energy.

Fig. 3a shows a more general rheological scheme with a plastic hinge. It is assumed that under tensile stress $\sigma^+_s$ the skeleton goes into the yield state, and under compressive stress $-\sigma^-_s$ the plastic loss of stability takes place. The corresponding diagram of uniaxial deformation is a four-segment broken line (see Fig. 3b). Elastic stage is described by the equation $\sigma = \varepsilon / a$, and the stage of elastic-plastic deformation of a solid material after collapse of the pores is described by the equation $\sigma = (\varepsilon + \varepsilon_0) / b - \sigma^-_s$. Transitions of a material in the unloading state are shown by arrows. The unloading of a porous material occurs by the law $d\sigma = d\varepsilon / a$, and the unloading of a solid material occurs by the law $d\sigma = d\varepsilon (1/a + 1/b)$. Specific dissipative energy, which is released during the collapse of the pores, is estimated by the product $\sigma^-_s \varepsilon_0$ in this model. The plastic flow, which occurs in a solid material at higher level of compressive stresses, is not considered.

\[ \begin{align*}
\sigma^+ & \quad \sigma^- \\
\varepsilon_0 & \quad -\varepsilon_0
\end{align*} \]

Figure 3: Rheological scheme (a) and diagram of elastic-plastic deformation of a skeleton (b)

In the general case of a spatial stressed-strained state, in accordance with the rheological scheme in Fig. 3b, the stress tensor $\sigma$ is equal to the sum of the tensors $\sigma^p$ of plastic stresses and $\sigma^e$ of additional stresses acting after collapse of the pores. It is assumed that these tensors are symmetric. Elastic compliance of a material at small strains is characterized by the fourth-rank tensors $a$ and $b$, satisfying the usual conditions of symmetry and positive definiteness. The series connection of an elastic spring and a plastic hinge in
the scheme corresponds to the theory of elastic-plastic flow of Prandtl–Reuss. Within the framework of this flow theory the constitutive relationships are postulated in the form of principle of maximum of the energy dissipation rate:

\[(\tilde{\sigma} - \sigma_p) : (a : \dot{\sigma}_p - \dot{\varepsilon}) \geq 0, \quad \tilde{\sigma}, \sigma_p \in F.\] (6)

Here \(\varepsilon\) is the actual strain tensor, \(F\) is the convex set in the stress space, bounded by the yield surface of a material. Assuming that the deformation of the jumpers of porous skeleton, distributed randomly on macrovolume of a material, can be described with satisfactory accuracy as a bar model, let us define concretely the set of admissible stresses:

\[F = \left\{ \tilde{\sigma} \mid -\sigma^+_s \leq \tilde{\sigma}_k \leq \sigma^-_s, \quad k = 1, 2, 3 \right\},\]

where \(\tilde{\sigma}_k\) are the principal values of \(\sigma\).

Constitutive relationships of a rigid contact are formulated as the variational inequality

\[\dot{\varepsilon}^r : (\varepsilon^c + \varepsilon^0) \leq 0, \quad \dot{\sigma}, \sigma^c \in K.\] (7)

Here \(\varepsilon^r = \varepsilon - b : \sigma^c\) is the strain tensor of porous skeleton, \(\varepsilon^0 = \varepsilon_0 \delta/3\) is the spherical tensor of initial porosity of a material, \(\delta\) is the Kronecker delta. The transition of a material from porous state to continuous one is modeled by the convex cone \(K\). As a simple variant of \(K\) one can use the Mises–Schleicher circular cone:

\[K = \left\{ \tilde{\sigma} \mid \tau(\tilde{\sigma}) \leq \alpha p(\tilde{\sigma}) \right\},\]

where \(\alpha\) is the phenomenological parameter of a dilatancy, \(p(\sigma) = -\sigma : \delta/3\) is the hydrostatic pressure, \(\tau(\sigma)\) is the intensity of tangential stresses determined via the deviator of the stress tensor \(\sigma' = \sigma + p(\sigma) \delta\) by means of the formula: \(\tau^2(\sigma) = \sigma' : \sigma' / 2\).

Taking into account these notations, the inequality (7) is converted to the form

\[(\tilde{\sigma} - \sigma^c) : b : (\sigma^c - s) \geq 0, \quad \tilde{\sigma}, \sigma^c \in K.\] (8)

Here \(s\) is a tensor of conditional stresses, which is calculated by the law of linear elasticity with initial strains: \(b : s = \varepsilon + \varepsilon^0\). If this tensor is admissible, i.e. if the inclusion \(s \in K\) is fulfilled, then by (8) \(\sigma^c = s\). If \(s \notin K\) and for any \(\tilde{\sigma} \in K\) the inequality \(\tilde{\sigma} : b : s \leq 0\) is valid, which means precisely that the sum of tensors \(\varepsilon + \varepsilon^0\) belongs to the cone \(C = \left\{ \tilde{\varepsilon} \mid \tilde{\varepsilon} : \tilde{\varepsilon} \leq 0, \quad \tilde{\varepsilon} \in K \right\}\) of admissible strains, dual to the cone \(K\), then as follows from (8) \(\sigma^c = 0\). In the general case, the variational inequality (8) allows to
determine the tensor $\sigma^c = s^c$ as a projection of the tensor $s$ onto $K$ with respect to the norm $|s| = \sqrt{s : b : s}$, and the above two variants for setting $s$ are special cases when the projection coincides with the original tensor and the projection is a vertex of cone. If the projection belongs to a conical surface, then the formulas for calculating the projection take the next form [20]:

$$p(s) = \frac{\mu p(s) + \alpha k \tau(s)}{\mu + \alpha^2 k}, \quad \sigma' = \alpha p(s) \frac{s'}{\tau(s)} \quad (9)$$

(for an isotropic medium the tensor $b$ of elastic compliance is characterized by two independent parameters – the volume compression modulus $k$ and the shear modulus $\mu$). This variant is realized when both of the conditions $s \notin K$ and $\varepsilon + \varepsilon^0 \notin C$ are fulfilled. The cone $C$, dual to the Mises–Schleicher cone, is defined as

$$C = \left\{ \tilde{\varepsilon} \mid \alpha \gamma(\tilde{\varepsilon}) \leq \theta(\tilde{\varepsilon}) \right\},$$

where $\gamma(\tilde{\varepsilon}) = \sqrt{2 \tilde{\varepsilon}^T : \tilde{\varepsilon}}$ is the shear intensity, and $\theta(\tilde{\varepsilon}) = \tilde{\varepsilon} : \delta$ is the volume strain.

The inclusion $\varepsilon + \varepsilon^0 \in C$ means that the rigid contact in rheological scheme is opened, i.e. the pores are in the open state. When the collapse of pores take place, the limit condition $\alpha \gamma(\varepsilon) = \varepsilon_0 + \theta(\varepsilon)$ is satisfied, which describes the dilatational volume increasing of a material due to the shear strain.

Note that in the simulation of real porous metals it is necessary to take into account a random character of distribution of a pore size, therefore the value $\varepsilon_0$ can vary randomly at each elementary portion of a sample (at each mesh of the grid domain). In principle, the law of distribution of pores by size is completely determined by technology of the production of metal foams, however in numerical computations (in order to describe qualitatively the effect of random distribution of pores on the stressed-strained state of a material) can be used, for example, the formula

$$\varepsilon_0 = \varepsilon_0^- + (\varepsilon_0^+ - \varepsilon_0^-) \text{rand},$$

where $\varepsilon_0^\pm$ are the boundaries of porosity, $\text{rand}$ is a built-in function of the uniform distribution on the segment $[0, 1]$.

4 **UNIVERSAL FORM OF MODELS**

Mathematical model describing the dynamic deformation of porous metal under small strains and rotations of elements can be written in the next form:

$$\rho_0 \dot{v} = \nabla \cdot \sigma,$$

$$(\tilde{\sigma} - \sigma^p) : (a : \tilde{\sigma}^p - \nabla v) \geq 0, \quad \tilde{\sigma}, \sigma^p \in F, \quad (10)$$

$$b : \dot{s} = (\nabla v + \nabla v^*)/2, \quad \sigma = \sigma^p + \pi_K(s).$$
Unknown functions are the velocity vector $v$ and the tensors of plastic stresses $\sigma^p$ and of conditional stresses $s$. The initial conditions, describing the natural (stress-free) state of a material, are formulated for the system (10) as

$$v|_{t=0} = 0, \quad \sigma^p|_{t=0} = 0, \quad s|_{t=0} = b^{-1} : \varepsilon^0.$$  

The boundary conditions can be given in the terms of velocities: $v|_{\Gamma} = v^0(x)$, as well as in stresses: $\sigma|_{\Gamma} \cdot \nu(x) = q(x)$, where $\nu$ is the outward normal vector, $v^0$ and $q$ are given functions.

It turns out that the relationships (10) and the relationships (2), (4), (5) of mathematical model of an elastic-plastic granular material can be represented in the universal matrix form

$$(\tilde{U} - U) \left( A \dot{U} - \sum_{i=1}^{n} B^i U^i_{\pi} \right) \geq 0, \quad \tilde{U}, \ U \in F. \quad (11)$$

Here $U$ is the unknown $m$-dimensional vector–function, $A$ and $B^i$ are the given matrices whose coefficients are the density and the mechanical coefficients of a material, subscripts after a comma denote partial derivatives with respect to spatial variables, superscript $\pi$ denotes the projection of vector $U$ onto the cone $K$ of admissible variations with respect to the energy norm $|U| = \sqrt{UAU}$, $n = 1, 2$, or $3$ is the spatial dimension of the model.

The difference is that the vector–function $U$ in the model of an elastic-plastic granular material consists of the projections of the velocity vector $v$ and the components of the conditional stress tensor $s$. In the model of a porous metal it consists of the velocities and the components of two stress tensors – the plastic stress tensor $\sigma^p$, which is constrained by the plasticity condition, and the conditional stress tensor $s$.

The inequality (11) is very useful in constructing the numerical algorithms for the solution of initial-boundary problems. A variant of such algorithm is considered in our monograph [20]. In this monograph one can find the examples of numerical modeling of the processes of an elastic-plastic waves propagation in a loosened granular medium.

5 CONCLUSIONS

- Rheological method is supplemented by a new element, a rigid contact, which make it possible to describe mechanical properties of materials having different resistance to compression and tension.

- By means of this method constitutive relationships of granular materials with rigid, elastic and elastic-plastic particles are considered.

- Constitutive equations of metal foams of low porosity are obtained describing the phases of elastic deformation and plastic loss of stability of a skeleton and the phase of elastic deformation of a compact material after the pores collapse.
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Abstract. In this work we describe a procedure for the smoothing of non-regular yield surfaces and plastic potential functions. We also present several application examples corresponding to different well-known cases. Moreover, we show that a multi-surface plasticity model can be reduced to a model with a single yield surface by using the same smoothing procedure.

1 INTRODUCTION

Yield Surfaces and Plastic Potential functions are two essential ingredients in Plasticity Theory; the former are defined as surfaces in the stress space that bound the elastic domain; the latter fix the direction of the vector of incremental plastic strains that appears under plastic loading. Many equations have been proposed to fit the shape of different yield surfaces and plastic potential functions and improving the performance of material modeling. Some of these equations produce geometrical singularities that imply the appearance of different conceptual and numerical problems due basically to that for certain loading states the vector of incremental plastic strains cannot be properly defined as the product of a plastic multiplier times the gradient of a yield function or a plastic potential function.

A celebrated theoretical solution due to Koiter [1] consists in writing the plastic strain rate vector at a singular point as a linear combination of the gradients of the concurrent plastic potential functions; the coefficients of the linear combination can be determined by solving a linear system of equations which is obtained by imposing the consistency conditions associated to each one of the involved yield surfaces. Further developments can be found, for instance, in [2,3,4] and the references therein.

Regarding the numerical implementation of models with singularities, often ad hoc corner rounding techniques are employed, though the programming may be laborious and the problem of the singularities may remain if higher-order derivatives of the involved functions
are needed. In some particular cases closed-form expressions for smooth yield surfaces and plastic potential functions have been derived. Occasionally, the smooth approximations fit the experimental data better than the original singular model; this is the case, for instance, of Mohr-Coulomb’s (MC) surface, for which some smooth variations are available in the literature [5,6,7].

Here we describe a smoothing technique based on the algebraic composition of several implicit equations corresponding to different yield surfaces or plastic potential functions in order to produce a single implicit equation corresponding to a family of regular surfaces. The presented procedures have a wide range of application and their versatility allow us to tackle different variants of the smoothing problem. For instance, the non-regular points may appear due to the symmetries of the stress tensor, as it is the case of the MC model. In other cases, the singularities appear because the elastic domain is defined by means of different surface equations that correspond to different plastic mechanisms; this is the case of the so-called multi-surface models. With the proposed method, the reduction of a given multi-surface model to a model with a single regular yield surface is straightforward, which can be viewed as a reformulation of multi-surface plasticity.

In the following Sections we describe and illustrate the application of the presented approach to the smoothing of different yield surfaces; nevertheless, the presented procedures are applicable to yield surfaces and to plastic potential functions indistinctly, and they can be used both in the frameworks of associated and non-associated plasticity.

2 BRIEF DESCRIPTION OF THE SMOOTHING TECHNIQUE

Let us start with the simple case of the approximation of the boundary of a square by a smooth curve. We can draw the family of curves defined by the implicit equations 
\[ x^{2n} + y^{2n} = 1 \]
and study its behavior. In Figure 1 we can observe that, as \( n \) increases, the corresponding curve, which is a circumference in the beginning, becomes a square. Nevertheless, the obtained curves are perfectly regular in all cases.

![Figure 1: Evolution from a circumference to a square.](image)

Let us note that the interior of the square can be described with the set 
\[ \{(x,y) \in \mathbb{R}^2 | F_1(x,y) < 1, F_2(x,y) < 1\}, \]
where functions \( F_1(x,y) = x^2 \) and \( F_2(x,y) = y^2 \) are non-negative.
2.1 Foundations of the method

If $\Omega$ is a region of $\mathbb{R}^n$ which can be described in the form

$$\Omega = \left\{ x \in \mathbb{R}^n \mid F_i(x) < 1, \ i = 1, \ldots, k \right\}$$

for some $k$ non-negative functions $F_i : \mathbb{R}^n \to \mathbb{R}^+$, $\mathbb{R}^+ = [0, \infty)$, then the sequence of sets $\{A_n\}_{n=1}^\infty$ defined by

$$A_n = \left\{ x \in \mathbb{R}^n \mid \sum_{i=1}^k (F_i(x))^n < 1 \right\}$$

grows up to $\Omega$ -i.e., in terms of the Theory of Sets, $A_n \uparrow \Omega$.

This result can be easily proved: if $x \in A_n$, then $(F_i(x))^{n+1} \leq (F_i(x))^n$, and, therefore, $x \in A_{n+1}$. Moreover, if $x \in \Omega$, then some $n_x \in \mathbb{N}$ there exists such that $x \in A_{n_x}$; to see this, it is enough to see that $\sum_{i=1}^k (F_i(x))^n \leq k \left( \max \{F_i(x)\} \right)^n$; thus, one can choose $n_x > \frac{\ln(1/k)}{\ln \max \{F_i(x)\}}$ if $\max \{F_i(x)\} > 0$ and $n_x = 1$ if $\max \{F_i(x)\} = 0$.

As a consequence of that, if $F_i$ are regular functions, then the surface implicitly defined as $F(x) = \sum_{i=1}^k (F_i(x))^n = 1$ -that is, $\partial A_n$ - is also regular and can be used as a smooth approximation of $\partial \Omega$.

The above reasoning can be easily adapted to a more general expression like $F(x) = \sum_{i=1}^k (F_i(x))^\alpha_i = 1$, where the exponents $\alpha_i$ are different and not necessarily integers.

Moreover, if $\Omega$ is described by $\Omega = \left\{ x \in \mathbb{R}^n \mid F_i(x) < a_i, \ i = 1, \ldots, k \right\}$, where $\bar{F}_i$ are not positive functions, it is always possible to obtain an equivalent description of $\Omega$ in the form $\Omega = \left\{ x \in \mathbb{R}^n \mid F_i(x) < 1, \ i = 1, \ldots, k \right\}$, where $F_i$ are positive functions, just by taking, for example, $F_i(x) = e^{\bar{F}_i(x) - a_i}$.

This smoothing procedure is well-known, especially in the field of Computer Graphics. As a reference, the work [8] can be mentioned. A more detailed description of the technique can be found in [9], where it is applied to obtain numerical solutions for non-linear optimization problems on non-regular domains.

2.2 A general application example

Let us consider the functions

$$F_1(x, y, z) = x^2 + y^2 + z^2 - 1 \quad F_2(x, y, z) = (x - 1.1)^2 + y^2 + z^2 - 0.35^2$$
\[ F_3(x, y, z) = \frac{1}{2} \left( \frac{x-z}{1.2} \right)^3 + \left( \frac{y-0.8}{0.6} \right)^3 + \frac{1}{2} \left( \frac{x+z}{0.6} \right)^3 - 1 \]

\[ F_4(x, y, z) = \left( \sqrt{\left( \frac{y+0.6}{0.3} \right)^3 + \left( \frac{z-0.6}{0.3} \right)^3} - 1 \right)^{\frac{1}{3}} + \left( \frac{x}{0.3} \right)^3 - 1, \]

and the domain \( \Omega = \left\{ x \in \mathbb{R}^3 : \min \{ F_1, F_2, F_3, F_4 \} > 0 \right\} \). Equations \( F_1 = F_2 = F_3 = F_4 = 0 \) describe two spheres, an ellipsoid and a torus, respectively, and \( \Omega \) is the intersection of the exterior of these surfaces. Figure 2 displays \( \partial \Omega \), which is a piecewise regular surface.

**Figure 2**: The boundary of \( \Omega \) (left) and two perspectives of a smooth approximating surface (center and right).

We have \( \Omega = \left\{ x \in \mathbb{R}^3 : \min \left\{ e^{F_1}, e^{F_2}, e^{F_3}, e^{F_4} \right\} > 1 \right\} = \left\{ x \in \mathbb{R}^3 : \max \left\{ e^{-F_1}, e^{-F_2}, e^{-F_3}, e^{-F_4} \right\} < 1 \right\} \), which allows us to define the implicit equations of smooth surfaces that tend to \( \partial \Omega \) as, for instance, \( S_p = \left\{ x \in \mathbb{R}^3 : F(x, y, z, p) = e^{-pF_1} + e^{-pF_2} + e^{-pF_3} + e^{-pF_4} = 1 \right\} \). Figure 2 shows two perspectives of the surface \( S_p \).

### 2.3 The derivatives of the approximating smooth functions

With regards to the derivatives of \( F \), note that \( \frac{\partial F}{\partial x_i} = \sum_{j=1}^{k} \alpha_j \left( F_j(x) \right)^{\alpha_j - 1} \frac{\partial F}{\partial x_j} \), and, therefore, the derivative \( \frac{\partial F}{\partial x_i} \) is simply a linear combination of the derivatives \( \frac{\partial F}{\partial x_j} \). The coefficients or weights \( w_i = \alpha \left( F_i(x) \right)^{\alpha - 1} \) of the linear combination describe the ‘proximity’ of \( x \) to each one of the different hyper-surfaces implicitly defined by \( F_i(x) = 1 \). Let us finish by observing that if \( \Omega = \left\{ x \in \mathbb{R}^n \left| F_i(x) < a_i, \ i = 1, \ldots, k \right. \right\} \), then the surface \( \tilde{F}(x) = \sum_{i=1}^{k} \alpha_i ^{\frac{1}{\alpha_i - 1}} = 1 \), where we have supposed that all the exponents \( \alpha_i \) are equal, is equivalent to the surface
\[ F(x) = \ln \left( \sum_{i=1}^{n} e^{\frac{a(F_i(x) - u)}{\sigma}} \right)^{\frac{1}{\sigma}} = 0, \text{ and that this yield function satisfies} \quad \frac{\partial F}{\partial x_i} = \sum_{j=1}^{n} w_j \frac{\partial F_j}{\partial x_i}, \text{ where} \]

the weights \( w_i = \frac{e^{a(F_i(x) - u)}}{\sum_{j=1}^{n} e^{a(F_j(x) - u)}} \) take values between 0 and 1.

### 3 PRIMARY SMOOTHING

If the material is isotropic, then the yield functions are commonly written in terms of invariants of the stress tensor. We will work here with three classical invariants:

\[ p = \sigma_1 + \sigma_2 + \sigma_3, \]  

the average stress, \( J = \sqrt[3]{\frac{1}{6} \left( (\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2 \right)} \), a deviatoric stress, and \( \theta = \arctan \left( -\frac{1}{\sqrt{3}} \frac{\sigma_2 - 2\sigma_3 + \sigma_1}{\sigma_1 - \sigma_3} \right) \), Lode’s angle. We can suppose now that an expression for a yield surface of the model is \( F(p, J, \theta, \chi) = 1 \), where \( F(p, J, \theta, \chi) \geq 0 \) and \( F \) is a regular function. This yield surface defines an elastic domain in the first sextant \( S = \left\{ (\sigma_1, \sigma_2, \sigma_3) \in \mathbb{R}^3 | \sigma_1 \geq \sigma_2 \geq \sigma_3 \right\} \). By using symmetries, we can obtain the corresponding elastic domain \( \Omega \) in the stress space.

In this context, we distinguish two categories of smoothing: the first one, that we will call primary smoothing, corresponds to the fact that each one of the yield functions involved in the definition of a given model could need to be smoothed because of the apparition of corners after the application of the symmetries; if it would occur, this primary smoothing should be made even with a single-surface model. On the other hand, if the model requires different yield surfaces, a multi-surface smoothing could be needed to have a regular transition between all of them. In this Section we focus on the case of primary smoothing; multi-surface smoothing will be dealt with in Section 4.

#### 3.1 Drucker-Prager’s (DP) surface

Let us consider a yield function of the form \( \tilde{F}(p, J, a, b) = -ap + J - b \) for some \( a > 0 \), \( b \geq 0 \). The function is independent of the third invariant \( \theta \), and the surface \( \tilde{F}(p, J, a, b) = 0 \) is a half cone in the stress space.

The surface \( -ap + J - b = 0 \) can be represented in the two-dimensional auxiliary space \( p - J \), and also the surface \( \tilde{F}(p, J, a, b) = -ap - J - b = 0 \). Then, a smooth surface that approximates the cone is \( F(p, J, a, b) = e^{a(p - J - b)} + e^{-a(p + J + b)} = 2e^{-a(p + b)} \sinh aJ = 1 \). Figure 3 shows the shape of the approximation in a generic case. The relationship between the power
\( \alpha \) and the maximum absolute error \( \varepsilon \) is \( \alpha = \frac{\ln 2}{a \varepsilon} \), and an alternative expression for the equation of the smoothed half cone is \( 2 \left( \frac{ap+b}{ae} - 1 \right) \cosh \frac{J \ln 2}{a \varepsilon} = 1 \).

![Figure 3: a smooth approximation of a DP surface.](image)

On the other hand, it is frequent to describe the yield surfaces by means of dimensionless implicit equations. In that case, we can consider for instance the expression \( \tilde{F} (p, J, a, b) = \frac{J}{ap + b} = 1 \). A smooth approximation of the half cone can be obtained by combining the yield function \( \frac{J}{ap + b} \) with the plane \( p = -\frac{b}{a} + \varepsilon \), \( \varepsilon > 0 \), in the form

\[
\left( \frac{J}{ap + b} \right)^a + e^{-\left( \frac{ap+b}{ae} \right)^a} = 1,
\]

where \( \alpha > 1 \) -this restriction is necessary for guarantying the differentiability of the yield surface in the hydrostatic axis \( J = 0 \)- and \( \beta > 0 \). As can be seen, in this case we have two independent parameters for controlling the shape of the approximation. It is necessary to choose carefully the values of these parameters in order to guaranty that the shape of the smooth surface is acceptable; in particular, we recommend to use \( \beta \geq 1 \).

### 3.2 Mohr-Coulomb’s (MC) surface

In this case we can choose for the yield surface the dimensionless expression

\[
\tilde{F} (p, J, \theta, c', \phi') = g(\theta) - \frac{p + a}{J} = 0,
\]

where \( g(\theta) = \frac{\cos \theta}{\sin \phi'} + \frac{1}{\sqrt{3}} \sin \theta \), \( a = c' \cot \phi' \) and \( c', \phi' \) are the cohesion and the internal friction angle of the material, respectively. The above yield surface is a straight line in the \( \pi \)-plane; if we apply the symmetries with respect to the axis of principal strains, we obtain the following six functions
\[ F_1(p, J, \theta, c', \varphi') = F(p, J, \theta, c', \varphi') = F_1 \left( p, J, \pi - \theta, c', \varphi' \right) \]
\[ F_3(p, J, \theta, c', \varphi') = F_3 \left( p, J, -\frac{\pi}{3} - \theta, c', \varphi' \right) \]
\[ F_4(p, J, \theta, c', \varphi') = F_4 \left( p, J, \pi - \theta, c', \varphi' \right) \]
\[ F_5(p, J, \theta, c', \varphi') = F_5 \left( p, J, \frac{2\pi}{3} + \theta, c', \varphi' \right) \]
\[ F_6(p, J, \theta, c', \varphi') = F_6 \left( p, J, \frac{4\pi}{3} + \theta, c', \varphi' \right) \]

Now we can combine these functions by using the procedure described in Section 2. This gives the expression
\[ F(p, J, \theta, c', \varphi') = e^{\alpha \frac{g_\varphi(\theta, \alpha) - \varphi}{\varphi_0}} = 1, \text{ or, equivalently, } J = \frac{p + a}{g_\varphi(\theta, \alpha)}, \]
where the function \( g_\varphi(\theta, \alpha) \) is defined by
\[ g_\varphi(\theta, \alpha) = \frac{1}{\alpha} \ln \left( e^{\alpha \theta} + e^{\alpha \left( \frac{\pi}{3} - \theta \right)} + e^{\alpha \left( \frac{-\pi}{3} - \theta \right)} + e^{\alpha \left( \frac{\pi}{3} + \theta \right)} + e^{\alpha \left( \frac{-\pi + \theta}{3} \right)} \right). \]

Fig. 7 shows the shape of the approximation for \( \varphi' = 15^\circ \) and for \( \varphi' = 40^\circ \).

![Figure 7: smooth approximations of MC surfaces for \( \varphi' = 15^\circ \) and for \( \varphi' = 40^\circ \).](image)

Now, it is easy to modify this expression in order to smooth the vertex. By analogy with Subsection 3.1, we can construct the explicit equation
\[ J = \frac{p + a}{g_\varphi(\theta, \alpha)} \left( 1 - e^{-\beta \left( \frac{p + a}{c} \right)} \right)^\frac{1}{\delta}, \delta > 1, \]
which corresponds to the implicit equation
\[ \left( \frac{J g_\varphi(\theta, \alpha)}{p + a} \right)^\delta + e^{-\beta \left( \frac{p + a}{c} \right)} = 1. \]
Other interesting choice for this case could be
\[ 2^{\left( \frac{p + a}{c} - 1 \right)} \cosh \frac{J g_\varphi(\theta, \alpha) \ln 2}{\epsilon} = 1. \]
3.3 Original Cam-Clay (OCC) surface

If we consider the general expression \( \frac{JG_{\varphi}(\theta)}{p_0 + a} + \frac{p + a}{p_0 + a} \ln \frac{p + a}{p_0 + a} = 0 \), where \( a = c' \cot \varphi' \) and \( G_{\varphi}(\theta) \) is a function that contains the influence of Lode’s angle \( \theta \), then we can construct the smoothed surface \( 2e^{\frac{p + a}{p_0 + a}} \cosh \frac{\alpha JH_{\varphi}(\theta, \beta)}{p_0 + a} = 1 \), where, for instance, \( H_{\varphi}(\theta, \beta) = C \) if \( G_{\varphi}(\theta) = C \) and \( H_{\varphi}(\theta, \beta) = g_{\varphi}(\theta, \beta) \) if \( G_{\varphi}(\theta) = g(\theta) \). For a given absolute error \( \varepsilon_i \) (Figure 4) we can define the dimensionless variable \( c_1 = 1 - \frac{\varepsilon_i}{p_0 + a} \). Then, it holds that

\[
\alpha = \frac{\ln 2}{c_1 \ln \frac{1}{c_1}},
\]

which leads to the expression

\[
2e^{\left( \frac{p + a}{p_0 + a} \right) \frac{\frac{p + a}{c_1 \ln c_1}}{p_0 + a}} \cosh \left( \frac{\alpha JH_{\varphi}^2(\theta, \beta)}{p_0 + a} \right) \ln 2 = 1
\]

for the smoothed yield surface. It must been taken into account that this procedure also generates an absolute error \( \varepsilon_2 \) (Fig. 4) at point \( p = -a \), \( J = 0 \), though the original load surface is smooth there. If we define \( c_2 = \frac{\varepsilon_2}{p_0 + a} \), then we have that, for a given \( \alpha \geq \varepsilon \), \( c_1, c_2 \) are the two solutions of the equation \( c \ln \frac{1}{c} = \frac{\ln 2}{\alpha} \).

![Figure 4: smooth approximation of the OCC surface.](image)

4 MULTI-SURFACE SMOOTHING

The presented smoothing procedure allows us to reduce a multi-surface elasto-plastic model to an ‘equivalent’ single-surface elasto-plastic model. Let us consider for a multi-surface model all its \( k \) yield functions \( F_i(\sigma, \chi_i), \ldots, F_k(\sigma, \chi_k) \) and their corresponding plastic
potential functions and hardening functions, \( G_i(\sigma, \xi_i) \), ..., \( G_k(\sigma, \xi_k) \) and \( \chi_i(\epsilon^p) \), ..., \( \chi_k(\epsilon^p) \), respectively. Then, \( d\epsilon^p = \sum_{i=1}^{n} \frac{\partial G_i}{\partial \sigma} d\lambda_i \) and \( d\chi_i = \sum_{j=1}^{n} h_j d\lambda_j \) are two general expressions for the flow rule and for the hardening rules, respectively. If we suppose that the equations of the plastic surfaces are \( F_i(\sigma, \chi_i) = 1 \), ..., \( F_k(\sigma, \chi_k) = 1 \), where \( F_i(\sigma, \chi_i) \geq 0 \), ..., \( F_k(\sigma, \chi_k) \geq 0 \), then, when all the yield functions are regular, we can construct the yield function \( F(\sigma, \chi_1, ..., \chi_k) = \sum_{i=1}^{k} (F_i(\sigma, \chi_i))^{\alpha_i} \) and the corresponding smooth single yield surface \( F(\sigma, \chi_1, ..., \chi_k) = 1 \). The flow rule \( d\epsilon^p = d\lambda \sum_{i=1}^{k} w_i \frac{\partial G_i}{\partial \sigma} \) can be used, where weights \( w_i \) are defined as in Subsection 2.3. This choice is motivated by the need of recovering the expression \( d\epsilon^p = d\lambda \frac{\partial F}{\partial \sigma} \) in associated plasticity. Let us observe that if we take \( d\lambda_i = w_i d\lambda \), then we have \( d\epsilon^p = \sum_{i=1}^{k} d\lambda_i \frac{\partial G_i}{\partial \sigma} \). This expression is formally equal to the classical Koiter’s one, but with this approach only an independent plastic multiplier there exists. In the same way, we can write \( d\chi_i = d\lambda \sum_{j=1}^{n} w_j h_j \). The value of the plastic multiplier \( d\lambda \) is obtained by means of the usual single-surface consistency condition \( dF = 0 \).

4.1 MC with a MC-OCC cap model

Consider a bi-surface shear-volumetric plastic model with an OCC cap. The elastic domain corresponding to such a model is in general bounded (in the first sextant) by the yield surfaces \( G^{1}_{\theta}(\theta) - \frac{p+a}{J} = 0 \) (shear surface) and \( \frac{G^{2}_{\theta}(\theta)}{\ln \frac{p+a}{p+a}} - \frac{p+a}{J} = 0 \) (OCC cap). In these equations, the expression of the functions \( G^{1}_{\theta} \) and \( G^{2}_{\theta} \) can correspond to a DP model, a MC model or other models.

A first step towards the smooth ‘equivalent’ single-surface could consist in substituting functions \( G^{1}_{\theta}, G^{2}_{\theta} \) by other functions \( H^{1}_{\theta}, H^{2}_{\theta} \) - which can be obtained like it has been shown in previous Sections - and making the composition \( e^{\frac{\alpha (H^{1}_{\theta}(\theta, \beta_1) - \frac{p+a}{J})}{\ln \frac{p+a}{p+a}}} + e^{\frac{H^{2}_{\theta}(\theta, \beta_1) - \frac{p+a}{J}}{\ln \frac{p+a}{p+a}}} = 1 \), which leads to the explicit expression

\[
J = \frac{p+a}{h_{\theta}(p, \theta, \alpha, \beta_1, \beta_2)}, \text{ where } h_{\theta}(p, \theta, \alpha, \beta_1, \beta_2) = \frac{1}{\alpha} \ln \left( e^{\alpha H^{1}_{\theta}(\theta, \beta_1)} + e^{H^{2}_{\theta}(\theta, \beta_1) - \frac{p+a}{\ln \frac{p+a}{p+a}}}ight).
\]
After that, there are still two singular points on the hydrostatic axis at \( p = -a \) and at \( p = p_0 \). They can be eliminated, for instance, by taking the new explicit expression

\[
J = \frac{p + a}{h^*(p, \theta, \alpha, \beta_1, \beta_2)} \left[ \left( 1 - e^{-\beta \frac{p + a}{c_2 p_0 + a}} \right) \left( 1 - e^{-\beta \frac{1}{c_1 p_0 + a}} \right) \right]^{\frac{1}{\beta}},
\]

where \( \delta > 1, \beta > 0 \) and \( c_1, c_2 > 0 \); in these conditions, \( J \) nulls at \( p_1 = -a + c_2 (p_0 + a) \) and at \( p_2 = -a + c_1 (p_0 + a) \).

The implicit equation that corresponds to this smoothed surface is

\[
\left| J^*(p, \theta, \alpha, \beta_1, \beta_2) \right|^\delta + e^{-\beta \frac{p + a}{c_2 p_0 + a}} + e^{-\beta \frac{1}{c_1 p_0 + a}} - e^{-\beta \frac{p + a}{c_2 p_0 + a} - \frac{1}{c_1 p_0 + a}} = 1.
\]

Figure 9 shows, for instance, a smoothed MC & MC-OCC surface.

![Figure 9: 3D representation of a regular approximation of a MC model with a MC-OCC cap.](image)

### 4 CONCLUSIONS

We have described a smoothing technique based on the algebraic combination of different functions and we have showed how this technique can be used in the framework of isotropic plasticity to obtain smooth approximations for yield surfaces with corners. Moreover, the introduced procedures have been used to propose a reformulation of multi-surface plasticity. We have presented several application examples that illustrate the versatility of the presented approach.
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Abstract. The numeric simulation of the mechanical behaviour of industrial materials is widely used in the companies for viability verification, improvement and optimization of designs. The elastoplastic models have been used for forecast of the mechanical behaviour of materials of the most several natures (see [1]). The numerical analysis from this models come across ill-conditioning matrix problems, as for the case to finite or infinitesimal deformations. A complete investigation of the non linear behaviour of structures it follows from the equilibrium path of the body, in which come the singular (limit) points and/or bifurcation points. Several techniques to solve the numerical problems associated to these points have been disposed in the specialized literature, as for instance the call Load controlled Newton-Raphson method and displacement controlled techniques. Although most of these methods fail (due to problems convergence for ill-conditioning) in the neighbour of the limit points, mainly in the structures analysis that possess a snap-through or snap-back equilibrium path shape (see [2]). This work presents the main ideas formalities of Tikhonov Regularization Method (for example see [12]) applied to dynamic elastoplasticity problems (J2 model with damage and isotropic-kinetic hardening) for the treatment of these limit points, besides some mathematical rigour associated to the formulation (well-posed/existence and uniqueness) of the dynamic elastoplasticity problem. The numeric problems of this approach are discussed and some strategies are suggested to solve these misfortunes satisfactorily. The numerical technique for the physical problem is by classical Galerkin method.
1 INTRODUCTION

Elastoplastic models have been widely used to forecast the behaviour of rate independent (in deformation sense) materials (see [1]). The numerical solution of these models involves handling of ill-conditioned matrices, for finite or infinitesimal deformations (see [?]). Such instabilities are due to the tangent operator being close to an identically null forth order tensor operator at the neighbourhood of critical or limit points.

A complete investigation of non linear structural behaviour involves following the bodies equilibrium path through singular (limit) points and/or bifurcation points. In order to solve the numerical problems associated to these points several techniques have been considered in the specialized literature, for instance the so-called load controled Newton-Raphson method and displacement controled techniques. Due to ill-conditioning convergence problems, most of these methods fail, specially in the case of structures which present (λ-load factor, u-displacement) snap-through or snap-back equilibrium paths ([2]), as shown in figure (Fig.1).

Aiming at transposing these difficulties, this study proposes use of the L-curve Tikhonov regularization method ([14], [15], [6] and [12]). One of the objectives of the study is to investigate the potential of this approach in the solution of elastoplastic problems of infinitesimal strain. An overview of elastoplastic constitutive model is shown in section 2. Details about incremental approach are presented in section 3. In sections 4 and 5, it is presented the L-curve Thikhonov regularization method and main properties are shown. In section 6, a numerical problem case are presented to verify the efficacy of this proposed approach and concluding remarks are made in section 7.

2 YIELDING AND HARDENING LAWS (THE ELASTOPLASTIC CONSTITUTIVE MODEL)

A complete characterization of general elastoplastic model request definition of evolutionary laws of internal variables, i. e., variables associated to dissipative phenomena (\(\varepsilon^p\) and \(\alpha_k\) - associated with the kinematic hardening mechanism). The first point in this
analysis is determination of the plastic multiplier $\dot{\lambda}$ which is computed from consistence condition ($\mathcal{F} = 0$ and $\dot{\lambda} > 0$). Hence, from definition of $\alpha_k$, we obtain

$$
\dot{\lambda} = \frac{\partial \mathcal{F}}{\partial \sigma} : \mathbb{D} \dot{\varepsilon}
\left\{ \frac{\partial \mathcal{F}}{\partial \sigma} : \mathbb{D} \mathcal{N} - \rho \frac{\partial \mathcal{F}}{\partial \alpha_k} \cdot \begin{bmatrix} \partial \Psi_p \partial \sigma_k \end{bmatrix} \mathbf{H} \right\}.
$$

(1)

More details about constitutive Lemaitre’s elastoplastic-damage simplified model with isotropic hardening can be found in [4] and [3]. In this sense, the elastoplastic constitutive model is described in following steps

### Elastoplastic Constitutive Model

1. **Strain Tensor Additive Decomposition**
   $$\varepsilon = \varepsilon^e + \varepsilon^p.$$

2. **Free Energy Potential Definition**
   $$\Psi(\varepsilon^e, r, \alpha^D, D) = \Psi^e(\varepsilon^e, D) + \Psi^p(r, \alpha^D)$$
   where $\alpha^D$ is the deviator part of $\alpha$ (backstrain tensor), $r$ is the accumulated plastic strain, $D$ is the isotropic damage variable.

3. **Constitutive equation for $\sigma$ and thermodynamics forces $\beta_k$**
   $$\sigma = \rho \frac{\partial \Psi^e}{\partial \varepsilon^e} \quad \text{and} \quad \beta_k = \rho \frac{\partial \Psi^p}{\partial \alpha_k}.$$  

4. **Elastic-damage Coupling**
   $$\sigma = (1 - D) \mathbb{D} \varepsilon^e.$$

5. **Yield Function/Dissipation Potential (Associative Approach)**
   $$\mathcal{F}_p = \| \dot{\sigma}^D - \chi^D \| - (R + \sigma_y) \quad \text{where} \quad \dot{\sigma}^D_{eq} = \left\{ \frac{3}{2} \dot{\sigma}^D : \dot{\sigma}^D \right\}^{\frac{1}{2}};$$
   $$\dot{\sigma}^D = \frac{1}{(1-D)} \{ \sigma - \sigma_H I \} \quad \text{and} \quad \sigma_H = \frac{1}{3} \text{tr}(\sigma).$$

6. **Hardening and Evolutionary Plastic Laws**
   $$\dot{\varepsilon}^p = \dot{\lambda} \frac{\partial \mathcal{F}_p}{\partial \varepsilon^p}, \quad \dot{\varepsilon} = -\dot{\lambda} \frac{\partial \mathcal{F}_p}{\partial R} \quad \text{and} \quad \dot{D} = \dot{\lambda} \frac{\partial \mathcal{F}_D}{\partial \varepsilon^p}$$
   where
   $$\mathcal{F} = \mathcal{F}_p + \mathcal{F}_D \quad \text{with} \quad \mathcal{F}_p = \| \dot{\sigma}^D - \chi^D \| - (R + \sigma_y) \quad \text{and} \quad \mathcal{F}_D = \frac{Y^2}{2S(1-D)} H(p - p_d).$$

From these potentials it follows that

$$\dot{\varepsilon}^p = \frac{3}{2} \frac{\lambda}{(1-D)} \sigma^D_{eq}, \quad \dot{\chi} = \gamma(\chi_y \varepsilon^p - \chi \dot{\lambda}), \quad \dot{R} = b(R_\infty - R) \dot{\lambda} \quad \text{and} \quad \dot{D} = \frac{Y}{S} \dot{H}(p - p_d).$$

Then

$$\dot{p} = \frac{\lambda}{(1-D)} \quad \text{and} \quad Y = \frac{(\dot{\sigma}^D)^2}{2E} \left\{ \frac{2}{3} (1 + \nu) + 3 (1 - 2\nu) \left( \frac{\sigma_H}{\sigma^D_{eq}} \right)^2 \right\}. $$

7. **Consistence Condition under Plastic Yielding**  ($\dot{\lambda} \neq 0$)
   $$\mathcal{F}(\sigma, \alpha_k) \leq 0, \quad \dot{\lambda} \geq 0, \quad \mathcal{F}(\sigma, \alpha_k) \dot{\lambda} = 0$$
   and $\dot{\lambda} \mathcal{F}(\sigma, \alpha_k) = 0.$
3 INCREMENTAL FORMULATION

In this section we describe the incremental formulation of the problem between $t_n$ and $t_{n+1}$ instants. We consider that all state variables are known on $\Omega_n$ and equilibrium equations are imposed in $\Omega_{n+1}$. In this way, on $t_{n+1}$, the weak formulation of the problem can be written as:

**Problem 1.** Determine $u_{n+1} \in Kin^u_o$ such that

$$F (u_{n+1}; \hat{v}) = 0, \quad \forall \ \hat{v} \in V ar^u_o,$$

where

$$F (u_{n+1}; \hat{v}) = \int_{\Omega_o} P (u_{n+1}) : \nabla \hat{v} d\Omega_o - \int_{\Omega_o} \rho_o (\bar{b} - \ddot{u}_n) \cdot \hat{v} d\Omega_o - \int_{\Gamma_o} t \cdot \hat{v} dA_o.$$  

To solve above non linear problem in terms of $u_{n+1}$ is used the Newton method. Hence, taking $u_{0, n+1} = u_n$, $k = 0$ (4)

where $k$ denotes the Newton method iteration step. Supposing the initial condition is given by last increment step converged solution $u_n$, then on $k$-th iteration we have

$$u_{k+1, n+1} = u_k + \Delta u_{k, n+1}.$$  

To determine $\Delta u_{k, n+1}$, one has

$$DF \left( u_{k, n+1}; \hat{v} \right) \left[ \Delta u_{k, n+1} \right] = -F \left( u_{k, n+1}; \hat{v} \right),$$

with

$$DF \left( u_{k, n+1}; \hat{v} \right) \left[ \Delta u_{k, n+1} \right] = \int_{\Omega_o} \frac{d}{d\epsilon} \left[ P \left( u_{n+1} + \epsilon \Delta u_{n+1} \right) \right]_{\epsilon=0} : \nabla \hat{v} d\Omega_o,$$

where $\Omega_o$ is fixed in space and it is supposing that $t_{o,n+1}$ and $\bar{b}_{n+1}$ are not depended of $u$. After some algebraic manipulations, we obtain

$$DF \left( u_{n+1}; \hat{v} \right) \left[ \Delta u_{n+1} \right] = \int_{\Omega_o} \left[ A \left( u_{n+1} \right) \right] \nabla \left( \Delta u_{n+1} \right) : \nabla \hat{v} d\Omega_o,$$

where $A$ (fourth order tensor) is the global tangent modulus, that is given by

$$\left[ A \left( u_{n+1} \right) \right]_{ijkl} = \frac{\partial P_{ij}}{\partial F_{kl}} \bigg|_{u_{n+1}}.$$

On the other hand, observing the problem from an Eulerian approach, it is defined a couple of sets for each $t \in S$

$$Kin^u (\Omega) = \left\{ u_t : \Omega \to \mathbb{R} \mid u_t \in H^1(\Omega), u (x, t) = \bar{u} (x, t), \forall x \in \Gamma^u \right\};$$

$$Var^u (\Omega) = \left\{ \hat{v}_t : \Omega \to \mathbb{R} \mid \hat{v}_t \in H^1(\Omega_t), \hat{v}_t (x) = 0, \forall x \in \Gamma^u \right\}.$$  

Hence, the weak formulation of the problem can be written as
Problem 2. Determine \( u(x,t) \in \text{Kin}_u(\Omega) \), for each \( t \in S \), such that

\[
\int_{\Omega} \sigma : \nabla \hat{v} \, d\Omega = \int_{\Omega} \rho (b - \ddot{u}) \cdot \hat{v} \, d\Omega + \int_{\Gamma} t \cdot \hat{v} \, dA, \quad \forall \, \hat{v} \in \text{Var}_u(\Omega),
\]

and in this case the tangent operator (or the global tangent modulus) can be described as

\[
[A(k_{u,n+1})]_{ijkl} = \left. \frac{\partial \sigma_{ij}}{\partial \epsilon_{kl}} \right|_{u_{n+1}}.
\]

It is important to comment that in both cases (Lagrangian or Eulerian approach) the global tangent modulus is defined by a rate of conjugated pairs.

4 THE TIKHONOV REGULARIZATION METHOD

After the Galerkin method discretization the problem described above belongs

\[
\min_{f \in \mathbb{R}^n} \| Af - g \|_2, \quad A \in \mathbb{R}^{n \times n} \quad g \in \mathbb{R}^n,
\]

where \( A \) (matrix representation for discretized tangent operator \( [A(k_{u,n+1})]_{ijkl} \)) has high condition number (ill-conditioned and singular values decreasing to zero without a gap on spectrum) on limit points neighbourhood \( (\partial \sigma_{ij}/\partial \epsilon_{kl} \approx \text{null fourth order tensor}) \) due to the shape of the equilibrium path response. The \( g \) consists to discretized vectorial representation of \(-F(u_{n+1}^k; \hat{v})\). Unfortunately for the standard least square (LS) the solution can be presented as \( f_{ls} = A^\dagger g \) (where \( A^\dagger \) denotes the pseudoinverse of \( A \)) has serious numerical spurious error. In this sense, the Tikhonov regularization method is a natural way to compute a solution less susceptible to numerical errors. The classical Tikhonov method ([5] and [6]) consists in

\[
\min_{f \in \mathbb{R}^n} \mathcal{J}(f)
\]

where \( \mathcal{J}(f) = \| Af - g \|_2^2 + \tilde{\lambda}\|f\|_2^2 \) and \( \tilde{\lambda} > 0 \) is the regularization parameter. This problem (15) is equivalent to research solution of the regularized normal equation

\[
(A^T A + \tilde{\lambda} I_n) f = A^T g,
\]

whose solution is \( f_{\tilde{\lambda}} = (A^T A + \tilde{\lambda} I_n)^{-1} A^T g \), and \( I_n \) is the identity matrix \( n \times n \). Now the problem is how to determine \( \tilde{\lambda} \) parameter such that \( f_{\tilde{\lambda}} \) be the nearest solution of the solution without numeric errors. A lot of techniques for the regularization parameter choice were developed and they are presented in the specialized literature. These techniques can be organized in two classes: techniques that involves the pre-known (or estimative) of the norm error \( e \) behaviour, as discrepancy principle (DP) evidenced in Morozov [8], and techniques that do not explore this information. In this second class it can be cited the L-curved method (see [9]), generalized cross-validation (GCV) (see [10]), weighted-GCV
(W-GCV) (see [11]), and a fixed point method (FP-method) (see [12]). For an overview of parameter-choice techniques for Tikhonov regularization method see [6] and recently [12].

Considering SVD of $A$, $A = \hat{S}_1 \hat{S}_2 \hat{S}_3^T$, where $\hat{S}_2 \in \mathbb{R}^{n \times n}$ is a singular value diagonal matrix, and $\hat{S}_1, \hat{S}_3 \in \mathbb{R}^{n \times n}$ are unitary matrixes, with $\hat{S}_3$ non singular matrix, the Tikhonov problem (15) can be written as

$$ (A^T A + \hat{\lambda} I_n) f_\hat{\lambda} = A^T g, \quad f_\hat{\lambda} = \hat{S}_3 (\hat{S}_2^2 + \hat{\lambda} I_n)^{-1} \hat{S}_2 \hat{S}_1^T g, \quad (17) $$

or $f_\hat{\lambda} = \sum_{i=1}^n \frac{\hat{S}_2^i}{\hat{S}_2^i + \hat{\lambda}} \hat{S}_1^T g \hat{S}_3$ with $\hat{S}_2^i$ representing the $i$-th singular value, $\hat{S}_1$ is the $i$-th column vector of $\hat{S}_1$ and $\hat{S}_3$ is the $i$-th column vector of $\hat{S}_3$.

Observing the problem (15), it is expected that the solution of this optimization problem converges to the solution of the equation $Af = g$ as $\hat{\lambda}$ tends to zero. In this sense, some properties of Tikhonov regularization method are shown in following theorem

**Theorem 1.** Let $A : \mathbb{R}^n \to \mathbb{R}^n$ be bounded. For every $\hat{\lambda} > 0$ there exists a unique minimum $f_\hat{\lambda}$ of (15). Furthermore, $f_\hat{\lambda}$ satisfies the normal equation

$$ \hat{\lambda} \langle f_\hat{\lambda}, \omega \rangle + \langle Af_\hat{\lambda} - g, A\omega \rangle = 0, \forall \omega \in \mathbb{R}^n, \quad (18) $$

or, using the adjoint $A^* = A^T : \mathbb{R}^n \to \mathbb{R}^n$ of $A$,

$$ (A^T A + \hat{\lambda} I_n) f_\hat{\lambda} = A^T g. \quad (19) $$

If, in addition, $A$ is one-to-one and $f \in \mathbb{R}^n$ is the (unique) solution of the equation $Af = g$ then $f_\hat{\lambda} \to f$ as $\hat{\lambda}$ tends to zero. Finally, if $f \in A^T(\mathbb{R}^n)$ or $f \in A^T A(\mathbb{R}^n)$, then $\exists c > 0$ with $\|f_\hat{\lambda} - f\| = c\sqrt{\hat{\lambda}}$ or $\|f_\hat{\lambda} - f\| = c\hat{\lambda}$, respectively.

5 THE L-CURVE TECHNIQUE

In this section it is presented some ideas about the L-curve technique for choosing the regularization parameter. In this sense, let $f_\lambda$ for be the family of solutions of the method of Tikhonov problem (15) and set

$$ \vartheta_{1\hat{\lambda}} := \|Af_\hat{\lambda} - g\|^2 \quad \text{and} \quad \vartheta_{2\hat{\lambda}} := \|f_\hat{\lambda}\|^2. \quad (20) $$

It can be verified that $f_\hat{\lambda}$ is a solution of the method of residuals ($e_{1\hat{\lambda}} := \sqrt{\vartheta_{1\hat{\lambda}}}$) and quasisolutions ($e_{2\hat{\lambda}} := \sqrt{\vartheta_{2\hat{\lambda}}}$). Defining the bounded set

$$ C := \{ (c_1, c_2) \in \mathbb{R}^2 | \exists f \in \mathbb{R}^n \text{ with } \|Af - g\| \leq c_1 \text{ and } \|f\| \leq c_2 \}, \quad (21) $$

it can be shown that the function $\hat{\lambda} \mapsto e_{1\hat{\lambda}}$ is increasing, $\hat{\lambda} \mapsto e_{2\hat{\lambda}}$ is decreasing and $C$ is a convex set with boundary given by the curve $\lambda \mapsto (e_{1\lambda}, e_{2\lambda})$. Although if it cannot
determine the rate $\frac{e_1}{e_2}$, it must be have to specify a method/technique to determine $\tilde{\lambda}$ in an optimal sense with using $\vartheta_1$ and $\vartheta_2$. In this way, the L-curve criterion consists in determine $\tilde{\lambda}$ which maximizes the curvature in the typical L-shaped curve $\ell : \tilde{\lambda} \in (0, \infty) \mapsto (\ln (e_1), \ln (e_2)) \in \mathbb{R}^2$. The main motivation comes from the fact that in almost vertical portion of $\ell-$graph for very small changes of $\tilde{\lambda}$ values corresponds to rapidly varying to regularized solutions norm with very little change in $\vartheta_1\tilde{\lambda}$, while on horizontal part of the graphic for larger values of $\tilde{\lambda}$ corresponds to regularized solutions norm where the plot is flat or slowly decreasing, for more detail see [9]. From these arguments, the L-curve corner is located in a natural transition point that links these two regions, for more details and substantial results see [6].

The evaluation of second derivatives shows that curve is convex and steeper as $\tilde{\lambda}$ approaches to the smallest singular value. The L-curve consists of a vertical part where $e_2$ is near of the maximum value and adjacent part with smaller slope and the more horizontal part corresponds to solutions dominated by regularization errors where the regularization parameter is too large. In this sense, the problem is to seek the L-curve point where the maximum curvature is reached.

Supposing L-curve is sufficiently smooth (in continuous sense) curvature $\kappa (\tilde{\lambda})$ can be computed as

$$\kappa (\tilde{\lambda}) = \frac{e'_1 e''_2 - e''_1 e'_2}{\left((e'_1)^2 + (e'_2)^2\right)^{3/2}},$$

(22)

where (’) denotes a derivative with respect to $\tilde{\lambda}$ regularization parameter and any one dimensional optimization method can be used to solve $\tilde{\lambda}$ for the maximum curvature problem. It must be to point out that numerical effort involved in minimization is smaller than SVD computation. Although, in many cases it is limited a finite set of points on L-curve, hence the curvature $\kappa (\tilde{\lambda})$ cannot be computed as (22). In a numerical sense the L-curve consists of a number of discrete points corresponding to different regularization parameter ($\tilde{\lambda}$) values at which we have evaluated $e_1$ and $e_2$. Thus, it is defined a sufficiently smooth curve associated to the set of discrete points in such way that the overall shape of L-curve is maintained. This procedure consists in determine an approximating smooth curve for L-curve. A reasonable approach for this is a cubic spline pair fitting for $e_1$ and $e_2$. Such a curve has some interesting properties as twice differentiable, numerically differentiable in stable way and local shape preserving features.

It is important to comment that computational implementation of Tikhonov L-curve regularization technique is based on criteria described in [7] and [9]. In the next section we will point out the performance of proposed Tikhonov L-curve regularization method for dynamic elastoplasticity problem.
6 NUMERICAL EXAMPLE

The objective of presented numerical examples are to attest efficiency of the numerical regularization technique proposed for the time evolutionary analysis in elastoplasticity problems. Our implementation was made in MATLAB and results analysis are given by a comparative response between regularized (Tikhonov L−curve parameter choice) numerical solution and non-regularized numerical solution. The numerical examples presented here consists of 1-D low cycle fatigue applications and a monotonic load test. The body initial length is 100 mm, its elasticity modulus is \( E = 2 \times 10^5 \) MPa, Poisson ratio is \( \nu = 0.3 \), yielding limit is \( \sigma_y = 260 \) MPa, kinematic hardening constants is \( \chi_\infty = 200 \) MPa (kinematic hardening amplitude) and \( \gamma = 2.0 \) (controls the kinematic hardening increase rate), isotropic hardening constants is \( R_\infty = 300 \) MPa (isotropic hardening amplitude) and \( b = 1 \) (controls the isotropic hardening increase rate), and damage constants are \( P_d = 0.0005 \) and \( D_c = 0.2 \) (critical value of damage). This last value depends upon the material and the loading conditions. \( D_c \) represents the final decohesion of atoms is characterized by a critical value of effective stress acting on the resisting area. It is important to cite that \( D_c \) gives the critical value of the damage at a mesocrack initiation occurring for unidimensional stress, usually \( D_c \in [0.2, 0.5] \). A sketch of the problem cases may be seen in figure below (see Fig.2).

![Problem Case Domain Sketch](image)

Figure 2: Problem Case Domain Sketch

The load, in this example, is given by \( \bar{u}(x, t) = 0.8 \sin^2(2\pi t) \) where \( t \) is in cycles. The regularized numerical solution (rns) and the non-regularized numerical solution (nrns) for analysis over \( t \in [0, 4] \) are computed under \( 10^{-4} \) tolerance value. A fictitious exact solution (fes) was too construct for this application. A important fact that must be noted is both numerical solution didn’t get to realize entire analysis over range \( t \in [0, 4] \). The ”nrns” was capable to continue the analysis until \( t = 2.787 \) cycles. The ”rns-analysis”, that use the Tikhonov regularization technique, can be cover range \( t \in [0, 3.137] \) cycles with a excellent agreement with the ”fes” as presented in figure (Fig. 3) below.

The nrns-analysis failed due to ill-condition problems. At point \( t = 2.787 \) cycles the condition number associated to the linearised system on Newton method iteration is \( 2.4 \times 10^8 \). For this case the number of iteration extrapolated a lot allowed limit (500 iterations) with residual norm value oscillating in one belittles strip around \( 10^{-3} \). If we grow up the allowed limit of iteration same pattern is the reached until 624710 iterations. In following figure (4) it can be seen a good agreement between ”fes” and ”rns”. Note that the rns-response was capable to reproduce the beginning of softening behaviour.
In next figure (5) the hardening behaviour during analyzed time can be seen. Again, a good agreement among the numerical results ("fes" and "rns") can be noted.

At this point, it is presented the responses about damage variable and storage plastic strain (see Fig. 6). A perfect "fes-rns" agreement has been noted in storage plastic
strain behaviour. The damage variable evolutionary profile shows a little bit discrepancy between "fes" and "rns" at $t = 2.75$ cycles (maximum difference) with 1.2% as relative error. It is important to stand that there is a tendency to both graphs ("fes" and "rns") coincides. The Tikhonov regularization process is setting to start when condition number is equal or greater than $2.4 \times 10^8$. Other settings are tested but the same unexpected pattern on rns-response was observed and non significant changes are noted.

![Figure 6: Damage vs. Time / Storage Plastic Strain vs. Time](image)

The Tikhonov regularization method allowed that the numerical analysis continues until $3.06 \times 10^8$ as condition number. The regularization parameter computed for last Newton’s iteration was $\lambda \approx 0.0525$ (see Fig. 7).

![Figure 7: L–curve: $e_2$ vs. $e_1$ / L–curve (zoom): $e_2$ vs. $e_1$](image)

7 CONCLUSION

In this work, it has discussed/analyzed the computational implementation of elasto-plasticity problem. As mentioned above to treat the critical points on equilibrium-path it was proposed a Thikhonov L-curve regularization approach over Newton method. In this sense it has presented some theoretical results from Thikonov regularization method
and your application over numerical dynamic elastoplastic problem as an efficient form of transposing the numerical problems associated to ill-conditioning happened in neighbourhoods of critical points.

It is important comment that the Thikonov L-curve regularization method approach in elastoplasticity numerical analysis showed robustness, efficiency and potential as it can be seen in the comparative numerical example here presented. The used tolerance convergence criterion ($10^{-4}$) was obtained after tests with larger and smaller tolerance values, in that none differences in the pattern of the responses was noticed. In this numerical example it was verified the consistency, performance and computational accuracy of the approach proposed. In fact, there was an excellent agreement between the regularized numerical response and fictitious exact solution, adding numerical stability and possibiliting advances in the time of analysis over permanent deformation computational modelling. Although, it is clear that new numerical experiments in terms of applications to explore as problems involving time rate dependences (viscoplasticity) over permanent/plastic deformations.

Additionally it is important to point out that besides new applications, other choosing parameters techniques (see [13] and [12]) must be investigated in terms of computational efforts, accuracy and performance in relation to L-curve approach. In particular, some experience is needed with large problems from distinct application requiring the use of general-form Tikhonov regularization. These are the subject of a research that should be continued.
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Abstract. Concrete provides with a variety of innovative designs, but two characteristics have limited its use: it is brittle and weak under tension. One way to overcome this problem is to add steel fibers into the concrete matrix, a technique introduced in the 70’s called Steel Fiber Reinforced Concrete (SFRC). Fibers shape, length and slenderness characterize its behavior. It is also necessary to take into account the orientation and the distribution of the fibers in the concrete matrix. Different flexural tests are reproduced considering SFRC in order to characterize and analyze the influence of the fibers. In the present work, a numerical tool for including fibers into plain concrete is presented. The numerical approach considered is based on the idea of the Immersed Boundary (IB) methods which were designed for solving problems of a solid structure immersed in a fluid. Herein, the IB method is applied for SFRC considering the concrete accounting for fluid and the steel fibers playing the role of the solid structure. Thus, the philosophy of the IB methodology is used to couple the behavior of the two systems, the concrete bulk and the fiber cloud, precluding the need of matching finite element meshes. Note that, considering the different size scales and the intricate geometry of the fiber cloud, the conformal matching of the meshes would be a restriction resulting in a practically unaffordable mesh. Concrete is modeled considering a nonlinear model and to take into account the whole process between fibers and concrete, the constitutive equations of the fibers are based on analytical expressions available in the literature describing the pullout.
test behavior. The constitutive expressions depend on (1) the angle between each fiber and the crack of the concrete specimen and (2) the shape of the fiber.

1 INTRODUCTION

The most used techniques to overcome the main drawbacks of plain concrete are the reinforced concrete and the prestressed concrete. Another alternative which appeared in the 70’s is the Steel Fiber Reinforced Concrete (SFRC) and consists of adding steel fibers into the concrete matrix. The length, the shape and the slenderness of the steel fibers characterize the behavior of the SFRC as well as the orientation and the distribution of the fibers into the concrete matrix.

SFRC has a large range of applications in civil engineering (bridges, pipes, airport runways, tunnel linings, pavements,...). The fracture energy and the residual strength increase due to the presence of steel fibers into plain concrete, particularly, in tension.

Several tests have been carried out in order to study the tensile behavior of SFRC: (a) direct tension tests ([1]), (b) indirect tension tests (splitting test ([2]) and Barcelona test ([3], UNE 83515)) and (c) bending tests of prismatic beam specimens, which are the most used to characterize the post-cracking response of SFRC. These can be either based on three point tests ([4], [5]) or four point tests ([6]).

Although experimental tests are useful for characterizing the SFRC, a numerical tool is needed for studying the behavior in more complex setups.

In the present work, a numerical approach for simulating the SFRC is presented avoiding conformal meshes (too expensive and not affordable for large number of steel fibers) and homogenized models (not accounting for the actual geometry of the fibers). Thus, the proposed approach allows defining a mesh for the concrete bulk and another one for the fiber cloud accounting for the actual geometry of the fibers. Moreover, the materials for the concrete bulk and the fiber cloud are independent, but coupled following the ideas of the Immersed Boundary (IB) methods ([9, 10, 11]).

In the proposed approach, the model for the concrete bulk can be any nonlinear material which describes precisely the behavior of the plain concrete. However, for the example presented in the current work a nonlocal Mazars damage model is chosen.

The constitutive equations of the steel fibers are defined accounting for the interaction between the concrete and the fiber cloud. Therefore, they are different for each fiber depending on the angle with the fracture pattern and their shape.

The application of the proposed approach is the simulation of the three point bending test considering SFRC.
2 NUMERICAL APPROACH FOR COUPLING STEEL FIBERS AND PLAIN CONCRETE

The proposed approach for coupling the fiber cloud and the concrete bulk (introduced in [8]) is based on the IB methods which were introduced for solving problems of a solid immersed on a fluid (here, concrete is thought as the fluid and the fibers are like the solid structure immersed in the fluid). The main idea of these methods is to neglect the space occupied by the solid structure. The fluid is considered to occupy the whole domain and the velocities of both solid and fluid are made compatible in the coinciding points. Then, the effect of the solid in the fluid is accounted for by adding an interaction force. The two systems (fluid and solid structure) are considered separately and compatibility is enforced by adding the corresponding interaction forces. The discretization of the problem is therefore simplified because the mesh of the whole domain (the fluid) may be very simple (eventually a cartesian mesh) and the mesh for the solid body does not require to be conformal with it. The models corresponding to the fluid and the solid are defined independently.

Therefore, the problem of SFRC is discretized defining independently one mesh for the concrete bulk and one mesh for the fiber cloud. The mesh for the concrete bulk is kept simple while preserving the geometrical features of the sample. The discretization of the fiber cloud is a series of straight bar elements (in the examples included in this work each fiber is discretized with five elements). No conformity or geometrical matching is enforced between the discretizations of the concrete bulk and the fiber cloud.

For a given discretization, the two materials of the concrete bulk and the fiber cloud are defined independently and the equilibrium in both materials must be ensured.

The displacement compatibility between the displacement fields in the concrete bulk and the fiber cloud, \(u_c\) and \(u_s\) is expressed in algebraic form via the projection operator \(\Pi\): \(u_s = \Pi u_c\). This linear restriction is enforced via the Lagrange multipliers method.

3 MATERIAL MODELS

3.1 Concrete bulk

For modeling plain concrete, both continuous and discontinuous nonlinear models can be considered (in [7] two different possibilities are considered for modeling the plain concrete for the Double Punch Test). In the current work, a nonlinear continuous model is chosen: the nonlocal Mazars damage model.

The material parameters considered for characterizing the plain concrete are presented in table 1.

3.2 Fiber cloud

The model considered for steel fibers accounts for the whole process of slipping and debonding of the fiber into plain concrete and, precisely, allows capturing the whole behavior between the fibers and plain concrete bulk. Therefore, an elasto-plastic angle
Table 1: Material parameters for the nonlocal Mazars damage model

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young Modulus $E$</td>
<td>$30 \cdot 10^9$ Pa</td>
</tr>
<tr>
<td>Poisson coefficient $\mu$</td>
<td>0</td>
</tr>
<tr>
<td>Characteristic length $l_{car}$</td>
<td>$10^{-3}$ m</td>
</tr>
<tr>
<td>$A_t$</td>
<td>1.2</td>
</tr>
<tr>
<td>$A_c$</td>
<td>1</td>
</tr>
<tr>
<td>$B_t$</td>
<td>2500</td>
</tr>
<tr>
<td>$B_c$</td>
<td>266</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.06</td>
</tr>
</tbody>
</table>

dependent model with softening is adopted for the steel fibers, described in [8].

The mesomodel expected for the steel fibers must define inside the whole interaction process between concrete and fibers and characterize the behavior of the steel fibers. Thus, the constitutive equations of steel fibers are deduced from experimental results and analytical descriptions of pullout tests.

Pullout tests describes all the phenomena of the SFRC not only for straight fibers (fiber debonding, matrix spalling, frictional sliding and fiber removal), but also for hooked fibers (which are the same for the case of straight fibers but, with plastic deformations, magnifying the matrix spalling effects).

Fortunately, there is a recent analytical phenomenological description of pullout tests is available based on experimental results ([12] and [13]). These analytical expressions depend on the angle between the fiber and the load direction and on the shape of the fiber, which can be straight or hooked.

As mentioned in [8], the analytical expression of the pullout tests are translated into the constitutive equations of the fibers. Thus, for each fiber, the angle between the fiber and the fracture pattern is computed and depending on its shape, the constitutive equation is defined.

For the most common cases (when the volumetric proportion of steel fibers into plain concrete is $\leq 1\%$), the behavior described by one single fiber into plain concrete is enough for describing the behavior of all the fibers in SFRC, without taking into account the interaction between them. However, when the volumetric proportion of fibers is higher than 1\%, it could not be realistic.

4 3D EXAMPLE: THREE POINT BENDING TEST

Once the numerical tool is presented, a 3D example is presented: the three point bending test. Figure 1 represents the scheme of the test.

The three point bending test is simulated considering plain concrete and hooked SFRC.
Figure 1: Three point bending test scheme.

Figure 2: Fiber distribution into the specimen.

The distribution and orientation of the fibers is computed randomly. In figure 2, the fibers distribution into the plain concrete specimen is represented. The properties of the fibers are presented in table 2.

<table>
<thead>
<tr>
<th>Table 2: Hooked fiber properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>length</td>
</tr>
<tr>
<td>diameter</td>
</tr>
</tbody>
</table>

In order to study the influence of the volumetric proportion of steel fibers, two different volumetric proportions are considered: (a) 0.04% and (b) 0.3%.

The results are presented in figure 3 considering plain concrete and SFRC with hooked
fibers. The vertical load is represented depending on the vertical displacement.

With the presence of the steel fibers, the energy dissipation and the residual strength increase, as expected. Moreover, the increase is higher when more fibers are considered. For the case when the volumetric proportions is 0.3%, after the peak, some hardening is observed, as it was expected observing the experimental results.

5 CONCLUDING REMARKS

Finally, the most important points are listed in order to conclude:

- A numerical tool for modeling SFRC is presented.

- It is possible to account for the actual geometry, distribution and orientation of the fibers because the mesh of the concrete bulk and the mesh of the fiber cloud are nonconformal.

- The materials corresponding to the concrete bulk and fiber cloud are independent, but coupled imposing displacement compatibility.

- The constitutive model of the steel fibers accounts for the interaction between concrete and fibers.

- The three point bending test is reproduced considering both plain concrete and SFRC. Moreover, different volumetric proportions of the steel fibers are considered.
- The influence of the steel fibers is observed in the example: the increase of the energy dissipation and residual strength.
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1 INTRODUCTION

Since their discovery by Lijima in 1991[1], carbon nanotubes (CNTs), are considered a new generation of reinforcement [2]. Their "nano" size structure makes them potentially free of defects, which provides them with excellent physical properties [3,4]. There are two main nanotube types: single wall nanotubes (SWNT) and multi wall nanotubes (MWNT). These last ones consist in several concentric walls, one inside the other.

In a composite, one the most important factors that condition their mechanical performance is the interfacial tension between matrix and reinforcement. In general, the loads in a composite structure are introduced to the matrix and then are transferred to the reinforcement through the interface [5]. Therefore, the interface can be defined as the region, surrounding the reinforcement, where this stress transfer takes place. The properties of the composite depend on the properties of this region and its ability to transfer the load efficiently.

This work proposes a new formulation to predict the mechanical properties and mechanical behaviour of nanotube-reinforced composites. The formulation is based on the mixing theory [6]. It obtains the behaviour of the composite from the mechanical performance of its constitutive materials: matrix, carbon-nanotube and the interface that bonds both of them.

2 DESCRIPTION OF CONSTITUTIVE MODEL

The theory presented in this work obtains the mechanical performance of the composite from the behaviour of the composite constituents, each one simulated with its own constitutive equation [7]. As it is written, the theory can be understood as a constitutive equation manager. This approach increases the versatility and simulation capability of the formulation.

The model assumes that the composite is the combination of three different materials: matrix, CNTs and interface zone [8]. The interface corresponds to the matrix surrounding the CNTs. It is considered an independent component, with its own constitutive law. The function of the interface material in the model is to define the capacity of the matrix to transfer the loads to the reinforcement.

Although the phenomenological performance of the composite completely justifies the definition of an interface material, its existence also justified by measurements performed on.
CNTs reinforced composites. Differential Scanning Calorimetry (DSC) measurements, carried out in composites with semi-crystalline polymer as matrix material, show a linear increase of crystalline matrix as the nanotube volume fraction increases. This result suggests that each nanotube has a crystalline coating [9]. This phenomenon can be also seen in Scanning Electron Microscope (SEM) images such the ones shown in Figure 1. Such images revealed that the structures protruding from the fracture surface seemed to have larger diameters than the original MWCNTs used in the sample preparation [10].

![Figure 1](image1.png)

**Figure 1**: SEM image of nanomanipulation and fracture surface of composites [10].

A general description of the proposed procedure to simulate CNTs reinforced composites is shown in Figure 2. This figure shows that the composite is divided in several layers, each one containing nanotubes with a different orientation. All layers are coupled together using the parallel mixing theory. This division into layers allows taking into account the different orientations that may have the nanotubes in the composite. And, eventually, allows defining a composite with different materials in each layer (i.e. a foam core in a sandwich laminate).

![Figure 2](image2.png)

**Figure 2**: Representation of formation for reinforced composite.
Each layer is defined by the volume content of matrix, interface and carbon nanotubes. The mechanical performance of each layer is obtained with a new mixing theory formulation, which consists in combining the mechanical performance of the three co-existing materials.

First, the layer is split into matrix and a new material result of coupling the CNTs with the interface. The relation between the matrix and the CNTs-interface is established in terms of the parallel mixing theory; this is, they are assumed to have an iso-strain behaviour. On the other hand, CNTs and the interface zone are bonded together with a combination of parallel and serial mixing theories. The serial mixing theory states that all composite constituents have the same stresses.

The formulation used to characterize the CNTs-interface material is based in the short fibre model developed by Car [12]. Figure 3 shows the scheme used to obtain the performance of the CNTs-interface material. According to this model, the load transfer from the interface to the nanotube is produced at both the ends of the reinforcement, through shear stresses. At the centre of the reinforcement there is no load transfer and, therefore, shear stresses are null. A simplified model can be defined in which the CNT-interface performance is defined with a serial mixing theory at the ends of the reinforcement (iso-stress behaviour) and with a parallel mixing theory at the centre of it (iso-strain behaviour).

![Figure 3: Different regions in the new material CNTs-interface.](image)

A parallel factor named \( N_{\text{par}} \) is defined to differentiate the two regions. This parameter, multiplied by the nanotube length, provides the length of the nanotube-interface element with a parallel behaviour. The length with a serial performance is defined by the complementary factor.

### 3 FORMULATION OF CONSTITUTIVE MODEL

The Helmholtz free energy [13] of a material point subjected to small deformations can be described with the following thermodynamic formulation [14, 15]:

\[
\sigma^{\text{iz}} = \sigma^{\text{int}} \\
\varepsilon^{\text{iz}} = \varepsilon^{\text{int}} \\
\sigma^{\text{iz}} = \sigma^{\text{int}}
\]

\[
l_{\text{par}} = N_{\text{par}} l_{\text{nt}} \Rightarrow \frac{l_{\omega}}{2} = \frac{l_{\omega} - l_{\text{par}}}{2}
\]

\[
l_{\text{ser}} = l_{\text{nt}} - l_{\text{par}} \Rightarrow \frac{l_{\omega}}{2} = \frac{l_{\omega} - l_{\text{ser}}}{2}
\]
\[
\Psi = \Psi(\varepsilon; \theta, \alpha)
\]  

(1)

where \( \varepsilon \) is the deformation tensor, \( \theta \) the temperature and \( \alpha = \{ \varepsilon^p; d; s \} \) a set of inner variables, for example: \( \varepsilon^p \) is the plastic deformation, \( d \) damage inner variable and \( s \) any other material internal variables.

The model proposed to simulate the composite material consists on a combination of the different components of the composite, using the parallel and the serial mixing theories, as has been described in previous section. The expression of the Helmholtz free energy for the composite material may be written as:

\[
\Psi = k_m \Psi_m + (k_{nt} + k_{iz}) \left[ N_{par} \left( k_{nt} \Psi_{nt} + k_{iz} \Psi_{iz} \right) + \left( 1 - N_{par} \right) \left( k_{nt} \Psi_{nt} + k_{iz} \Psi_{iz} \right) \right]
\]  

(2)

where \( \Psi_m \), \( \Psi_{nt} \) and \( \Psi_{iz} \) are the specific Helmholtz free energy for the matrix, the nanotube and the interface components, respectively; \( \Psi_{nt}^{par} \) and \( \Psi_{nt}^{ser} \) states parallel and serial Helmholtz free energy of the news CNTs-interface material, \( k_m, k_{nt} \) and \( k_{iz} \) are the volume fraction of each component, and \( N_{par} \) is a parallel factor and:

\[
k_{nt} = \frac{k_{nt}}{k_m + k_{iz}} \quad \text{and} \quad k_{iz} = \frac{k_{iz}}{k_m + k_{iz}}
\]  

(3)

are the volume fractions of the composite components. These must verify:

\[
k_m + k_{nt} + k_{iz} = 1 \quad \text{and} \quad \bar{k}_{nt} + \bar{k}_{iz} = 1
\]  

(4)

The relation among the strain tensors of the different components is:

\[
\varepsilon = \varepsilon_m = \varepsilon_{nt}^{par} = \varepsilon_{nt}^{ser}
\]  

(5)

where \( \varepsilon \) and \( \varepsilon_m \) are the composite and matrix deformations, respectively; \( \varepsilon_{nt}^{par} \) is the deformation of a new material, result of the combination of nanotubes with the interface, that has a parallel behaviour; and \( \varepsilon_{nt}^{ser} \) is deformation of a nanotube-interface material that has a serial behaviour.

The tangent constitutive tensor of the composite material may be derived from Eq. (2):  

\[
C = \frac{\partial^2 \Psi}{\partial \varepsilon \partial \varepsilon} = \frac{k_m}{k_m + k_{iz}} \bar{C}_m + \frac{k_{nt}}{k_m + k_{iz}} \bar{C}_{nt}^{par} + \frac{k_{iz}}{k_m + k_{iz}} \bar{C}_{nt}^{ser}
\]  

(6)

A parallel behaviour means that all composite constituents have the same value for this strain component and therefore:

\[
\varepsilon_{nt}^{par} = \varepsilon_m = \varepsilon_{nt} \quad \Rightarrow \quad \bar{C}_{nt}^{par} = N_{par} \left[ k_m C_m + k_{iz} C_{iz} \right] = N_{par} \bar{C}_{nt}^{par}
\]  

(7)

A serial behaviour means that all composite constituents have the same value for this stress
component and therefore:

\[
\sigma_{ntiz}^{ser} = \sigma_{ntiz} = \sigma_{iz} \quad \Rightarrow \quad \varepsilon_{ntiz}^{ser} = C_{ntiz}^{-1} : \varepsilon_{ntiz}^{ser} \quad ; \quad \varepsilon_{iz} = C_{iz}^{-1} : C_{ntiz}^{ser} : \varepsilon_{ntiz}^{ser}
\] (8)

\[
\frac{\partial^2 \Psi_{ntiz}^{ser}}{\partial \varepsilon_{ntiz}^{ser} \otimes \partial \varepsilon_{ntiz}^{ser}} = (1 - N_{par})\left[\bar{k}_{ntiz} C_{ntiz}^{-1} + \bar{k}_{iz} C_{iz}^{-1}\right] = (1 - N_{par}) C_{ntiz}^{ser}
\] (9)

Replacing Eq. (7) and Eq (9) in Eq (6) it is possible to obtain a simplified expression of the tangent constitutive tensor:

\[
C = k_m C_m + (k_{ntiz} + k_{iz} N_{par} C_{ntiz}^{par} + (1 - N_{par}) C_{ntiz}^{ser})
\] (10)

### 3.1 Definition of the parallel factor \(N_{par}\)

The parallel factor is defined as:

\[
N_{par} := \frac{l_{par}}{l_{ntiz}} \quad , \quad 0 \leq N_{par} \leq 1
\] (11)

where \(l_{ntiz}\) is the length of the nanotube and \(l_{par}\) is function of geometry and mechanical properties of the nanotube and the interface.

Based on the short fiber formulation defined in [5], the equation of tension distribution in a reinforcement considering perfect bond with the matrix is:

\[
\sigma_{ntiz}(x) = E_m \left[1 - \cosh(\beta (l_{ntiz} - 2x))\right] \varepsilon_{ntiz} \quad \beta = \sqrt{\frac{2 G_{ntiz}}{E_m d_{ntiz}^2 \ln(1 + \frac{b}{r_{ntiz}})}}
\] (12)

where \(x\) represents the longitudinal positions in the reinforcement, the subscript “ntiz” and “iz” refers to the properties of nanotube and interface zone, respectively, and \(b\) is the thickness of interface.

Considering that \(l_{par} = l_{ntiz} - 2x\) and finding the positions “x” which verifies that the effective modulus obtained of integrate the tension distributions is equal to:

\[
\varepsilon_{ntiz} = \frac{l_{par}}{l_{ntiz}} \varepsilon_{ntiz}^{par} + \left(1 - \frac{l_{par}}{l_{ntiz}}\right) \varepsilon_{ntiz}^{ser}
\] (13)

The parallel longitudinal can be written as:

\[
l_{par} = \frac{1}{\beta} \cosh^{-1}\left[\sqrt{\cosh(\beta l_{ntiz})}\right]
\] (14)

### 4 CONSTITUTIVE MODEL FOR A SINGLE MATERIAL

All models used in the formulation depart from Eq. (1). Therefore it is possible to use any constitutive law to describe the behaviour of the constituent materials defined: matrix, interface and CNTs. However, for the sake of clarity, in the following are defined three
specific models that will be used afterwards.

4.1 Constitutive model for matrix material

Matrix material is defined with an elastoplastic law. Therefore, the specific Helmholtz free energy for this material, considering uncoupled elasticity is:

\[ \Psi'(\varepsilon^e, p) = \Psi^e(\varepsilon^e) + \Psi^p(p) = \frac{1}{2} \varepsilon^e : C : \varepsilon^e + \Psi^p(p) \]  

where the total deformation of the material tensor is split into its elastic, \( \varepsilon^e \) and plastic, \( \varepsilon^p \) parts. This is:

\[ \varepsilon = \varepsilon^e + \varepsilon^p \]  

The local form of the Clausius-Duhem inequality for this material can be expressed as:

\[ \Xi = \sigma : \dot{\varepsilon} - \eta \hat{\theta} - \dot{\Psi} - \frac{1}{\theta} q \frac{\partial \theta}{\partial x} \geq 0 \]  

\[ \sigma : (\dot{\varepsilon}^e + \dot{\varepsilon}^p) - \eta \hat{\theta} - \left[ \frac{\partial \Psi^e}{\partial \varepsilon^e} : \dot{\varepsilon}^e + \frac{\partial \Psi^p}{\partial p} \dot{p} + \frac{\partial \Psi^p}{\partial \theta} : \dot{\theta} \right] - \frac{1}{\theta} q \frac{\partial \theta}{\partial x} \geq 0 \]  

\[ \left( \sigma - \frac{\partial \Psi^e}{\partial \varepsilon^e} \right) : \dot{\varepsilon}^e - \left( \eta + \frac{\partial \Psi^p}{\partial \theta} \right) \dot{\theta} + \sigma : \dot{\varepsilon}^p - \frac{\partial \Psi^p}{\partial p} \dot{p} - \frac{1}{\theta} q \frac{\partial \theta}{\partial x} \geq 0 \]  

where \( \sigma \) is the stress tensor, \( \eta \) the entropy, and \( q \) the vector field of heat flow.

To ensure compliance with the second thermodynamic law it must be defined:

\[ \sigma := \frac{\partial \Psi^e}{\partial \varepsilon^e} \quad \eta := -\frac{\partial \Psi^p}{\partial \theta} \quad P := -\frac{\partial \Psi^p}{\partial p} \]  

where \( P \) is the thermodynamic tensor associated with the internal variable tensor \( p \).

Finally, the mechanical dissipation for a material point is:

\[ \Xi_m = \Xi_p = \sigma : \dot{\varepsilon}^p + P \cdot \dot{p} \geq 0 \]  

4.2 Constitutive model for interface material

The interface region will be simulated with a damage material. In this case, the expression of the Helmholtz free energy is:

\[ \Psi'(\varepsilon^e, d) = \Psi^e(\varepsilon^e, d) = (1 - d) \Psi^e(\varepsilon^e) = (1 - d) \frac{1}{2} \varepsilon^e : C : \varepsilon^e \]  

The local form of the Clausius-Duhem inequality for this material can be expressed as:
\[ \Xi = \sigma : \dot{\varepsilon} - \eta \dot{\theta} - \Psi - \frac{1}{\theta} q \cdot \frac{\partial \theta}{\partial x} \geq 0 \]  
(23)

\[ \sigma : \dot{\varepsilon} - \eta \dot{\theta} \left[ \frac{\partial \psi^e}{\partial \varepsilon} : \dot{\varepsilon} + \frac{\partial \psi^e}{\partial d} : \dot{d} \right] - \frac{1}{\theta} q \cdot \frac{\partial \theta}{\partial x} \geq 0 \]  
(24)

\[ \left( \sigma - \frac{\partial \psi^e}{\partial \varepsilon} \right) : \dot{\varepsilon} - \left( \eta + \frac{\partial \psi^e}{\partial \theta} \right) \dot{\theta} - \frac{\partial \psi^e}{\partial d} : \dot{d} - \frac{1}{\theta} q \cdot \frac{\partial \theta}{\partial x} \geq 0 \]  
(25)

To ensure compliance with the second thermodynamic law it must be defined:

\[ \sigma := \frac{\partial \psi^e}{\partial \varepsilon}, \quad \eta := - \frac{\partial \psi^e}{\partial \theta}, \quad D := \frac{\partial \psi^e}{\partial d} \]  
(26)

where \( D \) is the thermodynamic scalar associated with the internal scalar variable \( d \).

And, the mechanical dissipation for a material point is:

\[ \Xi_m = \Xi_d = D \dot{d} \geq 0 \]  
(27)

**4.3 Constitutive model for nanotubes**

Nanotubes are considered elastic, therefore the Helmholtz free energy is:

\[ \psi^e(\varepsilon^e) = \psi^e(\varepsilon^e) = \frac{1}{2} \varepsilon^e : C : \varepsilon^e \]  
(28)

And the local form of the Clausius-Duhem inequality can be expressed as:

\[ \Xi = \sigma : \dot{\varepsilon} - \eta \dot{\theta} - \Psi - \frac{1}{\theta} q \cdot \frac{\partial \theta}{\partial x} \geq 0 \]  
(29)

\[ \sigma : \dot{\varepsilon} - \eta \dot{\theta} - \frac{\partial \psi^e}{\partial \varepsilon} : \dot{\varepsilon} - \frac{1}{\theta} q \cdot \frac{\partial \theta}{\partial x} \geq 0 \]  
(30)

\[ \left( \sigma - \frac{\partial \psi^e}{\partial \varepsilon} \right) : \dot{\varepsilon} - \left( \eta + \frac{\partial \psi^e}{\partial \theta} \right) \dot{\theta} - \frac{\partial \psi^e}{\partial d} : \dot{d} - \frac{1}{\theta} q \cdot \frac{\partial \theta}{\partial x} \geq 0 \]  
(31)

To ensure compliance with the second thermodynamic, \( \sigma \) and \( \eta \) are defined as:

\[ \sigma := \frac{\partial \psi^e}{\partial \varepsilon}, \quad \eta := - \frac{\partial \psi^e}{\partial \theta} \]  
(32)

**5 NON-LINEARITY OF THE PROPOSED MODEL**

In the proposed model, the composite performance is obtained from the mechanical
performance of its constituent materials. Therefore, if a constituent (i.e. the interface) is simulated with a non-linear law and the strains applied to it lead to a non-linear state, the whole composite will become non-linear.

However, beyond the non-linear performance provided by the constitutive law used to simulate each constituent, the load transfer capacity in the interface region is also affected if the interface is damaged. This effect must be included in the formulation.

According to Figure 3, the load transfer from the interface to the reinforcement is produced at the ends of the reinforcement. Therefore, initial interface damage will occur at the ends of the reinforcement, where there is larger stress concentrations, reducing the effective length of the nanotube. In other words, the parallel length of the nanotube is reduced based on the damage of the interface material. The new parallel length can be computed as:

\[ l_{par} = l_{par}^0 (1 - d) \]  

(33)

where \( l_{par}^0 \) is the initial length of the nanotube working in parallel and \( d \) is the interface damage.

The addition of this new length, depending on the non-linear performance of the interface material, provides a non-linear response of the composite (see equation 10), even when matrix and the carbon nanotube reinforcement are in their linear range.

6 NUMERICAL IMPLEMENTATION

The proposed model has been implemented in PLCd [16] a finite element code that works with 3D solid geometries. The algorithm developed has been implemented as a new composite equation manager in the FEM code [17]. PL Cd has already implemented the constitutive laws that will be used to predict the performance of the composite components (elastoplastic, damage and elastic). The formulation proposed has been written so that the constitutive laws of the constituents are seen as “black boxes”, that will compute the material stresses for a given strain.

7 RESULTS

The elastic performance of the model presented in this work has been already validated, proving that it provides good results. The validation performed consisted in comparing the prediction made by the model, of different elastic parameters (Young modulus and shear modulus) for several CNTs reinforced polymers, with the data existing in literature for these same composites. A detailed description of this comparison is reported in [18].

The non-linear behaviour of the numerical model is validated hereafter, comparing the results provided by the model with experimental data obtained from M-Rect project (see acknowledgements). The matrix used is PEEK; Young’s modulus and shear modulus were measured: 3.9 [GPa] and 1.9 [GPa], respectively. The composite has a 3% weight of MWNT (Baytubes® C 70 P). However, measurements with X-ray showed an apparent 5% weight, this means that the nanotubes have a higher apparent diameter than the pristine one. Therefore, the \( b/r_{nt} \) is calculated assuming that 2% weight extra is the coating polymer around the nanotubes. The Young’s modulus of the interface zone was estimated using the procedure proposed by Coleman et al. [19]. The data used for the estimation of the modulus is the one
defined by Díez-Pascual et al. [20,21], obtaining a final value of 5 [GPa].

The properties used in the model for the CNTs were obtained considering them as solid cylinders with the same external diameter. To do so it is necessary to reduce their elastic modulus in order to have an equivalent material. The values used as effective Young’s modulus and effective shear modulus are 

\[ E_{nt} = 4.1/d_{nt} \cdot E_g \]

\[ G_{nt} = \left[ 1 - (1-2.t/d_{nt})^4 \right] \cdot G_g \]

respectively [22]. The value of the properties used to get the effective properties were 

\[ E_g = 1 \text{ [TPa]}, \quad G_g = 0.44 \text{ [TPa]} \]

(the Young’ modulus and the shear modulus of graphite sheet), its thickness was considered to be \( t = 0.34 \text{ [nm]} \).

### Table 1: Project data for implementation of numerical model

<table>
<thead>
<tr>
<th>Type</th>
<th>( d_{nt} ) [nm]</th>
<th>( l_{nt} ) [( \mu \text{m} )]</th>
<th>( l_{nt}/d_{nt} )</th>
<th>( b/r_{nt} )</th>
<th>( E_{nt} ) [GPa]</th>
<th>( G_{nt} ) [GPa]</th>
<th>( N_{exp} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MWNT</td>
<td>13</td>
<td>1</td>
<td>44</td>
<td>0.3</td>
<td>105</td>
<td>85</td>
<td>0.97</td>
</tr>
</tbody>
</table>

The composite is defined with different layers in order to assign different CNTs orientations. Each layer contains a volume fraction of CNTs with a specific orientation. The constitutive model used for PEEK material is an elasto-plastic model, for the interface zone is an explicit scalar elasto-damage, and for the nanotube is an elastic model. The parameters that control the no-linear behaviour on the interface zone were calibrated with the experimental data of project.

Figure 4 shows the mechanical performance of the model when the composite is loaded with a shear load. The simulation has been performed applying a controlled displacement load. The figure shows the strain-stress graph obtained for the composite (red line) and these same graphs for the interface material of the different layers in which the composite is divided. These last graphs show that the maximum stress in all interface materials do not exceed the defined threshold value of 15 MPa.

![Numerical results of shear stress-strain relations for static tests](image)

**Figure 4:** Numerical behaviour for the model proposed in shear load.
Figure 4 shows that once the first interface material reaches its threshold value, the composite modifies its mechanical performance reducing its stiffness. This occurs because the interface itself reduces its stiffness due to damage, but also because damage in the interface reduces the parallel fraction of the CNTs-interface material (equation 33); hence, the participation of the CNTs in the composite is less significant. When all interfaces (in all layers) are completely damaged, the CNTs contribution to the composite stiffness and strength becomes null and the composite behavior is such as having just matrix material with some voids in it.

The mechanical performance just described is better shown in figure 5, in which is represented the behaviour of the numerical model calibrated in a load-unload test. The PEEK curve shows the plastic behaviour of the numerical model. When it is unloaded, the composite curve shows not only plastic deformation, but also a variation in its stiffness produced by interface damage.

![Comparison shear stress-strain relations for static tests](image)

**Figure 5**: Comparison of numerical and experimental results, load and unload curves.

### 8 CONCLUSIONS

- A new formulation has been presented, which is based on the mixing theory, developed to predict the mechanical performance of composites reinforced with carbon nanotubes. The model presented has the advantage of relating the CNTs and the matrix with an interface material. This makes possible to simulate the composite material by using constitutive laws defined for each composite component and the interaction between them.

- The model was calibrated and compared with experimental data. The elastic properties predicted by the model, as well as the nonlinear behaviour estimated are in good agreement with experimental values.
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Abstract. Significant progress has been made on computational contact mechanics over the past decade. Many of the drawbacks that were inherent to the standard node-to-segment element strategy, such as locking/over-constraint and non-physical jumps in the contact forces due to the discontinuity of the contact surface, have been systematically overcome. In particular, the formulation of the mortar finite element method [1], which has allowed the establishment of efficient segment-to-segment approaches [2, 3] when applied to the discretization of a contact surface, has promoted significant advance. However, the regularization schemes used with the mortar element (e.g. the Penalty method, the Lagrange multipliers method or combination of them) still cause unwanted side-effects such as: ill-conditioning, additional equations in the global system or a significant increase in the computational time for solution. In order to circumvent these shortcomings, Wohlmuth [4] has proposed the use of dual spaces for the Lagrange multipliers allowing the local elimination of the contact constraints. As a consequence, the Lagrangian multipliers can be conveniently condensed and no additional equations are needed for the solution of the global system of equations. Hübber et al. [5], Hartmann et al. [6], Popp et al.[7] and Gitterle et al [8]. have later combined this methodology with an active set strategy and obtained improved results in terms of convergence rate. Despite the successful application of the dual mortar formulation to contact problems, the advances presented in the literature have, to the authors knowledge, only been employed for the simulation of elastic problems. However, contact between bodies has a strong influence in many applications (e.g., metal forming and cutting) where finite inelastic strains play a crucial role. Therefore, the main goal of the present work is both the application and assessment of the dual mortar method in problems where contact takes place coupled with finite plastic strains.
1 INTRODUCTION

The great majority of industrial processes involve plastic deformation of metallic bodies. There are several manufacturing procedures to modify the shape (i.e. Extrusion, U-Shaping, L-Shaping, Upsetting, etc) and they all share a common mechanism: the frictional contact. The correct prediction of frictional forces is intimately related to the precise computation of the normal contact forces. One of the most common methods to solve a non-conforming contact contact problem is the standard node-to-segment Lagrangian method. However the drawbacks inherent to the node-to-segment (NTS) approach, such as locking/over-constraint and non-physical jumps in the contact forces due to the discontinuity of the contact surface, use to compromise the method’s results. Therefore, it is possible to replace the strong pointwise non-penetration function by a weaker integral condition through the use of dual spaces for the Lagrange multiplier [4]. This provides a very efficient discretization approach for non-conforming meshes, and therefore, a more accurate evaluation of the normal contact forces. The main goal in this work is to assess how the Dual Mortar method behaves when the deformation field along the contact surface evolves to the plastic zone. This paper is organized as follows: in Section 2, the contact problem is presented by stating the boundary conditions, the contact kinematics and the material model employed. In Section 3, the final equation system of the Dual Mortar method is presented. Numerical examples comparing the Dual Mortar method and the lagrangian method, are given in Section 4. Conclusion remarks are presented in Section 5.

2 PROBLEM DEFINITION

Considering two solid bodies in the reference configuration, we denote them by Ωs and Ωm, \(\{\Omega_s \cup \Omega_m = \Omega : \Omega \subset \mathbb{R}^2\}\). The boundaries of subset Ω are divided in a contact zone \(\Gamma_c\), a Neumann part \(\Gamma_N\) and a Dirichlet part \(\Gamma_D\), \(\{\Gamma_c \cup \Gamma_N \cup \Gamma_D = \Gamma : \Gamma \subset \mathbb{R}\}\). It is assumed that \(\Gamma_D\) has a non-zero measure. The boundary value problem, in terms of the displacement vector \(u\), is given as follows:

\[
-\nabla \cdot (\sigma(u)) = f \text{ in } \Omega,
\]

\[
u = 0 \text{ on } \Gamma_D
\]

\[
\sigma(u)n = t
\]

where \(f\) is the body forces over \(\Omega\) and \(t\) are the prescribed tractions on the Neumann boundary. The outward unit normal vector \(n\) on \(\Gamma_c\) is defined with respect to the slave body \(\Omega_s\). The stress tensor \(\sigma\) is obtained using the classical von Mises nonlinear model. The yield function for the von Mises criterion can be defined as:

\[
\Phi(\sigma) = \sqrt{J_2(S(\sigma))} - \tau_y,
\]

with \(J_2\) as the second principal invariant of the deviatoric stress tensor \(S = \sigma - pI\), where \(p\) is hydrostatic pressure, and \(\tau_y\) as the shear stress tensor. The gap function \(g(X, t)\) is
defined as the normal distance between a point \( x^{(1)}(t) \) over the slave surface \( \Gamma_s \) and a point \( x^{(2)}(t) \) over the master surface \( \Gamma_m \) in the current configuration as

\[
g(X, t) = -n[x^{(1)}(X^{(1)}, t)] \cdot [x^{(1)}(X^{(1)}, t) - \hat{x}^{(2)}(X^{(2)}, t)].
\]  

(5)

Together with the normal contact pressure, \( \lambda_n(X, t) \), the gap function creates a set of conditions known as the Kuhn-Karush-Tucker (KKT) conditions, which enforce a non-penetration relation on the normal direction of \( \Gamma_c \),

\[
g(X, t) \geq 0, \quad \lambda_n \leq 0, \quad \lambda_n g(X, t) = 0.
\]  

(6)

In the tangential direction, the frictional conditions are given by the Coulomb’s law:

\[
\psi := |t_\tau| - \mu |\lambda_n| \leq 0.
\]  

(7)

Having stated these definitions, let \( v \) be virtual displacement vector and \( V \) the space of test functions fulfilling the condition \( v = 0 \) on the Dirichlet boundary \( \Gamma_D \). Then, applying the principle of virtual work to the boundary value problem and using the KKT conditions (6), the energy problem is reduced to finding \( u \subset \{u_s, u_m\} \in V \) such that,

\[
\partial \Pi(u, \delta u) = \partial \Pi_{int,ext}(u, \delta u) + \partial \Pi_c(u, \delta u) = 0,
\]  

(8)

where \( \partial \Pi_{int,ext}(u, \delta u) \) represents the virtual work from the internal and external forces. The contact virtual work, \( \partial \Pi_c(u, \delta u) \), is obtained by the integration – over the slave side – of the work done by the contact traction \( t_c^{(1)} \),

\[
\partial \Pi_c(u, \delta u) = - \int_{\Gamma_s} t_c^{(1)} \cdot (\delta u^{(1)} - \delta u^{(2)}) d\Gamma_s.
\]  

(9)

The next section presents the discretization procedures adopted for solving the contact virtual work equation (9).

3 DISCRETIZATION

Since the lagrangian method has been extensively treated in the literature, the discretization procedure adopted for this method may be found in references such as Laursen [9] and Wriggers [10]. The discretization using a dual basis for the lagrangian multipliers adopted in this work is strongly based in the works of Hüeber et al. [5], Popp et al. [7] and Gitterle et al. [8], however a remark – concerning the final equation system used – must be made. Introducing the Lagrange multiplier, on the slave side, as the negative of the contact traction \( \lambda = -t_c^{(1)} \) it is possible to rewrite equation (9) as,

\[
\delta \Pi_c(u, \delta u, \lambda) = \int_{\Gamma_s} \lambda \cdot (\delta u^{(1)} - \delta u^{(2)}) d\gamma
\]  

(10)

which represents a weak integral replacement of the strong pointwise non-penetration condition. The matrix form of equation (8) was reduced to the following pure displacement problem,
\[
\begin{bmatrix}
K_{NN} + M_{NN}^T K_{AN} & K_{NM} + M_{NM}^T K_{AM} & K_{NI} + M_{NI}^T K_{AI} & K_{NK} + M_{NK}^T K_{AK} \\
K_{MN} + M_{MN}^T K_{AN} & K_{MM} + M_{MM}^T K_{AM} & K_{MI} + M_{MI}^T K_{AI} & K_{MK} + M_{MK}^T K_{AK} \\
0 & M_A & S_{AT} & T_A K_{AN} - f_{AZ} \\
\end{bmatrix}
\begin{bmatrix}
\Delta d_N \\
\Delta d_M \\
\Delta d_I \\
\end{bmatrix}
\begin{bmatrix}
r_M + M_A^T r_A \\
r_z \\
g_A \\
\end{bmatrix}
\]  

(11)

Here, indexes \(N, M, I, A\) stands for the set of internal nodes, nodes on the mortar side, inactive non-mortar nodes and active non-mortar nodes, respectively. The matrix \(\tilde{K}\) corresponds to the summation of the standard tangent stiffness matrix \(K\) and the matrix \(\tilde{C}\), which contains the directional derivatives of both mortar matrices \(D\) and \(M\). Matrix \(\tilde{S}\) contains the directional derivatives of the gap functions vector \(\tilde{g}\), while the matrix \(\tilde{F}\) is obtained by assembling the tangent vector linearizations together with the current values of the Lagrange multipliers. The matrices \(T\) and \(M\) are defined as, \(T = D^{-1}T\) and \(M = D^{-1}M\), respectively. Since friction is taken into account, the terms related to stick and slip must be considered in the tangent matrix \(T\). Finally, the residual force vector is computed in terms of the vector of internal forces, \(f_{int}\), the vector of external forces, \(f_{ext}\), and the contact forces, \(f_c\), as follows,

\[
r = f_{int}(d) + f_c (d, z) - f_{ext} = 0,
\]

(12)

where \(d\) represents the nodal displacements and the nodal values of the lagrangian multipliers, \(z\), are recovered using the following relation,

\[
z = D^{-1} \left( -r_I - K_{IN} \Delta d_N - K_{IM} \Delta d_M - K_{II} \Delta d_I \right).
\]

(13)

The solution is undertaken using a sparse equation solver with the Newton-Raphson method, were the residual forces are indirectly used as a control parameter. The outcome is a fast and memory-optimized solver.

### 4 NUMERICAL EXAMPLES

In this section a set of three numerical problems is presented. The objective of those analyzes is to compare the standard Lagrange method and the Dual Mortar method, when plastic strain comes to play. Two normal contact problems are considered first to evaluate which formulation provides better load transfer. The second example is a classical Hertzian contact problem. Lastly, a conical extrusion problem is considered. Three materials were employed in the simulations and their properties are detailed in Table 1. All the examples employ the four node quadrilateral F-BAR finite element [11] and two node linear mortar elements.

<table>
<thead>
<tr>
<th>Material</th>
<th>(E)</th>
<th>(G)</th>
<th>(\nu)</th>
<th>(\sigma_y)</th>
<th>Hardening law</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel ANSI 9000</td>
<td>210 GPa</td>
<td>76 GPa</td>
<td>0.33</td>
<td>830 MPa</td>
<td>(\sigma = \sigma_y + 600 (\epsilon)^{0.21})</td>
</tr>
<tr>
<td>Al ANSI 201.0(†)</td>
<td>71.15 GPa</td>
<td>26 GPa</td>
<td>0.30</td>
<td>370 MPa</td>
<td>(\sigma = \sigma_y + 550 (\epsilon)^{0.223})</td>
</tr>
<tr>
<td>Al ANSI 771.0(‡)</td>
<td>69.8 GPa</td>
<td>26.12 GPa</td>
<td>0.32</td>
<td>31 MPa</td>
<td>(\sigma = \sigma_y + (\epsilon)(G/100))</td>
</tr>
</tbody>
</table>

Table 1: Material properties.
4.1 Normal contact problems

This first case study is mainly concerned with the correct prediction of strains/stresses in the normal direction, and therefore no friction is considered. Two contact problems are chosen: the classical contact patch test (Fig. 1) and the block pile problem (Fig. 2). The contact patch test [12] is the most commonly used benchmark to evaluate the load transfer from the contacting surface (master surface) to the target surface (slave surface). Here, a point load $F = 7.2kN$ is applied on each node at the top of the structure. The objective is to generate a constant uniaxial stress field in both contact bodies. By doing this, the Ladyzhenskaya-Babuska-Brezzi (LBB) criteria (discrete version of the inf-sub condition) should be satisfied.

Another example typically employed to verify if the normal contact forces are correctly computed, is solving the block pile problem [13]. It consists of an arrangement of several blocks – with the same geometry – where a prescribed displacement (or distributed load) over the top surface of the last block on the pile is applied. The structure is meant to behave as an axisymmetric bar. Here, a prescribed displacement of $\delta_y = -15mm$ is applied to the top surface of the upper block. Since no friction is considered, the contacting surfaces should slide over each other, making the blocks deform alike. The ANSI 9000 Steel (Table 1) was employed for both problems. Applying the Lagrange Method to enforce the contact constraints in the first problem and using a single pass NTS detection to create the contact pairs will produce the results shown in Fig. 3. The displacement field, despite the excessive penetration of the contacting nodes at the corner of the slave body, have a quite smooth pattern. However, the effective stresses are not equally distributed over the structure and the formulation fails the test. The use of a double pass NTS detection approach to reduce penetration leads to the locking of the contacting surfaces. On the other hand, solving the contact constraints using the Dual Mortar Method provides an exact displacement pattern and the stress field is constant, see Fig. 4. The use of a non-linear material did not affect the quadratic convergence rate of the relative residual force.

The solution of the block pile problem also emphasized the limitations of the NTS approach, see Fig. 5. The pointwise nature of the contact enforcement, especially at the block’s corner, made it very difficult to maintain the correct contact pairs. Eventually,
the corner nodes on the slave side went outside the limits of the master side domain. When this happens, the slave node is no longer enforced. High levels of penetration are reached, which also compromises the enforcement of the neighboring nodes. The results obtained by the Dual Mortar method are shown in Fig. 6. The segment-to-segment pairing, provided by the dual functions, compel the corner nodes to remain in contact. The outcome is a smooth deformation of the entire structure and a uniform uniaxial stress field.

4.2 Hertizian problem

The classical problem of Hertz is the second case of study. In this problem, a steel cylinder is pressed into an aluminium block. The initial contact area is very small (non-conforming point contact) and a curved contact surface is present. The simulation is conducted as a two-dimensional plane-strain analysis. Geometry of the problem and finite element mesh are depicted in Fig. 7. Due to the symmetry, only half mesh is analyzed. The block’s bottom surface is fixed. A friction coefficient of 0.1 was adopted in this analysis. The great asset of this case study relies on the existence of an analytical solution in the elastic domain. It is obtained from the Hertizian contact formulae for two
cylinders, which defines the maximum contact pressure, \( P_{\text{max}} \), the contact width, \( a \), and the contact pressure along x-coordinate \( P \) as:

\[
P_{\text{max}} = \sqrt{\frac{F E^*}{2\pi R^*}} \; , \; a = \sqrt{\frac{8FR^*}{\pi E^*}} \; , \; P = P_{\text{max}} \sqrt{1 - \left(\frac{x}{a}\right)^2}
\]  

(14)

where the combined elasticity modulus, \( E^* \), is obtained from the material parameters of the punch (\( E_p \)) and the block (\( E_b \)) as follows:

\[
E^* = \frac{2E_p E_b}{E_p \left(1 - \nu_p^2\right) + E_b \left(1 - \nu_b^2\right)}
\]  

(15)

and the combined radius, \( R^* \), is evaluated from the radius of the cylinder, \( R_1 \), and block, \( R_2 \), in a similar way, but since \( R_2 \to \infty \), the combined radius is reduced to the cylinder’s radius.
\begin{align*}
R^* &= \lim_{R_2 \to \infty} \frac{R_1 R_2}{R_1 + R_2} = \lim_{R_2 \to \infty} \frac{R_1}{R_2/R_1 + 1} = R_1. \quad (16)
\end{align*}

In order to compare the numerical results and analytical solution, the analysis was divided in two phases. In a first moment, a compressive point load \( F = 5kN \) is applied to the top of the cylinder. Under this load, only elastic strains will manifest, which allows a direct comparison with the analytical solution. For the given numerical parameters, the expected results are: \( P_{\text{max}} = 1577.32N/mm^2 \); \( a = 2.018mm \); and \( P = 1577.32\sqrt{1 - \left(\frac{x}{a}\right)^2} \).

In the second phase of the analysis, the point load is raised to \( F = 12.5kN \), which leads to the appearance of plastic strains on both sides of the contact surface. The frictional forces becomes more significant, making the limitations of the NTS discretization more evident.

### 4.2.1 Elastic strains

In the first phase of the case study, the applied load yields a maximal Equivalent Stress at \( x = 0 \) equal to \( 327kN/mm^2 \). This pressure is below the yield stress of both material employed, which assures that no plastic strains are in place. Also at this point, frictional forces are negligible. The load is well transfered and a Relative Residual Norm of E-10 is quadratically achieved after 4 iterations for the Lagrange method and 3 iteration for the Dual Mortar method. A comparison between the analytical solution and the results provided by the numerical simulations is depicted in Fig. 8. Despite the oscillation of the normal forces both results have a reasonable agreement.

![Figure 8](image1.png)

**Figure 8:** Contact stress - Elastic strains.

![Figure 9](image2.png)

**Figure 9:** Contact stress - Plastic strains.
4.2.2 Plastic strains

On to the second phase, under the action of a vertical force of 12.5kN, the contact surface includes plastic deformation and the friction forces becomes considerably higher. Results are shown in Fig. 9 and Table 2. The stress distribution predicted by the NTS-

| Table 2: Results of Hertzian problem - Plastic strains. |
|---------------------------------|----------------|----------------|
|                                 | Lagrange       | Dual Mortar    |
| **TOTAL DISPLACEMENT [mm]**     | Cylinder 0.433 | 0.431          |
|                                 | Block 0.432    | 0.431          |
| **AVERAGE DEFORMATION**         | Cylinder 0.184 | 0.182          |
|                                 | Block 0.416    | 0.431          |
| **CONTACT LENGTH [mm]**         | 3.178          | 3.198          |

Lagrange method is no longer liable. Oscillations of normal forces reduced the results accuracy. The convergence rate is also decreased. On the other hand, since the number of contacting nodes increased, the results obtained using the Dual Mortar method have a better distribution of loads over the contact surface. Normal and tangential forces follow a relatively smoother pattern and convergence rate remained faster.

4.3 Conical extrusion

The problem undertaken in this example is an elasto-plastic stress analysis of an aluminium\(^\ddagger\) cylindrical billet. The billet is pushed a total distance of 177.8mm through a rigid conical die which has a wall angle of 5 degrees, see Fig. 10. The objectives are to predict the displacement of the billet material, the forces generated during the extrusion process and also the effective plastic strain distribution of the deformed billet. By analyzing the evolution of these variables it is also possible to assess the performance of
the Lagrangian Method and the Dual Mortar method when the contacting body is in the presence of frictional forces and plastic strains.

Figure 10: Conical extrusion - Geometry.  

Figure 11: Conical extrusion - Plastic Strain.

Figure 12: Extrusion forces.  

Figure 13: Frictional forces.

The Equivalent Plastic Strain obtained by the Dual Mortar method is shown in Fig. 11. The higher plastic deformation is found at the upper left side of the billet with a maximal value of 1.39. The final contact surface length is 257.33mm. A graphical representation of the extrusion force (measured from the reaction at the billet bottom) is shown in Fig. 12, the deviation between the two methods is very small. The convergence rate achieved was similar to the one obtained in section 4.2.2. Nevertheless, the evolution of the friction forces obtained by the Lagrangian method, see Fig. 13, shows the typical oscillation, which is due to the finite element discontinuities along the contact surface. This
drawback is mitigated by the segment-to-segment approach of the Dual Mortar method, which performs better.

5 CONCLUDING REMARKS

The results presented emphasize the benefits of using a dual basis for the lagrangian multipliers. The evaluation of the gap function as a semi-continuous weak integral yields a much better enforcement of constraints in the normal direction. This advantage leads to a more accurate evaluation of the contact forces, not only in the normal direction but also the reactions in the tangential direction as well. Additionally, it contributes to the correct fulfillment of the additional nonlinearity sources, i.e. sharp contact, friction plastic strain and friction forces. Furthermore, the superior correlation between the contacting bodies will promote a smaller initial value for the residual forces which will lead to a faster solution. The results suggest that the use of a higher order finite element/mortar element would also improve the effectiveness of the method, especially when dealing with sharp contact surfaces and curved surfaces. Such an improvement is necessary for solving contact problems between solids with irregular surfaces and with a higher friction coefficient, which may be a topic for future work.
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Abstract. Friction has a significant influence on the tool lifetime and the quality of products in manufacturing processes. Real surfaces are always rough, so that for moderate loads contact occurs only at surface roughness peaks. Thus the real contact area $A_{\text{real}}$ is smaller than the apparent contact area $A_0$. Adhesive forces, which are an important contribution to friction, can only be transferred within $A_{\text{real}}$. Consequently $A_{\text{real}}$ has to be determined in order to analyse the tribological behaviour of technical surfaces. The halfspace approach is used because of its advantage in numerical effort compared to the Finite-Element-Method. Due to the fact that contact pressures can be very large the plastic deformation of roughness peaks has to be taken into account. Therefore a three-dimensional plasticity algorithm is implemented into the halfspace model.

1 INTRODUCTION

Friction forces in dry metal contact are primarily caused by adhesion and ploughing [2]. Ploughing is the plastic deformation of a soft surface by a hard contact partner. It occurs between contact partners of different hardness or in the presence of hard particles. Adhesive forces can only be transferred in the real contact area $A_{\text{real}}$ where material contact occurs. The real contact area is usually smaller than the apparent contact area $A_0$ because technical surfaces are always rough and consequently only the peaks of surface roughness are in contact. Therefore many researchers investigated the size of $A_{\text{real}}$. Archard [1] found a linear relation between normal load and $A_{\text{real}}$ for a hierarchy of elastic Hertzian contacts. But the assumption of hierarchically Hertzian contacts is only an approximation of real surface shape. Therefore a model based on halfspace theory, which can handle arbitrary surfaces, has been introduced by Kalker [8]. However there is still the assumption of purely elastic surface deformation which is not true for primal contact, where surfaces are very rough. High roughness leads to a small real contact area, which leads to huge
contact pressures, which in turn causes the plastic deformation of the surface. For run-in surfaces the plastic behaviour is not significant, but for initial contact of rough surfaces it determines the contact behaviour. Therefore the elastic halfspace model was enhanced to an elastic-plastic model with a simple non volume conservative plasticity algorithm [11, 12]. In this algorithm the maximum pressure is limited to the surface hardness which is often set to three times the yield stress of the weaker contact partner, as observed experimentally by Bowden and Tabor [2]. The use of the Finite-Element-Method for the investigation of three-dimensional rough contact is impeded by its huge numerical cost. In order to provide a fast and accurate elastic-plastic contact code the halfspace model was extended to three-dimensional plasticity by Jacq et al. [6] and was applied to investigate the contact in bearings. The same approach will be used here in the context of the contact of rough surfaces in metal forming.

2 ELASTIC HALFSPACE MODEL

In order to account for the roughness of both contact partners the surface height $h(x, y)$ of the rough surface in the numerical model is the superposition of the surface roughness of both contact partners $z_1(x, y)$ and $z_2(x, y)$.

$$h(x, y) = z_1(x, y) + z_2(x, y)$$

The prescribed surface displacement in $A_{real}$ is defined by the surface height, the maximum surface height $h_{max}$ and the normal approach $d$.

$$\bar{u}_z = h(x, y) - h_{max} + d$$

The normal displacement of the halfspace surface $u_z(x, y)$ due to a pressure $p(\xi, \eta)$ on a surface segment is calculated with the Boussinesq solution:

$$u_z(x, y) = \frac{1}{\pi E^*} \int p(\xi, \eta) d\Gamma$$

![Figure 1: Surface displacement (a) and discretisation (b) in the halfspace model](image-url)
\[ \rho = \sqrt{(x_k - x_l)^2 + (y_k - y_l)^2} \tag{4} \]

The compliance of both contact partners is considered by using the composite elastic modulus \( E^* \):

\[ \frac{1}{E^*} = \frac{1 - \nu_1^2}{E_1} + \frac{1 - \nu_2^2}{E_2} \tag{5} \]

The variational approach states that both total elastic strain energy and total complementary potential energy have a minimum for the true solution of a mechanical problem. In the halfspace model the principle of total complementary potential energy is preferred, because of its simplicity for the contact problem. The total complementary potential energy \( V^* \) is given by [11]:

\[ V^* = \int_\Omega U^*(\sigma_{ij})d\Omega - \int_\Gamma t_i \bar{u}_i d\Gamma \tag{6} \]

The integral of the internal complementary energy density \( U^*(\sigma_{ij}) \) over the bulk volume \( \Omega \) equates the internal complementary energy \( U^*_E \), which equals the internal energy \( U_E \) for linear elastic materials. The second term is the integral of the surface tractions \( t_i \) times the prescribed surface displacements \( \bar{u}_i \) over the surface \( \Gamma \). This term simplifies to the surface integral over the surface pressure \( p \) times the surface normal displacement \( u_z \) for the case of pure normal loading.

\[ V^* = U_E - \int_\Gamma p\bar{u}_z d\Gamma \tag{7} \]

The internal energy can be expressed as:

\[ U_E = \frac{1}{2} \int_\Gamma pu_z d\Gamma \tag{8} \]

This leads to the following expression for the total complementary potential energy:

\[ V^* = \frac{1}{2} \int_\Gamma pu_z d\Gamma - \int_\Gamma p\bar{u}_z d\Gamma \tag{9} \]

The halfspace surface is discretised into \( M \) rectangular segments. The surface deformation due to several segments in contact is calculated by summation over the contact pressure times the compliance \( C_{kl}^{(zz)} \):

\[ u_{zk} = \sum_{l=1}^{M} C_{kl}^{(zz)} p_l \tag{10} \]

\[ C_{kl}^{(zz)} = \frac{1}{2\pi G} \int_a^b \int_{-b}^b \frac{1 - \nu}{\rho_{kl}} d\eta d\xi \tag{11} \]

with

\[ \rho_{kl} = \sqrt{(x_k - x_l - \xi)^2 + (y_k - y_l - \eta)^2} \tag{12} \]
Using this discretisation the total complementary potential energy can be expressed as:

\[ V^* = \frac{1}{2} \sum_{k=1}^{M} p_k \left( \sum_{l=1}^{M} C_{kl}^{(zz)} p_l \right) - \sum_{k=1}^{M} p_k \bar{u}_z \]  \hspace{1cm} (13)

The derivative of this functional is set to zero in order find its minimum:

\[ \sum_{l=1}^{M} C_{kl}^{(zz)} p_l - \bar{u}_z = 0 \quad \implies \quad C^{(zz)} p = u_z \]  \hspace{1cm} (14)

To solve the contact problem the system of equations compliance matrix \( C^{(zz)} \) times pressure field \( p \) equals the surface displacement field \( u_z \) is solved by the Gauss-Seidel method. The resulting pressure field has to be free from negative entries. This is enforced by applying the following condition:

\[ p_l \geq 0 \quad \forall \quad l \in 1, \ldots, M \]  \hspace{1cm} (15)

### 3 ELASTIC-PLASTIC HALFSPACE MODEL

The elastic-plastic halfspace model was first introduced by Jacq [6] and starts with an elastic contact simulation. The bulk underneath the contact is discretised into cuboids. The stresses within the cuboids due to pressure on surface segments are calculated via influence functions. If the equivalent stress in a cuboid exceeds the yield strength of
the material plastic strains are calculated based on von Mises plasticity. These plastic strains lead to residual stresses within the bulk, which are as well calculated by means of influence functions. The residual stresses and the elastic stresses are superpositioned and the calculation of plastic strains is repeated with the superpositioned stresses. If there is no convergence in plastic strains the plasticity loop is reentered at the calculation of residual stresses with relaxed plastic strains. Plastic strains in the bulk cause a deformation of the surface which changes the geometry and pressure distribution of the contact. When the plasticity loop, which is the inner loop, has converged the surface shape is updated with the residual surface displacements. In the contact loop, which is the outer loop, the final surface shape and contact distribution are found iteratively.

3.1 Elastic stresses

The elastic strains in the bulk due to a surface segment under uniform normal pressure can be expressed by derivatives of the Boussinesq potential functions [7]. The stress components due to the surface load are obtained by inserting derivatives of the strains into Hooke’s law.

Boussinesq potential functions:

\[ H_1 = \int_\Gamma \int p \left[ z \log (\rho + z) - \rho \right] d\xi \, d\eta \]  
\[ H = \frac{\partial H_1}{\partial z} = \int_\Gamma \int p \log (\rho + z) d\xi \, d\eta \]  
\[ \rho = \sqrt{\left(\xi - x\right)^2 + \left(\eta - y\right)^2 + z^2} \]

Displacements:

\[ u_x = \frac{1}{4\pi G} \left\{ (2\nu - 1) \frac{\partial H}{\partial x} - z \frac{\partial^2 H}{\partial x \partial z} \right\} \]  
\[ u_y = \frac{1}{4\pi G} \left\{ (2\nu - 1) \frac{\partial H}{\partial y} - z \frac{\partial^2 H}{\partial y \partial z} \right\} \]  
\[ u_z = \frac{1}{4\pi G} \left\{ 2(1 - \nu) \frac{\partial H}{\partial z} - z \frac{\partial^2 H}{\partial z^2} \right\} \]

Stresses (Hooke’s law):

\[ \sigma_{xx} = \frac{2\nu G}{1 - 2\nu} \left( \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} + \frac{\partial u_z}{\partial z} \right) + 2G \frac{\partial u_x}{\partial x} \]  

Finally the stresses in the bulk can be expressed as combinations of derivatives of the Boussinesq potential functions:

\[ \sigma_{xx} = \frac{1}{2\pi} \left\{ 2\nu \frac{\partial^2 H}{\partial z^2} - z \frac{\partial^3 H}{\partial x^2 \partial z} + (2\nu - 1) \frac{\partial^2 H}{\partial x^2} \right\} \]
3.1 Elastic stresses

Finally the stresses in the bulk can be expressed as combinations of derivatives of the Boussinesq potential functions into Hooke’s law.

\[ \sigma_{yy} = \frac{1}{2\pi} \left\{ 2\nu \frac{\partial^2 H}{\partial z^2} - z \frac{\partial^3 H}{\partial y^2 \partial z} + (2\nu - 1) \frac{\partial^2 H}{\partial y^2} \right\} \]  
\[ \sigma_{zz} = \frac{1}{2\pi} \left\{ 2\nu \frac{\partial^2 H}{\partial z^2} - z \frac{\partial^3 H}{\partial z^3} \right\} \]  
\[ \tau_{xy} = -\frac{1}{2\pi} \left\{ (1 - 2\nu) \frac{\partial^2 H}{\partial x \partial y} + z \frac{\partial^3 H}{\partial x \partial y \partial z} \right\} \]  
\[ \tau_{yz} = \frac{1}{2\pi} z \frac{\partial^3 H}{\partial y \partial z^2} \]  
\[ \tau_{zx} = -\frac{1}{2\pi} z \frac{\partial^3 H}{\partial x \partial z^2} \]  

3.2 Plasticity algorithm

The plastic deformation is calculated using a return mapping algorithm with an elastic predictor step and a plastic corrector step. The utilised method was developed by Fotiu and Nemat-Nasser \([5]\) and is described nicely by Nélias \([10]\). The plastic deformation rate is given by

\[ \dot{\epsilon}_p = \dot{\gamma} \mu \]  

with the normalised tensor \( \mu \) giving the direction of plastic strain and the effective plastic strain rate \( \dot{\gamma} \)

\[ \mu = \frac{3 \sigma'}{2 \sigma_{vnm}} \]  
\[ \mu : \mu = \frac{3}{2} \]  

The von Mises equivalent stress is defined as

\[ \sigma_{vnm} = \sqrt{\frac{3}{2} \sigma' : \sigma'} \]  

and \( \sigma' \) is the deviatoric part of the stress tensor. The equivalent total strain rate is similarly defined by

\[ \dot{\epsilon} = \sqrt{\frac{2}{3} \dot{\epsilon}' : \dot{\epsilon}'} \]  

Using (33) the deviatoric part of the total strain rate can be expressed as

\[ \dot{\epsilon}' = \dot{\epsilon} \eta \]  
\[ \eta : \eta = \frac{3}{2} \]
With the yield stress $\sigma_y$ the yield function $f$ can be given by

$$f = \sigma_{vm} - \sigma_y(\gamma)$$

(36)

The Kuhn-Tucker conditions, which have to be fulfilled at all times, are defined as

$$f \leq 0, \quad \dot{\gamma} \geq 0, \quad f \dot{\gamma} = 0$$

(37)

Under the assumption of isotropic behaviour in the elastic regime the following condition applies

$$\sigma' = 2G(\epsilon' - \epsilon_p)$$

(38)

G is the shear modulus of the material. If $\mu$ and $\eta$ are considered to be collinear it can be shown that

$$\dot{\sigma}_{vm} = \dot{\sigma}' : \mu = 3G \dot{\epsilon} - 3G \dot{\gamma}$$

(39)

It follows directly

$$\Delta \sigma_{vm} = 3G \dot{\epsilon} \Delta t - 3G \Delta \gamma$$

(40)

The computation of plastic strains starts with the calculation of the elastic predictor, the equivalent stress and the direction tensor $\mu$ of the deviatoric stress $\sigma'$. Then the yield function $f$ is calculated

$$f^{(n)} = \sigma^{(n)}_{vm} - \sigma^{(n)}_y$$

(41)

The Newton’s method is performed in order to execute the return mapping to the yield surface. Therefore $f$ is linearised along the plastic corrector direction.

$$f_L^{(n)} = f^{(n)} + f^{(n)}_{\sigma_{vm}} \cdot \Delta \sigma^{(n)}_{vm} + f^{(n)}_{\gamma} \cdot \Delta \gamma^{(n)} = 0$$

(42)

$$f_{\sigma_{vm}}^{(n)} = 0 \quad f_{\gamma}^{(n)} = -\sigma^{(n)}_{y,\gamma}$$

(43)

Using the plastic corrector increment

$$\Delta \sigma^{(n)}_{vm} = -3G \cdot \Delta \gamma^{(n)}$$

(44)

we can calculate the effective plastic strain increment

$$\Delta \gamma^{(n)} = \frac{f^{(n)}}{3G + \sigma^{(n)}_{y,\gamma}}$$

(45)

Then the stresses and effective strain are updated and the yield stress is recalculated

$$\sigma^{(n+1)}_{vm} = \sigma^{(n)}_{vm} - 3G \cdot \Delta \gamma^{(n)}$$

(46)

$$\gamma^{(n+1)} = \gamma^{(n)} + \Delta \gamma^{(n)}$$

(47)

$$\sigma^{(n+1)}_y = \sigma_y(\gamma^{(n+1)})$$

(48)

The yield function is checked in order to ensure convergence

$$|f^{(n+1)}| = |\sigma^{(n+1)}_{vm} - \sigma^{(n+1)}_y| < tol$$

(49)

If if the convergence test fails the Newton-iteration is repeated, otherwise the plastic strains are calculated

$$\Delta \epsilon_p = \Delta \gamma \cdot \mu$$

(50)
3.3 Residual stresses and surface displacement

Plastically strained cuboids in the halfspace lead to residual stresses. Chiu [3] solved the problem of stresses due to uniform strains in cuboids in infinite space. The solution for a halfspace is obtained by superposition of the stresses due to a cuboid in infinite space, a mirror cuboid in infinite space and the elastic stresses due to a surface load [4]. The position of the cuboid relative to the halfspace surface corresponds to the position of the strained cuboid. The mirror cuboid is situated at the mirror position to the halfspace surface. Its strains in xz- and yz-direction are inverted. This superposition leaves the halfspace surface free from shear stresses in the mentioned directions, which is a necessary condition of a free surface. However there remains a normal stress on the surface. This normal stress is removed by subtracting the elastic stresses due to this fictitious normal pressure from the total stress field. Benchmarks for the influence functions for residual stresses are found in Chiu’s papers and in [13].

\[
\begin{align*}
\sigma_{xz} & = f(x, y, z) + f(\xi_{m}, y, z) - f(x, y, \xi) \\
\sigma_{yz} & = f(x, y, z) + f(x, \xi_{m}, z) - f(x, y, \xi)
\end{align*}
\]

Figure 3: Superposition of stresses

Influence functions for the residual surface displacement can be found in [6] and [9].

4 RESULTS

4.1 Hertzian contact

Figure 4a shows the pressure distribution underneath the Hertzian contact of a rigid ball of radius 40 mm with an deformable plane. The analytical solution and the result of the elastic halfspace simulation are in good agreement. The elastic-plastic result exhibits a much smaller maximum contact pressure value and a larger contact radius due to the plastic surface deformation. Figure 4b shows the radial distribution of the residual surface deformation in the elastic-plastic simulation. There is a large indent at the centre of contact. Due to plastic flow material builds up at the border of contact. The yield stress in the plastic simulation is defined by the following relation: The material in the elastic-plastic simulation has a Young’s modulus of 205 000 MPa and Poisson’s number of 0.34.
The yield stress depends on the equivalent plastic strain $\gamma$ and is defined as:

$$\sigma_y = 200 \text{ MPa} + 1550 \text{ MPa} \cdot \gamma$$  \hspace{1cm} (51)

![Graph of pressure distribution and residual surface displacement](image)

**Figure 4:** Pressure distribution (a) and residual surface displacement (b)

### 4.2 Contact of rough surfaces

An example of a simulation of a real rough surface is presented here. Figure 5a shows the rough surface before contact, whereas figure 5b shows the same surface after plastic deformation due to contact loads. It can be seen that the highest surface peaks are reduced in height and the surface shape is less rough after contact. Figure 6 shows the dependency between the average normal pressure and the real contact area. For low contact pressures there is no plastic deformation of the surface. Above approximately 100 MPa plastic surface deformation occurs and the real contact area in the elastic-plastic simulation is higher than in the purely elastic calculation. The difference in $A_{\text{real}}$ increases with the contact pressure. The same material parameters as in the elastic-plastic simulation of the Hertzian contact were used.

### 5 CONCLUSIONS

An elastic-plastic contact algorithm for the simulation of rough surfaces based on the ideas of Jacq [6] was set up and tested with an analytical example and a simulation of a rough surface. The present model has to be validated with a comparison to Finite-Element-Method simulations. Then results of the real contact area for different surfaces and pressures will be compared to the results of the simple non volume conservative plasticity algorithm. The final aim of this research work is the simulation of friction in metal forming. Metal forming is always done with lubrication, so that the modeling of lubricant effects is necessary. The total contact area can be classified into the real contact...
The yield stress depends on the equivalent plastic strain $\gamma$ and is defined as:

$$\sigma_y = 200 \text{ MPa} + 1550 \text{ MPa} \cdot \gamma$$

Figure 5: Rough surface before (a) and after contact (b)

Figure 6: Load-area curve in elastic-plastic and purely elastic contact

area, open lubricant pockets and closed lubricant pockets. A fist approach towards this challenge will be the modelling of hydrostatic pressure in closed lubricant pockets.
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Abstract. The algorithm for numerical realization of boundary conditions of contact interaction of deformable bodies taking into account friction is worked out. Contact conditions are formulated in the form of quasivariational inequality with one-sided constraint. This constraint corresponds to the condition of nonpenetration of deformable bodies into each other. Dynamic interaction of elastic-plastic materials with beforehand unknown, time-dependent zone of contact is described by the model taking into account small strains and finite rotations. This model consists of the system of equations of motion, the Hooke law for elastic constituents of the strain tensor, the equation for the rotation angle and the principle of maximum of the energy dissipation rate describing the process of plastic flow. The transition of material from elastic state to plastic one is determined by the Mises yield condition. Parallel shock-capturing algorithm is proposed for implementation of the model on multiprocessor computer systems. It is based on a combination of splitting methods with respect to physical processes and spatial variables. The results of computations of an oblique impact of two deformable plates are represented.

1 INTRODUCTION

Dynamic contact problems of the theory of elasticity and plasticity with beforehand unknown, time-dependent zone of contact have a wide field of applications connected with the analysis of processes of impact and punching of obstacles, mechanical processing of materials, etc. As a rule, explicit in time procedures of the contact boundaries computation are applied for numerical solution of such problems. But the use of these procedures results either in intersection of deformable bodies or in violation of discrete dynamic conditions in a contact zone. One of possible approaches to the modeling of dynamic contact interaction is based on the formulation of boundary conditions of contact in the form of variational and quasivariational inequalities [1, 2]. Such approach makes possible to construct implicit iterative procedures, ensuring the fulfilment of geometric
constraints in a contact zone, condition of non-negativity of normal contact pressure, and
ccondition of opposite directivity of the vectors of tangential velocity and tangential stress
at sliding.

2 BOUNDARY CONDITIONS OF CONTACT INTERACTION

2.1 Variational formulation of contact conditions

Let $S^+_c$ and $S^-_c$ be the parts of boundaries of two deformable bodies in the Lagrange
variables which include the whole contact zones

$$S^+_t = \left\{ x^+ \in S^+_c \mid x^+ + u^+(t, x^+) = x^- + u^-(t, x^-) \right\}$$

at each fixed instant $t$. Here $u$ is the displacement vector, the superscripts $\pm$ denote quan-
tities related to different bodies. Under $S^+_c$ and $S^-_c$ are assumed such parts of boundaries
of interacting bodies in an initial undeformed state, material points of which are in con-
tact or are free of stresses at each following instant of time, whereas on the remaining
part of boundary the conditions of a rather general form are fulfilled but the contact is
impossible. In Fig. 1 the position of the boundaries of bodies at the initial instant of time
is shown by dashed lines and that of at the instant $t - \Delta t$ is shown by solid lines ($\Delta t$ is
a small time interval). An approximate constraint on velocities $v^\pm$ of the points $x^+ \in S^+_c$
and $x^- \in S^-_c$ can be written in the following way:

$$\left( \tilde{v}^- - \tilde{v}^+ \right) \tilde{n} \leq \frac{1}{\Delta t} \left| x^+ + u^+_t - x^- - u^-_{t-\Delta t} \right|.$$  (1)

This constraint is a condition of nonpenetration of deformable bodies into each other. The
boundary points involved in (1) are assumed to be related by a one-to-one correspondence
that depends on time as on a parameter. With this correspondence, the point $x^+$ of the

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{constraint.png}
\caption{Constraint in a contact zone of two deformable bodies}
\end{figure}
contact zone $S_1^+$ is related to the point $x^−$ of $S_1^−$, determined by equality of positions at an actual instant of time:

$$x^+ + u^+(t, x^+) = x^- + u^-(t, x^-).$$

In the noncontact domains $S_c^± \setminus S_1^±$ the correspondence may be arbitrary. The unit vector $\hat{n}$, indicating a local direction of convergence of bodies, is given by

$$\hat{n} = \begin{cases} n^- = -n^+, & \text{if } x^± \in S_{t-\Delta t}^±, \\ \frac{x^+ + u^+_{t-\Delta t} - x^- - u^-_{t-\Delta t}}{|x^+ + u^+_{t-\Delta t} - x^- - u^-_{t-\Delta t}|}, & \text{if } x^± \notin S_{t-\Delta t}^±. \end{cases}$$

The right-hand side of (1), which is proportional to the distance between points at the instant $t - \Delta t$, has the sense of maximal possible velocity of convergence. When solving contact problems, the choice of a one-to-one correspondence for the approximate constraint (1) is one of the stages of constructing a computational algorithm.

The exact constraint on the velocity vectors is obtained from (1) by going to the limit with respect to $\Delta t$ as $\Delta t \to 0$:

$$\tilde{v}^- n^- + \tilde{v}^+ n^+ \leq \begin{cases} 0, & \text{if } x^± \in S_{t}^±, \\ +\infty, & \text{if } x^± \notin S_{t}^±. \end{cases} \quad (2)$$

Boundary conditions of contact interaction in the presence of a friction can be formulated as follows [2]:

$$(\tilde{v}^- - v^-) \sigma_n^- + (\tilde{v}^+ - v^+) \sigma_n^+ + F\left(\frac{\sigma_{nm}^+ - \sigma_{nm}^-}{2}\right)\left(|\tilde{v}^+_{\tau} - \tilde{v}^-_{\tau}| - |v^+_{\tau} - v^-_{\tau}|\right) \geq 0. \quad (3)$$

Here $\sigma_n^±(t, x^±)$ is the stress vector acting on an area element of a deformed surface with the normal $n^±$, $F(\sigma_{nm}) = \min \{f|\sigma_{nm}|, \tau_{s}^±, \tau_{s}^-\}$ is a function that determines the limit tangential stress of sliding friction, $f$ is the friction coefficient, $\tau_{s}^±$ are the yield points of materials, the vectors $\tilde{v}$ and $\hat{n}$ are orthogonal to each other. The arbitrary variable vectors $\tilde{v}$ as well as the vectors $v^±$ of actual velocities satisfy the constraint (1) at the contact zones $S_c^±$. The inequality (3) is quasivariational, since the constraints (1), (2) depend on an unknown solution $u^±$. It can be interpreted as the minimum principle for power of normal stress in a contact zone. Equivalence between the inequality (3) and a generalized friction law is established in [3].
2.2 Velocities correction algorithm

Conditions of contact of deformable bodies can be represented in a form, convenient for numerical realization:

\[(\tilde{w} - w)A(w - \bar{w}) + F(b(\tilde{w} - \bar{w}))\left(\omega(\tilde{w}) - \omega(w)\right) \geq 0.\] (4)

The approximate constraint (1) for velocities is reduced to the general form:

\[\tilde{w} n \leq h, \quad w n \leq h.\] (5)

Here the vector \(w\) consists of components of the velocity vectors \(v^+\) and \(v^-\), \(\tilde{w}\) is an arbitrary admissible variation of \(w\), \(A\) is a positive-definite square matrix which relates velocities and stresses, \(\bar{w}\) is the velocity vector corresponding to setting the conditions of a free surface in a contact zone, \(n\) is the vector consisting of components of outward normals to contacting surfaces, \(b = nA\). In (4) \(\omega(w)\) denotes the modulus of the difference between the tangential components of velocities. This function can be represented in the form \(\omega(w) = \max_{\tilde{1} \in L} \{\tilde{1} \cdot \tilde{w}\} = \tilde{w} l\), where the bounded closed convex set \(L\) consists of vectors which are orthogonal to a normal vector and whose length does not exceed unity: \(L = \{\tilde{1} \mid \tilde{1} \perp n, |	ilde{1}| \leq 1\}\). The vectors \(w\) and \(\tilde{w}\), involved in the inequality (4), satisfy the one-sided constraint (5): they belong to the convex and closed set of admissible variations \(K = \{\tilde{w} \mid \tilde{w} n \leq h\}\). The scalar quantity \(h\) is defined by the distance between corresponding points of contacting surfaces at an actual instant of time.

For numerical solution of the variational inequality (4) in boundary meshes of the finite-difference grid the velocities correction algorithm is proposed [3]. The idea of this algorithm is that in such boundary meshes of a grid, where contact is possible, a convergent iterative process is constructed, on each step of which the projections of velocity vectors and auxiliary vectors, determining the sliding direction, onto convex and closed sets of a special form are successively calculated. If the friction forces are not taken into account under the realization of contact conditions, then the iterations are not required.

Specifying the vector \(w = \tilde{w}\) in the inequality (4), we fix the value of the function \(F\):

\[\hat{F} = F(b(\tilde{w} - \bar{w})) \geq 0.\] We obtain the more simple inequality

\[\hat{F} = F(b(\tilde{w} - \bar{w})) \geq 0.\] (6)

The matrix \(A\) is positive-definite, the function \(\omega(w)\) and the set \(K\) are convex, hence, this inequality has a unique solution. So, one can construct a mapping \(Q : \tilde{w} \mapsto \hat{F} \mapsto w\), such that the solution of (4) is its fixed point: \(w = Q(w)\). The fact that the mapping \(Q\)
is contractive for a sufficiently small friction coefficient $f < a/|b|$ ($a = \min\{|wAw|\}$) is proved in [3]. Thus, the solution of (4) can be determined by the method of successive approximations, where at each step it is necessary to solve the inequality (6) with the coefficient $\hat{F}$ calculated from the previous approximation. To construct the solution of (6), let us consider the following auxiliary inequality:

$$(\hat{w} - w)(Aw - \bar{w} + \hat{F}l) \geq 0. \quad (7)$$

For given vector $l \in L$ there exists a unique solution $w \in K$. A mapping $R : l \mapsto w \mapsto P_L(l + \alpha w) = \bar{l}$ ($\alpha > 0$ is a constant, $P_L$ is a projector onto the set $L$ with respect to the Euclidean norm) is continuous, the set $L$ is convex and compact. Hence, the Brouwer theorem is valid, according to which $R$ has a fixed point $l \in L$. The inequality (7) has a solution which satisfies the condition $l = P_L(l + \alpha w)$. One can show that this solution satisfies (6) independently of $\alpha$.

When constructing a solution of (6), an algorithm of the Uzawa type is applied. At the $m$-th step of this algorithm the vector $w^m$ is determined as a projection of the vector $\bar{w}^m = \hat{w} - \hat{F}A^{-1}l^m$ onto the set $K$: $w^m = P_K(\bar{w}^m)$. In an explicit form

$$w^m = \begin{cases} \bar{w}^m, & \text{if } \bar{w}^m n \leq h, \\ w^m + \frac{h - \bar{w}^m n}{n A^{-1} n} A^{-1} n, & \text{if } \bar{w}^m n > h. \end{cases} \quad (8)$$

Then the vector $l$ is recalculated by the formula $l^{m+1} = P_L(\bar{l}^m)$ where $\bar{l}^m = l^m + \alpha w^m$, or in an explicit form

$$l^{m+1} = \begin{cases} \bar{l}^m - \beta^m n, & \text{if } |\bar{l}^m - \beta^m n| \leq 1, \\ \bar{l}^m - \beta^m n, & \text{if } |\bar{l}^m - \beta^m n| > 1, \end{cases} \quad \beta^m = \frac{\bar{l}^m n}{|n|^2}. \quad (9)$$

An initial approximation $l^0$ is arbitrary. It is proved that the sequence of vectors $w^m$ converges to the vector $w$ as $m \to \infty$ provided that $\alpha < 2 a/\hat{F}$.

It should be noticed that recurrent calculation of iterations in the described algorithm is performed on the basis of the contractive mapping $Q$ and two nonexpanding operators $P_K$ and $P_L$. Such algorithm is stable with respect to round-off errors, i.e. going to the next iteration step does not lead to increasing of computational errors. When implementing this algorithm, it is sufficient to restrict oneself to the construction of the so-called diagonal sequence, calculating at the $m$-th step of the method of successive approximations only $m$ iteration steps of the Uzawa algorithm.
3 DYNAMIC DEFORMATION OF ELASTIC-PLASTIC BODIES

3.1 Mathematical model

To describe the process of dynamic deformation of elastic-plastic bodies, let us consider geometrically nonlinear mathematical model taking into account finite rotations of elements at small strains [4]. This model is based on the decomposition of the deformation gradients tensor into a product of orthogonal tensor of finite rotation and symmetric strain tensor, which is identified with unit tensor. Under such assumptions in 2D case the model can be represented in the form of the system of equations of motion

$$\rho \dot{v}_i = \tau_{ij,j} + \rho g_i,$$

the constitutive relationships of elastic-plastic deformation in the form of the principle of maximum of the energy dissipation rate

$$(\hat{\sigma}_{ij} - \sigma_{ij})(\hat{\sigma}_{ij} - \lambda e \delta_{ij} - 2 \mu e_{ij}) \geq 0$$

and the equation for the rotation angle

$$\dot{\varphi} = \frac{1}{2} \left( (v_{2,1} - v_{1,2}) \cos \varphi - (v_{1,1} + v_{2,2}) \sin \varphi \right).$$

Here $\rho$ is the density of a material, $v_i$ are the components of velocity vector, $\tau_{ij}$ and $\sigma_{ij}$ are the components of nonsymmetric and symmetric stress tensors, $g_i$ are the components of vector of mass forces, $\lambda$ and $\mu$ are the Lame parameters, $e = e_{11} + e_{22} + e_{33}$ is the velocity of volume deformation, $\delta_{ij}$ is the Kronecker delta, $i, j = 1, 2$. Dot over a symbol denotes the time derivative, subscripts after comma denote partial derivatives with respect to spatial variables, summation over repeated indices takes place. Components of the strain rate tensor have the form

$$e_{11} = v_{1,1} \cos \varphi + v_{2,1} \sin \varphi, \quad e_{22} = v_{2,2} \cos \varphi - v_{1,2} \sin \varphi, \quad e_{33} = 0,$$

$$e_{12} = e_{21} = \frac{1}{2} \left( (v_{2,1} + v_{1,2}) \cos \varphi - (v_{1,1} - v_{2,2}) \sin \varphi \right).$$

The nonsymmetric stress tensor $\tau$ and the symmetric stress tensor $\sigma$ are connected as follows

$$\begin{pmatrix}
\tau_{11} & \tau_{12} & 0 \\
\tau_{21} & \tau_{22} & 0 \\
0 & 0 & \tau_{33}
\end{pmatrix} = R \begin{pmatrix}
\sigma_{11} & \sigma_{12} & 0 \\
\sigma_{12} & \sigma_{22} & 0 \\
0 & 0 & \sigma_{33}
\end{pmatrix}, \quad R = \begin{pmatrix}
\cos \varphi & -\sin \varphi & 0 \\
\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{pmatrix}. \quad (14)$$
The variational inequality (11) is fulfilled for all possible variations of the stress tensor \( \dot{\sigma} \) satisfying, as well as the tensor \( \sigma \) of actual stresses, the Mises yield condition

\[
f_s(\sigma_{ij}) \leq \tau_s, \tag{15}
\]

where \( f_s(\sigma_{ij}) = \sqrt{\sigma'_{ij}\sigma'_{ij}} / 2 \) is the convex symmetric yield function dependent on the deviator components \( \sigma'_{ij} \) of stress tensor.

The system of basic equations and inequalities (10)–(14) can be represented in a uniform vector form \([3]\):

\[
(\ddot{U} - U) \left( A\ddot{U} - \sum_{i=1}^{n} B^i U,_{i} - G \right) \geq 0, \quad U, \ddot{U} \in W. \tag{16}
\]

Here \( U(t,x) \) is the \( m \)-dimensional vector–function composed of nonzero components of the velocity vector \( v \), the nonsymmetric stress tensor \( \tau \) and the rotation angle \( \varphi \). The symmetric \((m \times m)\)-dimensional matrix–coefficients \( A \) and \( B^i \), included in the variational inequality, contain the parameters of elasticity of a material, the vector \( G \) is nonzero when the mass forces are taken into account, \( \ddot{U} \) is a varied vector, \( n \) is the spatial dimension of the problem, \( W \) is the convex and closed set determined by the criterion of plasticity (15).

In the 2D case, being under consideration, \( U = (v_1, v_2, \tau_{11}, \tau_{22}, \tau_{33}, \tau_{12}, \tau_{21}, \varphi) \). In the 3D case \( U = (v_1, v_2, v_3, \tau_{11}, \tau_{22}, \tau_{33}, \tau_{12}, \tau_{23}, \tau_{32}, \tau_{31}, \tau_{13}, \tau_{12}, \tau_{21}, \varphi) \).

### 3.2 Shock-capturing algorithm

The algorithm used for the numerical implementation of (16) is explicit in time and is constructed as follows (see \([3]\)). First, the problem of deformation of an elastic material is solved at each time step. Next, the obtained solution is corrected to take into account plastic properties of a material. The initial data \( U(0,x) = U_0(x) \) are specified at \( t = 0 \). The boundary conditions can be given in the terms of velocities as well as in stresses.

For the solution of elastic problem the two-cyclic splitting method with respect to the spatial variables is used \([5]\). In the 2D case this method on the time interval \((t, t + \Delta t)\) consists of 4 stages: the solution of a one-dimensional problem in the \( x_1 \)-direction on \((t, t + \Delta t/2)\), the similar stage in the \( x_2 \)-direction, repeated recalculation of the problem in the \( x_2 \)-direction on \((t + \Delta t/2, t + \Delta t)\), and repeated recalculation in the \( x_1 \)-direction. The \( x_3 \)-direction is added and the splitting method includes 6 stages in the 3D case. This structure of the splitting method ensures the stability of numerical solution in the multi-dimensional case under implementation of the one-dimensional Courant condition.

One-dimensional systems of equations of the form

\[
A\ddot{U}^k = B^i U^k,_{i} + G^i \tag{17}
\]
(k = \frac{1}{2}2n is the number of the splitting stage, i = 1, n is the direction of splitting) in spatial directions are solved by means of the explicit monotone difference ENO scheme of the “predictor–corrector” type. Piecewise-linear splines, discontinuous at the boundaries of meshes, are constructed by means of a special procedure of limit reconstruction, which enables one to improve an accuracy of a numerical solution.

Plasticity of materials is taken into account by the splitting method with respect to physical processes. Variational inequality (16) is solved at each mesh of a spatial grid with using special algorithms for the correction of stresses \[4\]. After approximation of (16) we obtain the inequality

\[(\bar{U} - U) A (U - \bar{U}) \geq 0,\]

where \(U, \bar{U} \in W\), and \(\bar{U}\) is such that \(A \bar{U} = \sum_{i=1}^{n} B_{i,j} U_{i} + G\). In terms of stresses the correction procedure can be reduced to the form

\[
\sigma_{ij} = \frac{2}{1 + \eta} \sigma_{ij}^* - \frac{1 - \eta}{1 + \eta} \bar{\sigma}_{ij}, \quad \sigma_{ij}^* = \begin{cases} 
\bar{\sigma}_{ij}, & \text{if } f_s \leq \tau_s, \\
\bar{\sigma}'_{ij} \frac{\tau_s}{f_s} + \sigma \delta_{ij}, & \text{if } f_s > \tau_s.
\end{cases}
\]

For \(\eta = 0\) it is non-dissipative correction of the second order of accuracy, and for \(\eta = 1\) this procedure coincides with the well-known Wilkins procedure of the correction of stresses.

### 3.3 Parallel program system

Described computational algorithm is implemented as a parallel program system for the solution of problems of the dynamics of elastic-plastic media on multiprocessor computers \[3\]. This program system consists of a preprocessor program, a main program for computation of velocities and stresses, subroutines for realization of boundary conditions, including the conditions of contact interaction with friction, and a postprocessor program. The programming was carried out in Fortran using the MPI (Message Passing Interface) library and the SPMD (Single Program – Multiple Data) technology. The universality of programs is achieved by a special packing of the variables used at each of computational nodes of a cluster into large one-dimensional arrays. Computational domain is distributed between the cluster nodes by means of 1D, 2D or 3D decomposition so as to load the nodes uniformly and to minimize the number of passing data.

The parallelization is performed at the stage of splitting the problem with respect to the spatial variables. Under the solution of one-dimensional systems of equations, the data exchange between processors occurs at step “predictor” of the finite-difference scheme with the help of shadow edges. At first each processor exchanges with neighboring processors the boundary values of their data by means of the MPI_Ssendrecv function, and
then calculates the required quantities in accordance with the difference scheme. Under numerical realization of contact conditions, the correspondence between boundary meshes of independent grids of interacting bodies is established and variational inequality (4) is solved on a grid refinement, common for two contacting surfaces. Computation of the whole contact boundary is produced by a separate processor, other processors send to him data about their part of boundary and then they receive the final result.

For the organization of the control points, each processor generates binary files of direct access, the total size of the files on the same time step can considerably exceed the size of RAM of a single processor. The procedure of compressing of files, containing the results of computations, is worked out, since the file size can be very large and for their transportation along network the significant resources are required. Graphical output of results is carried out with the help of special programs for usual personal computer.

4 OBLIQUE IMPACT OF PLATES

Numerical computations for the problem of an oblique impact of two deformable plates were performed on a cluster. The problem of an oblique impact has great importance in connection with an analysis of the process of explosion welding of metals. As a rule, this process is accompanied by generation of the periodic strain waves at the contact boundary of plates [6]. On the basis of computations the interconnection of wave formation in explosion welding and mechanical loss of stability of the surface layer in the neighbourhood of the contact point was established.

4.1 Problem statement

Let us consider an oblique impact of plates, situated at some angle $\gamma$ to each other (Fig. 2). One of plates is stationary and fixed from below, another plate falls on it with a constant velocity $V = (V_1, V_2)$. The lower boundary of the projectile plate and the upper boundary of the fixed one are zones of possible contact, the remaining parts of the boundaries are free of stresses. Lengths of both plates are equal to $h_1$, thicknesses of the

![Figure 2: Problem statement](image2.png)

![Figure 3: Distribution of computational load](image3.png)
projectile plate and the fixed plate are $h^+_2$ and $h^-_2$, respectively. The problem is considered in a two-dimensional formulation. An example of the distribution of computational domain between 23 processors is shown in Fig. 3.

4.2 Results of two-dimensional computations

In Fig. 4 one can see numerical results obtained by means of described computational technique for the problem of an oblique impact of elastic-plastic plates. The collision angle $\gamma$ and the velocity $V_c$ of a contact point are varied ($V_c = V_1 - V_2 \cdot \cot \gamma$). Computations were performed on 25 processors for steel plates of the length $h_1 = 10$ cm and of the thicknesses $h^+_2 = 0.5$ cm and $h^-_2 = 2$ cm. Finite-difference grids consist of $2000 \times 100$ and $2000 \times 400$ meshes for upper and lower plates, respectively.

The analysis of results shows, in particular, that the configuration of the plastic zone depends essentially on the velocity $V_c$ of a contact point: if this velocity exceeds the velocity of the plastic shock waves $c_f$, then this zone lies behind of a contact point (Fig. 4a), otherwise the plastic zone is running ahead in relation to a contact point (Fig. 4b). In the case of $V_c < c_f$ the elastic-plastic loss of stability of a surface layer may take place, realizing as a hill of positive strain, which leads to the wave formation under an oblique impact.

![Figure 4](image)

**Figure 4:** Configurations of plastic zones (a, b), level curves of the intensity of tangential stresses (c, d)

$a, c)$ $\gamma = 3^0$, $V_c = 4$ km/s, $\quad b, d)$ $\gamma = 7^0$, $V_c = 2$ km/s

Figs. 5 – 7 illustrate the loss of stability under an oblique impact of two elastic plates. Velocity of a contact point and thicknesses of plates are varied. Plates are the same length $h_1 = 10$ cm, the collision angle $\gamma = 13^0$ everywhere. Material of both plates is steel. The upper plate is 3 times thinner than the lower plate in Figs. 5a, 6a, and 7b; both plates are thick (with the same thickness $h^+_2 = 3$ mm) in Figs. 5b, 6b, and 7c; both plates are thin (with the same thickness $h^-_2 = 1$ mm) in Fig. 7a.

If the velocity $V_c$ of a contact point is less than the velocity $c_R$ of the Rayleigh waves, then the loss of stability of the upper plate ahead of a contact point takes place (Fig. 5). If $V_c > c_R$, then the lower plate loses its stability behind of a point of contact (Fig. 6).
Region of the loss of stability increases with time. Characteristic wavelengths and their amplitude depend on the thicknesses of upper and lower plates, respectively. In both cases, the adhesion of plates behind of a contact point is not taken into account. The projectile plate moves from right to left, with time the right edge of this plate is reflected from a contact surface and flies up. In the case of $V_c < c_R$, the number of waves decreases and the amplitude of waves increases with increasing the thickness of the upper plate, besides the number of waves decreases with decreasing the velocity $V_c$. In the case of $V_c > c_R$, conversely, the number of waves decreases with increasing the velocity $V_c$.

In computations, the results of which are represented in Fig. 7, the contact surfaces of plates are pasted together behind a point of contact. One can see that in this case ($V_c > c_R$) the number of waves decreases with increasing the thickness of the lower plate and the amplitude of waves increases with increasing the thickness of the upper plate.

The results, presented in Figs. 5a, 6a, 7a, and 7b, were obtained on 20 processors, and the results, presented in Figs. 5b, 6b, and 7c, were obtained on 30 processors. The dimensions of grids in the plates are $5000 \times 50$ or $5000 \times 150$ meshes, depending on the thickness of the plate.
Figure 7: Level curves of the stress $\tau_{22}$ ($\gamma = 13^0$, $V_c = 3$ km/s, pasting together of plates)

a) $h^+_2 = h^-_2 = 1$ mm,  
b) $h^+_2 = 1$ mm, $h^-_2 = 3$ mm,  
c) $h^+_2 = h^-_2 = 3$ mm

The computations were performed on the clusters MVS–1000/96 of the Institute of Computational Modeling of SB RAS (Krasnoyarsk) and MVS–100k of the Joint Supercomputer Center of RAS (Moscow).
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Abstract. In the micro-machine or precision machine, particles are often presented at contact interfaces. And these particles will affect the variation of plastic deformation of asperities and the contact temperature between the contact surfaces. In this paper, we used three-body microcontact model and contact temperature theory to evaluate elastic contact area, plastic contact area, elastic-plastically deformed contact area and contact temperature under the different particle sizes, velocities and applied loads conditions. The friction force is one of the main heat resources of contact temperature. Because friction coefficient is variable parameter in this work, the contact temperature rise between the contact surfaces is larger than that of assuming the constant friction coefficient conditions of CrMo steel for the different loads. The contact temperatures of particles and asperity increase when the velocity and applied load increase. The increases of particle size will give rise to the increase of particle temperature and decrease of asperity temperature on rough surface. The plastic deformed contact area increases when the particle size and particle density increase.
1 INTRODUCTION

When the precision machine or the micro machine operate and the two surfaces make contact, will cause the asperity and particles has the elastic, elasto-plastic, or plastic contact deformation between surface roughness. The practical contact area is the sum of the areas of the contact surface summits and only a small part of the vision area [1, 2]. The most widely used stochastic model to predict the real contact area is that proposed by Greenwood and Williamson (GW model) [3]. The experimental observations of Pullen and Williamson (PW model) [4] showed that, in the plastic deformation state, volume is conserved by a rise in the non-contacting surface under extremely high loading. Chang et al. [5] proposed an elastic–plastic microcontact model (CEB model) to study the contact properties of rough surfaces. Research using this model has shown that the GW model of fully elastic surface microgeometry and the PW model of fully plastic surface microgeometry have two limiting cases of the general elastic–plastic contact. Horng [6] proposed a generalized elliptic elastic–plastic microcontact model (H model) that takes into account the directional nature of surface roughness for elliptic contact spots between anisotropic rough surfaces. This model can be simplified to become the GW, PW, or CEB model. Kogut and Etsion [7] (KE model) presented elastic–plastic asperity models to modify the shortcomings of the transition from elastic deformation to fully plastic deformation in other models.

When two bodies slide relative to each other, the friction heat is expended at a restriuced number of contact spots between two surfaces or surface and particle. The maximum local temperature generated at the contact spot, called the flash temperature, is higher than that at the surrounding area. The flash temperature is one of the reasons causing fatigue, high wear and failure of material. It produced at rubbing contact are of short duration (say $10^{-3}$s or less) and occur only over small dimensions (say $10^{-4}$m or less). They are therefore difficult to measure and, in the interpretation of almost all experiments, recourse is generally made to estimating their magnitude using the theory originally formulated by Blok [8] and Jaeger [9]. Geeim and Winer [10] considered the transient temperature rise in the vicinity of a microcontact. Tian and Kennedy [11] used the green function method to obtain Peclet numbers of the approximation of flash temperatures. Compared to isolated contact, there are selective few contributions in the literature on flash temperature in multiple contact conditions. Ling [12] develops a method for studying two comparably rough surfaces and generating the statistics of their interaction. Results show that, with time, the interaction between contacts mitigates the effects of velocity somewhat. Knothe and Liebelt [13] studied contact temperature and temperature fields of components by Laplace transforms and the Green’s functions. The results show that different kind of topography causes different rise of the maximum contact temperature for wheel-rail system. Up to now, very few work discuss the contact temperature for three-body contact situations. This work study a more generalized three-body contact temperature model and discusses the effect of each operating parameter on contact temperatures.

2 ANALYSIS

2.1 Microcontact model

In the contact model, we made the following assumptions: 1. All surface asperities are far...
apart and there is no interaction between them. 2. There is no bulk deformation, only the surface asperities deform during contact. 3. The diameter of spherical particles is D and much harder than the upper and lower contact surfaces, which deform plastically during contact with particles. 4. Slopes of surface asperities are negligibly small. Figure 1 shows the geometry of the three contacting bodies: surface 1, surface 2, and the particles. Here, z and d denote the asperity height and separation of surfaces, respectively.

According to the paper [2], the tree-body microcontact model becomes:

\[
F_{\text{total}} = F_{\text{ass}} + F_{\text{ass2-ass1}} = \frac{\pi H_{s1} H_{s2} \eta A_s}{H_{s1} + H_{s2}} \left[ \frac{9 \pi^2}{4} \left( \frac{H_{s1}^2}{E_{s1}^2} + \frac{H_{s2}^2}{E_{s2}^2} \right) \right] \int x^2 \phi_s(x) dx + \int x^2 \phi_\alpha(x) dx + \int x^2 \phi_\beta(x) dx + \int x^2 \phi_\gamma(x) dx \cdot F_{\text{ass2}}
\]

\[
A_{\text{total}} = A_{\text{ass}} + A_{\text{ass2-ass1}} = \frac{\pi H_{s1} H_{s2} \eta A_s}{H_{s1} + H_{s2}} \left[ \frac{9 \pi^2}{4} \left( \frac{H_{s1}^2}{E_{s1}^2} + \frac{H_{s2}^2}{E_{s2}^2} \right) \right] \int x^2 \phi_s(x) dx + \int x^2 \phi_\alpha(x) dx + A_{\text{ass2}} \left[ 1 - \frac{\pi H_{s1} H_{s2} \eta A_s}{H_{s1} + H_{s2}} \int x^2 \phi_\alpha(x) dx \right]
\]

where \(A_{\text{ass2}}\) is the real total contact area of the two-body microcontact models. The total contact areas \(A_i\), and the total contact load \(F_i\) of the three bodies can be obtained from Eq. (1) and (2).

### 2.2 Friction model

Our friction analysis model is based on the analyses of Komvopoulos et al. [14] and Bhushan et al.[15-16]. The friction is expressed as the sum of four components: surface asperity deformation (\(\mu_s\)), plowing deformation by particles entrapped between contact surface (\(\mu_d\)), adhesive friction (\(\mu_c\)), and ratchet friction (\(\mu_r\)) at the contact region. The total friction force and friction components become:

\[
\mu = \mu_s + \mu_d + \mu_c = A_r \tau_s + A_{\text{ass2-ass1}} \tau_\text{ass2} + A_{\text{ass1}} \tau_\text{ass1} + A_{\text{ass2-ass1}} \tau_\text{ass2} \times \tan^2 \theta
\]

where \(A_r\), \(A_{\text{ass2-ass1}}\), and \(A_{\text{ass1}}\) are the real areas of contact during adhesion, two surface
deformation, and particle-surface 1 deformation, respectively. They are calculated from Eq(1). \( \tau_{ad}, \tau_{s1s2}, \) and \( \tau_{s1a}, \) are the shear strengths during adhesion, two surface deformation, and particle-surface deformation [16], respectively.

### 2.3 Flash temperature model

Frictions were made when the surface 1, surface 2, and particles made contact, and the energy consumed was mostly converted to heat. This caused an increase in surface temperature, and heat generated was determined using the following equation,

\[
Q = \mu F V
\]

Where \( \mu \) is the friction coefficient, \( V \) is the relative speed, and \( F \) is the normal load. The heat conductance quantity of a unit area was used to express the magnitude heat conductance.

\[
q = \frac{Q}{A} = \frac{\mu F V}{\pi a^2} = \mu P_m V
\]

\( A \) is the practical contact area and \( a \) is the contact radius.

The Peclet Number \( (P_e) \) is a nondimensional speed parameter used to evaluate the movement rate of contact heat. It is defined as :

\[
P_e = \frac{V a}{2 \alpha} = \frac{V a \rho C}{2 K}
\]

Where \( a \) is contact heat, \( \alpha \) is the rate of heat diffusion \( (\alpha = K/\rho C) \), \( K \) is the heat conductance coefficient, \( \rho \) is the density, and \( C \) is the specific heat. Different Peclet Numbers exist at different velocities. Tian and Kennedy [8] proposed a model whose maximum temperature could be applied to all Peclet Numbers. The average temperature increase of its spherical contact heat as expressed as

\[
T = \frac{1.22qa}{K \sqrt{\pi (0.6575 + P_e)}}
\]

When \( F_{ai} = F_{as1,max} \), the maximum temperature when the abrasive particles made contact with the workpiece is

\[
T_{as1,\text{max}} = \frac{1.22 \mu a}{\pi \left[ K_{s1} \sqrt{(0.6575 + P_e)} + K_s \sqrt{(0.6575 + P_{as})} \right]}
\]

Therefore, the increase of relative velocity will result in the increase of contact temperature. and the average temperature between the abrasive particle and workpiece is

\[
T_{as1,\text{ave}} = \frac{\int_{\phi_{1\text{max}}}^{\phi_{1\text{min}}} T_{as1}(x) dx}{\int_{\phi_{1\text{min}}}^{\phi_{1\text{max}}} \phi_{1}(x) dx}
\]

### 3 RESULTS AND DISCUSSION

This paper study three-body contact temperature for the different particle sizes, particle densities and the relative velocities. The maximum contact temperature, average contact temperature and deformation area between particle and asperity were calculated. The material used in the analysis was CrMo steel.
Fig. 2 (a) shows the maximum contact temperature $T_{as1,max}$, average contact temperature $T_{as1,ave}$, and total friction coefficient $\mu_{total}$ versus applied loads. It is interesting to note that the maximum contact temperature and average contact temperature increased linearly with increasing applied loads. The maximum contact temperature was higher than the average contact temperature for the different loads. Fig. 2 (b) shows the surface and particle friction coefficients versus applied loads for the different particle size when $\eta = 1.5$, $R_q = 100$ nm, and $v = 0.2$ m/s. The total friction coefficient is the sum of surface friction coefficient and particle friction coefficient. When particle size is 500 nm, and the intersection pressure of the particle and the surface friction coefficient is about 2 MPa; but when the particle size decreases to 300 nm and 100 nm, the intersection pressure of the particle and the surface friction coefficient increase to 5 MPa and 50 MPa. The bigger the size of particle, the larger the total friction coefficient. Fig. 2 (c) shows the elastic, elastic-plastic and plastic deformed

Figure 2: (a) Contact temperature and total friction coefficient varying with applied loads; (b) The surface and particle friction coefficients varying with applied loads when different particle size; (c) The dimensionless real contact area components varying with applied loads; (d) The maximum contact temperature components varying with applied loads.
real contact area of particles. The real contact area increased with increasing applied loads. The plastic deformed real contact area is larger than the elastic and elastic-plastic deformed real contact area. Results indicate that the real deformation contact area of particle is mainly affected by the plastic deformation. Fig. 2 (d) shows three kinds of maximum contact temperature of particles for the different deformed areas. The maximum contact temperature of plastic deforming controls the maximum contact temperature. The trend of the maximum contact temperature is similar with the deformation area in Fig. 2 (c). It indicates that the particle plastic deformation area has a significant effect on the maximum contact temperature between two sliding surfaces.

Fig. 3 (a) and Fig. 3 (b) are the different relative velocity’s relationship with average and maximum contact temperature for the particle density \( \eta = 10^9 \text{m}^{-2} \), surface roughness \( R_q = 100 \text{nm} \), relative velocity \( v = 0.2 \text{ m/s} \). The average contact temperature and the maximum contact temperature increase with increasing pressure and particle size. Because the increase of particle size will result in the increase of particle load and then increase the contact temperature of particle. It indicates that effectively control of the particle size between the contact interface of mechanical elements can reduce the contact temperature.

**Figure 3:** Relationship between particle contact temperature and applied loads of different particles size

Fig. 4 (a) and Fig. 4 (b) are the different relative velocity’s relationship with average and maximum contact temperature for the particle size \( x = 100 \text{nm} \), surface roughness \( R_q = 100 \text{nm} \), relative velocity \( v = 0.2 \text{ m/s} \). The average contact temperature and the maximum contact temperature increase with increasing pressure. Because the increase of particle density will result in the increase of particle load and then increase the contact temperature of particle. It indicates that decrease the wear debris between the contact interface of mechanical elements can reduce the contact temperature.
Contact temperature increase with increasing pressure and particle size. Because the increase of particle size will result in the increase of particle load and then increase the contact temperature. The plastic deformed real contact area is larger than the elastic and elastic-plastic deformed area. Results indicate that the real deformation contact area of particle is mainly temperature increase for the particle density \(x=100\text{nm}\), surface roughness \(Rq=100\text{nm}\), maximum contact temperature for the particle density \(x=100\text{nm}\), relative velocity \(v=0.2\text{m/s}\), surface roughness \(Rq=100\text{nm}\), average contact temperature, and the maximum contact temperature of two surfaces can reduce the contact temperature. It indicates that decrease the particle size or wear debris between the contact interface of mechanical elements can reduce the contact temperature.

The increase of particle size and density will result in the increase of particle load for three-body contact condition. It indicates that decrease the particle size or wear debris between the contact interface of mechanical elements can reduce the contact temperature.

Figure 4: Relationship between particle contact temperature and applied loads of different particles density

4 CONCLUSIONS

- The trend of the maximum contact temperature of two surfaces is the similar with the particle plastic deformation area. It indicates that the particle plastic deformation area has a significant effect on the maximum contact temperature between two sliding surfaces.
- In contact interface, the contact temperatures of particles and asperity increase when the velocity and applied load increase.
- The increase of particle size and density will result in the increase of particle load for three-body contact condition. It indicates that decrease the particle size or wear debris between the contact interface of mechanical elements can reduce the contact temperature.
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Abstract. In this paper, the continuum damage mechanics model originally proposed by Lemaitre [1] is presented through an adaptive finite element method for three-dimensional ductile materials. The macro-crack initiation–propagation criterion is used based on the distribution of damage variable in the continuum damage model. The micro-crack closure effect is incorporated to simulate the damage evolution more realistic. The Zienkiewicz-Zhu posteriori error estimator is employed in conjunction with a weighted superconvergence patch recovery (SPR) technique at each patch to improve the accuracy of error estimation and data transfer process. Finally, the robustness and accuracy of proposed computational algorithm is demonstrated by a 3D numerical example.

1 INTRODUCTION

The fracture of ductile materials is the consequence of a progressive damaging process and considerable plastic deformation usually precedes the ultimate failure. The numerical prediction of damage evolution and crack initiation–propagation can be described by the means of continuum damage approach. The continuum damage mechanics was originally developed to describe the creep rupture. It was first introduced by Kachanov [2] to describe the effects of an isotropic distribution of spherical voids on plastic flow. Gurson [3] proposed a model based on the theory of elasto-plasticity for ductile damage where the (scalar) damage variable was obtained from the consideration of microscopic spherical voids embedded in an elasto-plastic matrix. It was shown that the theory is particularly suitable for representation of the behavior of porous metals. Lemaitre [1] proposed a micro-mechanical damage model to simulate the physical process of void nucleation, growth and coalescence using continuum mechanics. Lemaitre and Chaboche [4] pointed out the fracture as the ultimate consequence.
of material degradation process. The superconvergent patch recovery (SPR) method was first introduced by Zienkiewicz and Zhu [5] in linear elastic problems. The technique was applied in nonlinear analysis by Boroomand and Zienkiewicz [6], in which the strain was recovered by SPR in elasto-plasticity problems. An extension of SPR technique to 3D plasticity problems was presented by Khoei and Gharehbaghi [7]. A modified–SPR technique was applied by Khoei et al. [8] for simulation of crack propagation, in which the polynomial function was replaced by singular terms of analytical solution of crack problems in the process of recovery solution. The technique was improved by Moslemi and Khoei [9] and Khoei et al. [10] to estimate a more realistic error in LEFM problems and cohesive zone models by applying the weighting function for various sampling points. In the present paper, an adaptive finite element method is presented based on the weighted–SPR technique to model the damage of ductile material in 3D problems.

2 NONLINEAR DAMAGE MODEL

Damage in materials is mainly the process of initiation and growth of micro-cracks and cavities. Continuum damage mechanics discusses systematically the effects of damage on the mechanical properties of materials and structures as well as the influence of external conditions and damage itself on the subsequent development of damage. In this study, this nonlinear interaction is investigated via the Lemaitre damage constitutive model. In order to describe the internal degradation of solids within the framework of the continuum mechanics theory, new variables intrinsically connected with the internal damage process need to be introduced in addition to the standard variables. Variables of different mathematical nature possessing different physical meaning have been employed in the description of damage under various circumstances. The damage variable used here is the relative area of micro-cracks and intersections of cavities in any plane oriented by its normal \( n \) as

\[
D_{(n)} = \frac{S_\Phi}{S}
\]

where \( S_\Phi \) is the area of micro-cracks and intersections and \( S \) is the total area of the cross section. It is assumed that micro-cracks and cavities are distributed uniformly in all directions. In the isotropic case, the damage variable is adopted as a scalar. The behavior of damaged material is governed by the principle of strain equivalence which states that the strain behavior of a damaged material is represented by constitutive equations of the virgin material (without damage) in the potential of which the stress is simply replaced by the effective stress. By this assumption the effective stress tensor is related to the true stress tensor by

\[
\sigma_{\text{eff}} = \frac{1}{1-D} \sigma
\]

In Lemaitre damage model the evolution of damage variable is assumed to be given by

\[
\dot{D} = \begin{cases} 
0 & \varepsilon_{\text{eq}}^p \leq \varepsilon_D^p \\
\dot{\gamma} \frac{1}{1-D} \left( \frac{Y}{r} \right) & \varepsilon_{\text{eq}}^p > \varepsilon_D^p 
\end{cases}
\]
where $r$ and $s$ are material and temperature-dependant properties, $e_{eq}^p = \sqrt{2/3\|\varepsilon^p\|}$ is equivalent plastic strain, $\dot{\gamma}$ is the plastic multiplier and is equal to the rate of equivalent plastic strain and $e_{D}^p$ is threshold damage where damage growth starts only at this critical value. $Y$ is called damage energy release rate and is expanded by using the inverse of the elastic stress-strain law as

$$Y = -\frac{1}{2(1-D)^2} \mathbf{\sigma} : [\mathbf{D}^e]^{-1} : \mathbf{\sigma} = -\frac{1}{2E(1-D)^2} \left[ (1+\nu)\mathbf{\sigma} : \mathbf{\sigma} - \nu p (\nu \mathbf{\sigma})^2 \right]$$

$$= -\frac{q^2}{2E(1-D)^2} \left[ \frac{2}{3} (1+\nu) + 3(1-2\nu) \left( \frac{p^2}{q} \right) \right]$$

(4)

where $p$ is the hydrostatic stress and $q$ is the equivalent von–Mises stress. As can be seen in above equation the damage rate depends on the stress state, plastic strain growth and instantaneous damage variable. The effect of damage variable on mechanical behavior of material is accounted in degradation of elastic modulus of material and its yield surface. Based on the equivalent strain principle this modification can be expressed as

$$\mathbf{D}_{eff} = (1-D)\mathbf{D}^e$$

(5)

$$\Phi = \sqrt{3} \left[ \frac{s}{2(1-D)} - [\mathbf{\sigma}^p + R(e_{eq}^p)] \right]$$

(6)

where $\mathbf{D}^e$ and $\mathbf{D}_{eff}$ are the elastic modulus of material before damage and after damage, respectively, $\Phi$ is the modified yield surface, $s$ is the deviatoric stress tensor and $R$ is the isotropic plastic growth function.

2.1 Finite element implementation

The accuracy of the overall finite element scheme depends crucially on the accuracy of particular numerical algorithm adopted. This section describes a numerical procedure for integration of the Lemaitre damage elasto-plastic model presented in preceding section, based on the well-known two-step elastic predictor–plastic corrector method. At each Gauss point, the values of state variables including the stress tensor $\mathbf{\sigma}^n$, plastic strain tensor $\varepsilon^p_n$, equivalent plastic strain $(e_{eq}^p)_n$ and damage variable $D_n$ are known at the start of interval, and for a given strain increment $\Delta \varepsilon$, the value of variables are desired at the end of interval. At the first stage of computational algorithm the material behavior is assumed to be elastic, the yield surface at the end of interval can be then evaluated as

$$\Phi = \sqrt{3} \left[ \frac{s_{n+1}}{2(1-D_n)} - [\mathbf{\sigma}^p_n + R(e_{eq}^p)_n] \right]$$

(7)

If $\Phi \leq 0$, the assumed elastic behavior is correct and the damage variable and plastic strain remain unchanged. If $\Phi > 0$, the plastic corrector step must be applied to obtain the updated
state variables by simultaneously establishing four equations consisting of the plastic flow equation, equivalent plastic strain growth equation, damage growth equation, and the yield surface equation as

\[
\varepsilon_{pl}^{p+1} = \varepsilon_{pl} + \frac{\Delta\varepsilon}{1 - D_{n+1}} \sqrt{\frac{3}{2}} \frac{s_{n+1}}{\|s_{n+1}\|} \tag{8}
\]

\[
(e^{pl}_{eq})_{n+1} = (e^{pl}_{eq})_n + \Delta\gamma \tag{9}
\]

\[
D_{n+1} = D_n + \Delta\gamma \left(1 - \frac{Y_{n+1}}{r} \right)^x \tag{10}
\]

\[
\Phi = \sqrt{\frac{3}{2}} \frac{\|s_{n+1}\|}{(1 - D_{n+1})} \left[ \sigma_y^0 + R(e^{pl}_{eq})_{n+1} \right] = 0 \tag{11}
\]

The solution of these four nonlinear coupled equations simultaneously is a costly computational task. By performing relatively straightforward algebraic manipulations, the above system can be reduced to a single nonlinear algebraic equation for the plastic multiplier \(\Delta\gamma\) expressed as

\[
\omega(\Delta\gamma) - \omega_n + \frac{\Delta\gamma}{\omega(\Delta\gamma)} \left( \frac{-Y(\Delta\gamma)}{r} \right)^x = 0 \tag{12}
\]

where \(\omega\) is the integrity variable in contrast to damage variable and is evaluated by

\[
\omega_{n+1} = 1 - D_{n+1} = \omega(\Delta\gamma) = \frac{3G\Delta\gamma}{q_{trial} - \sigma_y(R_n + \Delta\gamma)} \tag{13}
\]

where \(q_{trial}^{\omega}\) is the von–Mises equivalent stress obtained in the elastic predictor step. The damage energy release rate is a function of \(\Delta\gamma\) calculated by

\[
Y(\Delta\gamma) = \left[ \sigma_y(R_n + \Delta\gamma) \right]^2 + \frac{\bar{p}_{n+1}^2}{2K} \tag{14}
\]

where \(\bar{p}_{n+1}\) is the elastic predicted hydrostatic pressure without damage effect. Equation (12) can be solved by an iterative method such as Newton-Raphson method. By computing the plastic multiplier, the updated state variables can be obtained using four basic equations.

### 2.2 Micro-crack closure effect

From the micromechanical view, the damage can be considered as the degradation of material properties due to the evolution of voids and micro-cracks. The Lemaitre damage model discussed in previous section, suffers from an important drawback, since the effect of hydrostatic stress is captured by the damage energy release rate \(Y\) with equal response in tension and compression. On the other hand, the micro-cracks which open in tensile stresses may partially close at a compression stress state. Hence, after having been damaged in
tension, the material recovers its stiffness partially under compression. In this study, the stress tensor is decomposed into the positive and negative parts and the effect of compressive stress tensor is considered as a fraction of the effect of tensile stress tensor. In the process of decomposition, the stress tensor is first mapped to the principle directions to form a diagonal matrix with the principle stresses. This matrix is then decomposed to tensile and compressive stress tensors as

$$\sigma = \sigma^+ + \sigma^-$$

This decomposition is defined mathematically using the Macaulay bracket as

$$\sigma^+ = \begin{bmatrix} \langle \sigma_1 \rangle & 0 & 0 \\ 0 & \langle \sigma_2 \rangle & 0 \\ 0 & 0 & \langle \sigma_3 \rangle \end{bmatrix}, \quad \sigma^- = \begin{bmatrix} \langle -\sigma_1 \rangle & 0 & 0 \\ 0 & \langle -\sigma_2 \rangle & 0 \\ 0 & 0 & \langle -\sigma_3 \rangle \end{bmatrix}$$

The Macaulay bracket is a scalar function defined as

$$\langle a \rangle = \begin{cases} a & \text{if } a \geq 0 \\ 0 & \text{if } a < 0 \end{cases}$$

By decomposition of stress tensor, each component affects the damage energy release rate separately. The effect of tensile component given in Section 2 remains valid, but the compression component has a more moderate effect with an experimental reduction factor of $h$. This value is called as the crack closure effect constant and has the value in the range of $[0, 1]$. Thus, the effect of compressive component of stress tensor can be superposed with the effect of tensile component of stress tensor by modifying equation (4) as

$$Y = \frac{1}{2E(1-D)}[(1+\nu)\sigma^+ : \sigma^+ - \nu tr(\sigma^+)^2] - \frac{h}{2E(1-hD)}[(1+\nu)\sigma^- : \sigma^- - \nu tr(\sigma^-)^2]$$

By modifying the value of damage energy release rate, the remaining parts of the procedure of original Lemaitre model will not be changed.

3 ADAPTIVE FINITE ELEMENT STRATEGY

In numerical analysis of FE solution, it is essential to introduce some measures of error and use adaptive mesh refinement to keep this error within prescribed bounds to ensure that the finite element method is effectively used for practical analysis. To automate this process, several adaptive finite elements have been implemented to obtain an optimal mesh. Due to the localized material deterioration in the damaged body problems, many elements will be severely distorted producing unacceptably inaccurate solutions and this optimization takes a more important and necessary role. In order to obtain an optimal mesh, in the sense of an equal solution quality, it is desirable to design the mesh such that the error contributions of the elements are equally distributed over the mesh. This criterion illustrates what parts of the discretized domain have to be refined/de-refined and what degree of mesh fineness is needed to maintain the solution error within the prescribed bounds. The plastic deformation of problem necessitates transferring all relevant variables from the old mesh to new one. In
general, the procedure described above can be executed in four parts; an error estimation, an adaptive mesh refinement, an adaptive mesh generator, and the mapping of variables.

3.1 Error estimation using weighted SPR technique

In the error estimation process two main aims are followed: firstly, to determine the error for the chosen mesh and secondly, to reduce this error to a permissible value by an automatic adaptive remeshing. The discretization error for a state variable represents the difference between its exact and the finite element solutions. Thus, the error of typical state variable \( \alpha \) can be defined by \( e_\alpha = \alpha - \hat{\alpha} \), with \( \alpha \) denoting the exact value of state variable and \( \hat{\alpha} \) the value of state variable derived by a finite element solution. Since the exact value of state variables for nonlinear problems is not available, we use a recovered solution instead of exact ones and then approximate the error as the difference between the recovered values and those given directly by the finite element solution, i.e. \( e_\alpha = \hat{\alpha}^* - \hat{\alpha} \), where \( \hat{\alpha}^* \) denotes the recovered value of state variable \( \alpha \).

Since the damage variable plays an important role in predicting the crack initiation and crack growth, its accuracy is very crucial in this process. Thus, the error is estimated based on the damage variable \( D \). In order to obtain an improved solution, the nodal smoothing procedure is performed using the weighted superconvergent patch recovery (WSPR) technique, which was originally proposed by Moslemi and Khoei [9] to simulate the crack growth in linear fracture mechanics. The objective of recovery of the finite element solution is to obtain the nodal values of damage variable \( D \) such that the smoothed continues field defined by the shape functions and nodal values is more accurate than that of the finite element solution. A procedure for utilizing the Gauss quadrature values is based on the smoothing of such values by a polynomial of order \( p \) in which the number of sample points can be taken as greater than the number of parameters in the polynomial. In this case, if we accept the superconvergence at certain points of each element, the computed values of damage variable have the superconvergent accuracy at all points within the element. Thus, the recovered solution of damage variable \( D^* \) can be obtained as

\[
D^* = Pa
\]

where \( a \) is a vector of unknown parameters and \( P \) the polynomial base functions. Depending on the order of polynomial the technique is called as C0-SPR, C1-SPR, etc. It was shown by Khoei et al. [8] in crack growth problems that if the singular elements are used near the crack tip the modified–SPR technique, in which the polynomial function is replaced by the singular terms of analytical solution of crack problems leads to better results in the process of recovery solution. Since the isoparametric elements are employed here over the domain, the linear base functions are used for the recovery process. Hence, the vectors \( P \) and \( a \) are represented in their simplest form as

\[
P = \langle 1, x, y, z \rangle \quad a = \langle a_1, a_2, a_3, a_4 \rangle^T
\]

The determination of the unknown parameters \( a \) can be made by performing a least square
fit to the values of superconvergent, or sampling points. After finite element analysis, a patch is defined for each vertex node inside the domain by the union of elements sharing the node. At each node of interior patch center, the connected tetrahedral elements along with their nodes and Gauss points are obtained. The number of sampling points must be at least equal to number of parameters in the polynomial. In the standard SPR technique, all sampling points have similar properties in the patch, which may produce significant errors in the boundaries, particularly the edges of crack. In fact, for elements located on the boundaries, constraints and crack edges, which do not have enough sampling points, we need to use the sampling points of nearest patch. These new sampling points induce unreal value of damage variables in the patch and overestimate the value of error, which results in unreasonable mesh refinement in the boundaries of domain. Moslemi and Khoei [9] proposed the weighted–SPR technique by using different weighting parameters for sampling points of the patch. It results in more realistic recovered values at the nodal points, particularly near the crack tip and boundaries. Hence, if we have $n$ sampling points in the patch with the coordinates $(x_k, y_k, z_k)$, the function $F$ needs to be minimized in this patch as

$$ F(a) = \sum_{k=1}^{n} w_k \left[ D^* (x_k, y_k, z_k) - \hat{D}_i (x_k, y_k, z_k) \right]^2 $$

In order to incorporate the effects of nearest sampling points in the recovery process, the weighting parameter is defined as $w_k = 1/r_k$, with $r_k$ denoting the distance of sampling point from the vertex node which is under recovery. The minimization of function $F$ with respect to $a$ results in the unknown parameters $a$ as

$$ a = \left( \sum_{k=1}^{n} w_k^2 P_k^T P_k \right)^{-1} \sum_{k=1}^{n} w_k^2 P_k^T \hat{D}_i (x_k, y_k) $$

(22)

It must be noted that the implementation of global coordinates may result in ill-conditioned coefficient matrix, hence it is preferred to use a local coordinate system in the patch. Once the components of the vector of unknown parameters $a$ are determined, the damage variables at nodal points inside the patch are computed by substituting their coordinates in equation (19). These nodal values $\hat{D}$ can be used to construct a continuous damage field over the entire domain at the next step, that is, for each element, the recovered damage variable is represented as an interpolation of nodal values using the standard shape functions $N$ in finite element analysis as

$$ D^* = N \hat{D} $$

(23)

The recovered damage variable obtained by above equation can be used to obtain a pointwise error in the domain. Since the pointwise error becomes locally infinite in critical points, such as crack tip, point constraint and point loads, the error estimator can be replaced by a global parameter using the norm of error defined as
The above $L^2$ norm is defined over the whole domain $\Omega$. The overall error can be related to each element error by
\[
\|e_D\| = \|D^* - \bar{D}\| = \left( \int_{\Omega} (D^* - \bar{D})^T (D^* - \bar{D}) \, d\Omega \right)^{\frac{1}{2}}
\]  
\[(24)\]

with $i$ denoting an element contribution and $m$ the total number of elements. The distribution of error norm across the domain indicates which portions need refinement and which other parts need de-refinement, or coarsening elements.

### 3.2 Adaptive mesh refinement

Once the error estimator process has been achieved it needs to implement a technique by which the solution can be improved. Since the total error permissible must be less than a certain value, it is a simple matter to search the design field for a new solution in which the total error satisfies this requirement. The simplest process is based on an equal error distribution among all elements as with such equal error distribution the results are most economical. In fact, after remeshing each element must obtain the same error and the overall percentage error must be less than the target percentage error, i.e.
\[
\theta = \frac{\|e_D\|}{\|D\|} \leq \theta_{\text{aim}} = \frac{\|e_D\|_{\text{aim}}}{\|D\|}
\]  
\[(26)\]

where $\theta_{\text{aim}}$ is the prescribed target percentage error. Hence, the aim error at each element can be obtained as
\[
\left(\|e_D\|_i\right)_{\text{aim}} = \frac{1}{\sqrt{m}} \|\bar{D}\| \theta_{\text{aim}}
\]  
\[(27)\]

The rate of convergence of local error depends on the order of elements. The higher-order elements show faster convergence to the aim error. Thus, such elements need less refinement and new element size depend on its error norm and its order. Thus, the new element size can be evaluated as
\[
(h_i)_{\text{new}} = \left[ \left(\|e_D\|_i\right)_{\text{aim}} \right]^{1/p} \left( (h_i)_{\text{old}} \right)
\]  
\[(28)\]

where $h$ is the average element size and $p$ is the order of element. To obtain the nodal element size, a simple averaging between elements joining a node is used. As the mesh tends progressively to be optimal with the error uniformly distributed between elements this theoretical rate of convergence appears very effective. The above technique can be coupled with an efficient mesh generator which allows the new mesh to be constructed according to a predetermined size distribution.
3.3 Data transfer operator

In the nonlinear FE analysis, the new mesh must be used starting from the end of previous load step since the solution is history-dependent in nonlinear problems. Thus, the state and internal variables need to be mapped from the old finite element mesh to the new one. The state variables consist of the nodal displacements and the internal variables, including the Cauchy stress tensor, the strain tensor, the plastic strain tensor and damage variable. Since these variables are transferred separately, it is important that the transfer of information from the old to new meshes is achieved with minimum discrepancy in equilibrium and constitutive relations. Hence, a minimum number of internal variables must be transferred and remaining variables are calculated by equilibrium and constitutive equations. In the case of internal variables which their values evaluated at the Gauss points of the old mesh, corresponding values at the Gauss points of the new mesh are desired.

The direct mapping of variables may lead to inconsistency between transferred variables and shape functions of the elements. In this case the process of data transfer can be carried out in three steps. In the first step the continuous internal variables are obtained by projecting the Gauss point components to the nodal values. In order to project the values of Gauss points to nodal points, the 3D weighted–SPR method is applied here, as described in previous section. In the second step, the nodal values of internal variables of old mesh are transferred to the nodes of new mesh. For this purpose, we must first determine which element in the old mesh contains the nodal point in the new finite element mesh. The nodal components in the old mesh are then transferred to the nodes of new mesh by applying the old shape functions of old elements and the global coordinates of the new nodes. The components of internal variables at the Gauss points of new mesh are finally obtained by interpolation using the shape functions of elements of the new mesh. These three steps are illustrated schematically in Figure 1. In addition, a transfer operator is employed that transfers the state variables, i.e. displacement field, from the old to a new mesh. This operator includes only the second step of the first operator where the nodal components in the old mesh are transferred to the nodes of new mesh.

![Figure 1: Three-step procedure of the transfer operator](image)

4 NUMERICAL SIMULATION RESULTS

In order to illustrate the accuracy and robustness of the proposed adaptive finite element method in three-dimensional damage mechanics, a classical tensile test of a cylindrical pre-
notched bar is simulated numerically. The geometry and boundary conditions of the specimen are shown in Figure 2. On the virtue of symmetry, only one-eighth of the problem is modeled. The specimen is subjected to the tensile prescribed displacement at the top edge. The bar is constructed by a low carbon steel in a rolled state with the following material properties; $E = 210$ GPa and $\nu = 0.3$. The strain hardening is considered to be isotropic. The parameters of Lemaitre model for this specimen is taken as $s = 1.0$ and $r = 3.5$ MPa. This specimen was also simulated by de Souza Neto et al. [11] using 2D FE modeling to validate the performance of their constitutive model in damage mechanics. The vertical displacement is applied incrementally in 600 increments of 0.001 mm. The damage evolution is predicted by Lemaitre model until its value reaches to the critical damage value of $D_C = 0.99$.

Figure 2: The cylindrical notched specimen; The geometry

Figure 3: The distribution of damage contours at various load steps; A comparison between the present 3D model and result reported by de Souza Neto et al.[11]; a) $u = 0.051$ mm, b) $u = 0.076$ mm, c) $u = 0.246$ mm
In Figure 3, the distribution of damage contours are shown at three stages and compared with those reported by de Souza Neto et al. [11] in two dimensional modeling. It can be seen that the predicted damage contours are in good agreement with those obtained in reference [11]. It is interesting to note that the location of maximum damage is not fixed in the model and moves at different stages of loading. It can be observed that the maximum damage occurs in the outer part of the specimen at the first stages of loading, however – it moves toward the center of the bar by increasing the load. This can be justified by the fact that at early stages of loading the hydrostatic stress is low and the damage evolution is affected by the plastic flow. Thus, the damage grows in outer layers, where the maximum equivalent plastic strain occurs. However, by increasing the load, the hydrostatic stress increases and its effect becomes dominant. Hence, the damage critical point moves toward the center of the bar where the maximum value of hydrostatic stress occurs. In order to control the error of the solution, an adaptive FE mesh refinement is carried out to generate the optimal mesh. The weighted superconvergent patch recovery technique is used with the aim error of 5%. This process is carried out at two steps of 50 and 360, as shown in Figure 4. This figure clearly presents the distribution of elements on the specimen with the growth of damage. In Figure 5, the effect of adaptive strategy can be observed on the estimated error. Obviously, the adaptive mesh refinements result in a reduced estimated error and converge to the prescribed target error.

![Figure 4: Adaptive mesh refinement technique for the cylindrical notched specimen; a) Initial FE mesh, b) Adapted mesh at \( u = 0.05 \text{ mm} \), c) Adapted mesh at \( u = 0.36 \text{ mm} \)](image)

![Figure 5: The variation of estimated error with prescribed displacement during adaptive mesh refinement](image)
5 CONCLUSIONS

In the present paper, an adaptive finite element method was presented for the three-dimensional analysis of damage growth and crack initiation. The constitutive modeling was implemented within the framework of continuum damage mechanics. A simplified version of Lemaitre damage model was employed to estimate the damage evolution. The adaptive finite element technique was implemented through the following three stages; an error estimation, adaptive mesh refinement, and data transferring. The error estimation procedure was used based on the Zienkiewicz–Zhu error estimator and a weighted superconvergent patch recovery technique was employed. The accuracy and robustness of proposed computational algorithm in 3D damage mechanics were presented by a numerical example. The results clearly show the ability of the model in capturing the damage growth and crack initiation in complex 3D problem. In a later work, we will show how the proposed technique can be used in a 3D automatic simulation of crack propagation in the fracture of ductile materials.
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Abstract. Observations are reported on isotactic polypropylene/nanoclay hybrids with various concentrations of filler ranging from 0 to 5 wt.% in cyclic tensile tests with a stress-controlled program (ratcheting between minimum stresses $\sigma_{\text{min}}$ and maximum stresses $\sigma_{\text{max}}$). A pronounced effect of filler is demonstrated: reinforcement of polypropylene with 1 wt.% of nanoclay results in reduction of maximum and minimum strains per cycle by several times and growth of number of cycles to failure by an order of magnitude. To rationalize these findings, a constitutive model is developed in cyclic viscoelastoplasticity of polymer nanocomposites. Adjustable parameters in the stress–strain relations are found by fitting experimental data in relaxation tests and cyclic tests. It is demonstrated that the model correctly predicts growth of maximum and minimum strains per cycle with number of cycles and can be applied for evaluation of fatigue failure of nanocomposites.

1 INTRODUCTION

This paper is concerned with experimental investigation and constitutive modeling of the viscoelastic and viscoplastic responses of polymer/clay nanocomposites in tensile cyclic tests with stress-controlled programs.

A number of studies on the mechanical behavior of polymer/clay hybrids reveal noticeable improvement of their properties due to the presence of nanoparticles [1, 2, 3]. This enhancement remains, however, rather modest compared with what has been expected from the effect of reinforcement a decade ago [3]. Keeping in mind these discrepancies between expected and real mechanical properties of nanohybrids in conventional tensile tests, it seems natural to focus on more sophisticated deformation programs, where the effect of nanofiller becomes significant for applications. This approach was initiated in [4, 5, 6] by demonstrating that reinforcement of polymers with nanoparticles dramatically enhanced creep resistance and in [7, 8] by revealing a similar effect for ratcheting strain in cyclic tests.
The objective of this study is threefold: (i) to demonstrate that reinforcement of polypropylene with nanoclay results in a strong decrease in maximum and minimum strains per cycle observed in uniaxial tensile cyclic tests with a stress-controlled program, (ii) to develop a constitutive model in cyclic viscoelastoplasticity of polymer nanocomposites that describes this phenomenon, and (iii) to rationalize physical mechanisms responsible for the improvement of fatigue resistance by comparison of material parameters in the stress-strain relations.

2 EXPERIMENTAL RESULTS

Nanocomposites with isotactic polypropylene as a matrix [Moplen HP 400R (Albis Plastic Scandinavia AB, Sweden)], maleic anhydride grafted polypropylene as a compatibilizer [Eastman G 3015 (Eastman Chemical Company, USA)], and organically modified montmorillonite nanoclay as a filler [Delitte 67G (Laviosa Chimica Mineraria S.p.A., Italy)] were manufactured in a two-step process described in [6]. Nanohybrids with clay/compatibilizer proportion 1:2 and clay contents $\chi = 0, 1, 3, \text{ and } 5 \text{ wt.}\%$ were prepared by means of twin-screw extruder Brabender PL2000. Dumbbell specimens for tensile tests (ASTM standard D638) were molded by using injection-molding machine Arburg 320C.

Uniaxial tensile tests were performed at room temperature by means of universal testing machine Instron–5569 equipped with an electro-mechanical sensor for control of longitudinal strains. The engineering stress $\sigma$ was determined as the ratio of axial force to cross-sectional area of undeformed specimens.

Two series of experiments were conducted at room temperature. The first was aimed to choose deformation programs that ensure the most pronounced effect of reinforcement. It involved five ratcheting tests with various maximum stresses $\sigma^\text{max}$, minimum stresses...
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σ_{\text{min}} and strain rates \dot{\epsilon}. In each test, a specimen was stretched with a fixed cross-head speed \dot{d} up to a maximum stress \sigma_{\text{max}}^\prime, retracted down to a minimum stress \sigma_{\text{min}}^\prime with the same cross-head speed, reloaded up to the maximum stress \sigma_{\text{max}} with the cross-head speed \dot{d}, unloaded down to the minimum stress \sigma_{\text{min}} with the same cross-head speed, etc. Some experimental data in cyclic tests are reported in Figure 1, where maximum strain per cycle \epsilon_{\text{max}} and minimum strain per cycle \epsilon_{\text{min}} are plotted versus number of cycles \( n \). Observations show that for all experimental conditions, reinforcement of polypropylene with nanoclay results in noticeable reduction in \epsilon_{\text{max}} and \epsilon_{\text{min}}. The strongest improvement of fatigue resistance is reached when concentration of filler equals 1 wt.%.

The other series of tests was carried out for identification of parameters in constitutive equations. It involved cyclic tests with a stress-controlled program and relaxation tests. Each test was carried out on a new sample and repeated by twice to confirm reproducibility of measurements. Based on observations in the first series of tests, we confine ourselves to the analysis of nanocomposites with \( \chi = 0 \) and 1 wt.%.

Ratcheting tests were performed with \( d = 100 \text{ mm/min} \), \( \sigma_{\text{max}} = 30 \text{ MPa} \), and \( \sigma_{\text{min}} = 20 \text{ MPa} \). Experimental stress–strain curves (16 cycles of loading–retraction) and diagrams \( \epsilon_{\text{max}}(n) \), \( \epsilon_{\text{min}}(n) \) are depicted in Figure 2.

![Figure 2: A—Stress \sigma versus strain \epsilon. B—Maximum \epsilon_{\text{max}} and minimum \epsilon_{\text{min}} strains versus number of cycles \( n \). Circles: experimental data in cyclic tests on nanocomposites with \( \chi = 0 \) (○) and \( \chi = 1 \) (●) wt.%]. Solid lines: results of numerical simulation.](image)

Relaxation tests were conducted with a fixed strain \( \epsilon = 0.1 \). In each test, a specimen was stretched with \( \dot{d} = 100 \text{ mm/min} \) up to the required strain. Afterwards, \( \epsilon \) was preserved constant, and a decrease in stress \( \sigma \) was monitored as a function of time \( t \). Following the ASTM protocol E–328 for short-term relaxation tests, duration of relaxation tests \( t_{\text{rel}} = 20 \text{ min} \) was chosen.

Observations in relaxation tests are reported in Figure 3, where engineering stress \( \sigma \) is depicted versus relaxation time \( t' = t - t_0 \) (\( t_0 \) stands for the instant when relaxation starts). Following common practice, the semi-logarithmic plot is chosen with \( \log = \log_{10} \).
3 CONSTITUTIVE MODEL

With reference to the homogenization concept [9], a nanocomposite with a complicated microstructure (a semicrystalline matrix reinforced with randomly distributed clay platelets and their stacks) is replaced with an equivalent isotropic medium, whose mechanical response resembles that of the composite. An incompressible, inhomogeneous, transient, non-affine network of polymer chains bridged by junctions is chosen as the equivalent continuum. The incompressibility hypothesis is confirmed by observations in uniaxial tensile tests with cross-head speed 200 mm/min, where longitudinal and transverse strains were measured simultaneously. Poisson’s ratios of nanocomposites with $\chi = 0$ and 1 wt.% read 0.498 and 0.476, respectively.

3.1 Kinematics of plastic deformations

To describe plastic flow in the equivalent medium at small strains, the strain tensor for macro-deformation $\dot{\varepsilon}$ is presented as the sum of elastic strain tensor $\dot{\varepsilon}_e$ and plastic strain tensor $\dot{\varepsilon}_p$.

$$\dot{\varepsilon} = \dot{\varepsilon}_e + \dot{\varepsilon}_p. \quad (1)$$

With reference to conventional phenomenological models with two plastic elements connected in series, the plastic strain tensor $\dot{\varepsilon}_p$ is split into the sum of two components

$$\dot{\varepsilon}_p = \dot{\varepsilon}^{(1)}_p + \dot{\varepsilon}^{(2)}_p. \quad (2)$$

The tensors $\dot{\varepsilon}^{(1)}_p$ and $\dot{\varepsilon}^{(2)}_p$ are presumed to describe inelastic deformations in the matrix and inclusions, respectively.
The strain rate for plastic deformation in the matrix is proportional to strain rate for macro-deformation
\[ \frac{d\varepsilon^{(1)}_p}{dt} = \phi \frac{d\dot{\varepsilon}}{dt}, \tag{3} \]
where the non-negative function \( \phi \) (i) vanishes in the undeformed state (which means that no plastic deformation occurs at very small strains), (ii) monotonically grows under active loading and decreases under retraction (which reflects stress-induced acceleration of plastic flow), and (iii) reaches its ultimate value \( \phi_{\infty} = 1 \) at large strains (when the rates of plastic deformation and macro-deformation coincide). Changes in \( \phi \) with time are governed by the differential equation
\[ \frac{d\phi}{dt} = \pm a (1 - \phi)^2 \dot{\varepsilon}, \quad \phi(0) = 0, \tag{4} \]
where the signs “+” and “−” correspond to loading and retraction, respectively, \( \dot{\varepsilon} = \left( \frac{2}{3} \frac{d\varepsilon}{dt} : \frac{d\varepsilon}{dt} \right)^{\frac{1}{2}} \) stands for the equivalent strain rate for macro-deformation, and the coefficient \( a \) adopts different values \( a_1 \) and \( a_2 \) under active deformation and unloading. For uniaxial tension, loading and unloading are determined unambiguously. For an arbitrary three-dimensional deformation, these processes are defined following [10, 11].

### 3.2 Heterogeneity of the network

An inhomogeneous transient polymer network is composed of meso-domains with various activation energies for rearrangement of chains. The rate of separation of active chains from their junctions in a meso-domain with activation energy \( u \) is governed by the Eyring equation \( \Gamma = \gamma \exp[-u/(k_BT)] \), where \( \gamma \) is an attempt rate, \( k_B \) denotes Boltzmann’s constant, and \( T \) stands for absolute temperature. Introducing dimensionless activation energy \( \nu = u/(k_BT) \), we obtain
\[ \Gamma(\nu) = \gamma \exp(-\nu). \tag{5} \]
Denote by \( N \) concentration of active chains in the equivalent network [12]. The number of active chains \( n_0(\nu) \) in meso-domains with activation energy \( \nu \) (per unit volume) reads
\[ n_0(\nu) = Nf(\nu), \tag{6} \]
where \( f(\nu) \) stands for a distribution function of meso-domains. With reference to the random energy model [13], the quasi-Gaussian expression is accepted for this function
\[ f(\nu) = f_0 \exp\left[ -\frac{1}{2} \left( \frac{\nu}{\Sigma} \right)^2 \right] \quad (\nu \geq 0), \quad f(\nu) = 0 \quad (\nu < 0). \tag{7} \]
Parameters \( N, \gamma, \) and \( \Sigma \) are assumed to be independent of mechanical factors. The pre-factor \( f_0 \) is determined from the normalization condition \( \int_0^\infty f(\nu) d\nu = 1. \)
3.3 Rearrangement of chains

Rearrangement of a temporary network is described by a function \( n(t, \tau, v) \) which equals the number (per unit volume) of temporary chains at time \( t \geq 0 \) that have returned into the active state before instant \( \tau \leq t \) and belong to a meso-domain with energy \( v \). The number of active chains in meso-domains with energy \( v \) at time \( t \) reads

\[
\frac{\partial n}{\partial \tau}(t, \tau, v) = n_0(v), \tag{8}
\]

The number of chains that were active at the initial instant \( t = 0 \) and have not separated from their junctions until time \( t \) is \( n(t, 0, v) \). The number of chains that were active at the initial instant and detach from their junctions within the interval \( [t, t + d\tau] \) equals \(-\partial n/\partial t(t, 0, v)\) \( d\tau \), the number of dangling chains that return into the active state within the interval \( [\tau, \tau + d\tau] \) is given by \( P(\tau, v)d\tau \) with

\[
P(\tau, v) = \left. \frac{\partial n}{\partial \tau}(t, \tau, v) \right|_{t=\tau}, \tag{9}
\]

and the number of chains that merged (for the last time) with the network within the interval \([\tau, \tau + d\tau] \) and detach from their junctions within the interval \([t, t + d\tau] \) reads \(-\partial^2 n/\partial t \partial \tau(t, \tau, v)\) \( d\tau d\tau \). Detachment of chains from their junctions is described by the kinetic equations

\[
\frac{\partial n}{\partial t}(t, 0, v) = -\Gamma(v)n(t, 0, v), \quad \frac{\partial^2 n}{\partial t \partial \tau}(t, \tau, v) = -\Gamma(v)\frac{\partial n}{\partial \tau}(t, \tau, v), \tag{10}
\]

which mean that the number of active chains separating from their junctions per unit time is proportional to the total number of active chains in an appropriate meso-domain. Integration of Eq. (10) with initial conditions (6), (8), and (9) implies that

\[
n(t, 0, v) = N f(v) \exp[-\Gamma(v)t], \quad \frac{\partial n}{\partial \tau}(t, \tau, v) = N f(v)\Gamma(v) \exp[-\Gamma(v)(t - \tau)]. \tag{11}
\]

3.4 Stress–strain relations

The strain energy of an active chain reads

\[
w = \frac{1}{2} \tilde{\mu} \dot{\varepsilon}_e : \dot{\varepsilon}_e, \tag{12}
\]

where \( \tilde{\mu} \) stands for rigidity of a chain, and the colon denotes convolution of tensors. The strain energy of a chain that has last returned into the active state at instant \( \tau < t \) is determined by Eq. (12), where \( \dot{\varepsilon}_e(t) \) is replaced with \( \dot{\varepsilon}_e(t) - \dot{\varepsilon}_e(\tau) \). The strain energy density (per unit volume) of individual chains in a transient polymer network is given by

\[
W_1(t) = \frac{1}{2} \tilde{\mu} \left[ \int_0^\infty n(t, 0, v) dv \ \dot{\varepsilon}_e(t) : \dot{\varepsilon}_e(t) \right] + \int_0^\infty dv \int_0^t d\tau \frac{\partial n}{\partial \tau}(t, \tau, v) \left( \dot{\varepsilon}_e(t) - \dot{\varepsilon}_e(\tau) \right) : \left( \dot{\varepsilon}_e(t) - \dot{\varepsilon}_e(\tau) \right) d\tau. \tag{13}
\]
The first term in Eq. (13) equals the energy of active chains that have not been rearranged within the interval \([0, t]\). The other term expresses the energy of chains that have last merged with the network at various instants \(\tau \in [0, t]\) and remained active until instant \(t\).

At the \(n\)th cycle of cyclic deformation, the energy of interaction between chains and nanofiller is described by the analog of Eq. (12)

\[
W_2 = \frac{1}{2} \tilde{\mu} \left( \hat{\epsilon}^{(2)} : \hat{\epsilon}^{(2)} - \hat{\epsilon}^{(2)0} : \hat{\epsilon}^{(2)0} \right),
\]

where the tensor \(\hat{\epsilon}^{(2)}\) describes irreversible deformation in stacks of clay platelets, \(\hat{\epsilon}^{(2)0}\) coincides with \(\hat{\epsilon}^{(2)}\) at the instant when the strain rate for macro-deformation changes its sign, and \(\tilde{\mu} > 0\) accepts different values \(\tilde{\mu}_1\) and \(\tilde{\mu}_2\) under loading and unloading, respectively. It is worth noting that the last term in Eq. (14) does not affect constitutive equations as the strain energy is determined up to an arbitrary additive constant.

The strain energy density of the equivalent network equals the sum of strain energies of individual chains and the energy of their interaction

\[
W = W_1 + W_2.
\]

For isothermal volume-preserving deformation, the Clausius–Duhem inequality reads

\[
\frac{dQ}{dt} = - \frac{dW}{dt} + \hat{\sigma}' : \frac{d\hat{\epsilon}}{dt} \geq 0,
\]

where \(Q\) stands for internal dissipation per unit volume, and \(\hat{\sigma}'\) denotes deviatoric part of the stress tensor \(\hat{\sigma}\). Combining Eqs. (12)–(16) and using Eq. (11), we arrive at the stress–strain relation

\[
\hat{\sigma}(t) = -p(t)\hat{I} + \mu \left( 1 - \phi(t) \right) \left[ \hat{\epsilon}_e(t) - \int_0^\infty f(v)dv \int_0^t \Gamma(v) \exp \left( -\Gamma(v)(t - \tau) \right) \hat{\epsilon}_e(\tau)d\tau \right],
\]

where \(\mu = \bar{\mu}N\), \(p\) is an unknown pressure, and \(\hat{I}\) stands for the unit tensor. Inequality (16) is satisfied provided that

\[
\frac{d\hat{\epsilon}^{(2)}_p}{dt}(t) = S\hat{\epsilon}_e(t) - R\hat{\epsilon}^{(2)}_p(t) - \int_0^\infty f(v)\hat{Z}(t, v)dv,
\]

where the coefficients \(R = \bar{\mu}/\mu\) and \(S\) adopts different (but constant) values \(R_1\), \(S_1\) and \(R_2\), \(S_2\) under loading and unloading, respectively. The function \(\hat{Z}(t, v) = \int_0^t \Gamma(v) \exp \left( -\Gamma(v)(t - \tau) \right) \hat{\epsilon}_e(\tau)d\tau\) is governed by the differential equation

\[
\frac{\partial \hat{Z}}{\partial t}(t, v) = \Gamma(v) [\hat{\epsilon}_e(t) - \hat{Z}(t, v)], \quad \hat{Z}(0, v) = 0.
\]

Stress–strain relation (17) together with kinematic equations (1), (2) and kinetic equations (3), (4), (18), and (19) provide constitutive equations for the viscoelastoplastic behavior of
polymer nanocomposites under cyclic deformation. These relations involve three material constants, $\mu$, $\gamma$, $\Sigma$, and six adjustable functions, $a_1$, $a_2$, $R_1$, $R_2$, $S_1$, $S_2$, with the following meaning: (i) $\mu$ stands for an elastic modulus of a polymer nanocomposite, (ii) $\gamma$ and $\Sigma$ characterize its linear viscoelastic behavior, (iii) $a_1$ and $a_2$ describe irreversible deformation in the matrix under loading and unloading, (iv) $R_1$, $S_1$ and $R_2$, $S_2$ characterize plastic flow in stacks of clay platelets under active deformation and retraction.

3.5 Adjustable functions

Evolution of material functions under cyclic deformation is described by the following scenario.

The coefficients $S_1$ and $S_2$ reach their ultimate values within the first two cycles. For active loading of a virgin specimen, $S_1 = 0$, while for subsequent reloadings, $S_1 = S_{1\infty}$. Similarly, $S_2$ adopts some value $S_{20}$ for the first retraction, whereas for subsequent unloadings, $S_2 = S_{2\infty}$. The entire set of these coefficients is determined by three constants: $S_{20}$, $S_{1\infty}$, and $S_{2\infty}$.

The coefficients $a_1$ and $a_2$ are equilibrated within first 5–6 cycles. In subsequent cycles of loading–retraction, they adopt their ultimate values $a_{1\infty} = a_{2\infty} = a_{\infty}$.

The coefficient $R_2$ is a decreasing function of intensity of plastic strain $\epsilon_p = \left(\frac{2}{3} \hat{\epsilon}_p : \hat{\epsilon}_p\right)^{\frac{1}{2}}$ at instants when transition occurs from active loading to unloading ($\epsilon_p = \epsilon_{p\text{max}}$). This function obeys the differential equation

$$\frac{dR_2}{d\epsilon_p^{\text{max}}} = -A_2 R_2^2,$$

where $A_2$ is a positive coefficient.

The coefficient $R_1$ is split into the sum of two components

$$R_1 = r + R,$$

where evolution of $r$ is induced by damage accumulation in stacks of clay platelets, and $R$ characterizes changes in energy of inter-particle interaction driven by plastic flow.

For a stress-controlled deformation program with fixed maximum and minimum stresses, number of cycles $n$ serves as a measure of damage accumulation. The effect of this measure on $r$ is described by the phenomenological equation

$$r = r_0 \exp(-\alpha n),$$

where $r_0$ and $\alpha$ are positive constants. The decay in $r$ with $n$ occurs rather rapidly, which implies that $r$ vanishes after a transition period (about 10 cycles).

A decrease in $R$ with plastic strain is governed by the differential equation

$$\frac{dR}{d\epsilon_p^{\text{min}}} = A_1 (R_{\infty} - R),$$
where $A_1$ and $R_\infty$ are adjustable parameters, and $\epsilon_{p}^{\min}$ stands for intensity of plastic strain $\epsilon_p$, at instants when transition occurs from retraction to reloading.

After an initial transition period, the viscoelastoplastic response of a nanocomposite is determined by 10 material constants: $\mu$, $\gamma$, $\Sigma$, $A_1$, $A_2$, $a_\infty$, $r_\infty$, $R_\infty$, $S_{1\infty}$, and $S_{2\infty}$. Although this number is not small, it is substantially lower than the number of adjustable parameters in conventional constitutive models for multi-cycle loading [15, 16, 17]. An important advantage of the present approach is that the material constants are found by fitting loading and unloading paths of stress–strain diagrams step by step, which implies that not more than 3 parameters are determined by matching each set of observations.

4 FITTING OF OBSERVATIONS

Adjustable parameters in the constitutive equations are found by approximation of the experimental data in Figures 2 and 3 following the algorithm described in [14]. Each set of observations is matched separately. Material constants in the stress–strain relations are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\chi = 0$</th>
<th>$\chi = 1$</th>
<th>Parameter</th>
<th>$\chi = 0$</th>
<th>$\chi = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ (GPa)</td>
<td>2.04</td>
<td>2.48</td>
<td>$\gamma$ (s$^{-1}$)</td>
<td>0.10</td>
<td>0.34</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>10.9</td>
<td>11.7</td>
<td>$S_{1\infty}$</td>
<td>4.70</td>
<td>14.4</td>
</tr>
<tr>
<td>$S_{20}$</td>
<td>12.9</td>
<td>12.7</td>
<td>$S_{2\infty}$</td>
<td>19.6</td>
<td>26.5</td>
</tr>
<tr>
<td>$a_\infty$</td>
<td>9.13</td>
<td>9.56</td>
<td>$A_1$</td>
<td>51.5</td>
<td>73.0</td>
</tr>
<tr>
<td>$R_\infty$</td>
<td>6.84</td>
<td>2.53</td>
<td>$A_2$</td>
<td>58.0</td>
<td>44.1</td>
</tr>
</tbody>
</table>

Figure 2 demonstrates good agreement between the observations in cyclic tests (cycles) and the results of numerical analysis (solid lines). To reveal the quality of fitting, the experimental stress–strain curves for the first two cycles and the 16th cycle are reported in Figure 4 together with results of simulation. This figure confirms that accuracy of approximation is not reduced with number of cycles.

5 DISCUSSION

To understand physical mechanisms responsible for substantial reduction in ratcheting strain due to reinforcement of polypropylene, we compare adjustable parameters listed in Table 1.

Reinforcement of polypropylene with 1 wt.% of nanoclay results in an increase in Young’s modulus $E$ by 22%, which reflects improvement of its elastic properties.

The effect of filler on viscoelastic properties appears to be of secondary importance. It is observed as a weak broadening of the relaxation spectrum ($\Sigma$ grows by 7%) and an increase in the rate of rearrangement $\gamma$ (by 3 times). The growth of relaxation rate
Figure 4: Stress $\sigma$ versus strain $\epsilon$. Circles: experimental data in cyclic tests (the first two cycles and the 16th cycle) with $\sigma^{\text{max}} = 30$ MPa and $\sigma^{\text{min}} = 20$ MPa on nanocomposites with $\chi = 0$ (A) and $\chi = 1$ (B) wt.%. Solid lines: results of numerical simulation.

does not seem dramatic, as log $\gamma$ is conventionally employed in the Eyring or Arrhenius relations.

The equilibrium rate of viscoplastic flow in the polymer matrix $a_{\infty}$ remains practically unaffected by clay content (it increases by less than 5% due to the presence of nanoclay).

Rather substantial changes are observed in coefficients $S_{1\infty}$ and $S_{2\infty}$ that reflect evolution of plastic strain tensor $\varepsilon_p^{(2)}$ (which serves as a measure of irreversible deformations in stacks of clay platelets). Reinforcement of polypropylene with 1 wt.% of nanoclay results in an increase in $S_{1\infty}$ by 3 times and in $S_{2\infty}$ by 35%. Keeping in mind that $S_1$ and $S_2$ are proportional to rates of plastic flow under loading and unloading, respectively, one can conclude that the effect of filler is stronger at loading than at retraction.

This result is confirmed by comparison of ultimate values $R_{\infty}$ of parameter $R_1$ (which provides a measure of energy of interaction between polymer chains and inclusions under loading). A pronounced decay in $R_{\infty}$ ($R_{\infty}$ at $\chi = 0$ exceeds that at $\chi = 1$ wt.% by a factor of 2.7) may reflect damage of stacks of clay platelets under cyclic deformation.

The coefficients $A_1$ and $A_2$ that describe reduction in $R_1$ and $R_2$ with plastic strain adopt similar values ($A_1$ at $\chi = 1$ exceeds that at $\chi = 0$ wt.% by 42%, while $A_2$ at $\chi = 0$ is higher than $A_2$ at $\chi = 1$ wt.% by 32%). However, if the decrease in $R_1$ and $R_2$ is analyzed as functions of $n$, the situation changes dramatically: after 16 cycles of loading–retraction, $R_1$ at $\chi = 0$ exceeds that at $\chi = 1$ wt.% by a factor of 3.3, whereas $R_2$ at $\chi = 1$ exceeds that at $\chi = 0$ wt.% by a factor of 2.5.

These estimates lead to the conclusion that strong enhancement of fatigue resistance due to reinforcement may be ascribed to (i) a substantial growth of rates of plastic flow in stacks of platelets which induces (ii) noticeable reduction in the energy of interaction between polymer chains and inclusions.
6 CONCLUDING REMARKS

Observations have been reported on polypropylene/nanoclay hybrids with various concentrations of filler in tensile cyclic tests with a stress–controlled program. Reinforcement of polypropylene with nanoclay resulted in strong (by several times) reduction in ratcheting strain. Although substantial enhancement of fatigue resistance was observed at all experimental conditions, the most pronounced improvement of mechanical properties was reached when concentration of nanoclay equaled 1 wt.% at the highest value of maximum stress $\sigma_{\text{max}} = 30$ MPa.

A constitutive model has been developed in cyclic viscoelastoplasticity of polymer nanocomposites. With reference to the homogenization concept, a nanocomposite is treated as an equivalent polymer network with two characteristic features: (i) the plastic strain tensor is split into the sum of two components that obey different flow rules, and (ii) the strain energy density equals the sum of strain energies of individual chains and the energy of interaction between chains and stacks of clay platelets.

Stress–strain relations are derived by using the Clausius–Duhem inequality. Adjustable parameters in the constitutive equations are found by fitting the experimental data (16 cycles of loading–unloading for each set of observations). The model correctly describes the stress–strain diagrams and evolution of maximum $\epsilon_{\text{max}}$ and minimum $\epsilon_{\text{min}}$ strains per cycle with number of cycles $n$.

Comparison of material constants for polymer/clay hybrids leads to a conclusion that enhancement of fatigue resistance may be attributed to acceleration of plastic flow in clusters of nanoclay which induces noticeable reduction in the energy of interaction between polymer chains and inclusions.
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Abstract. Closing the gap between damage and cracking is still nowadays an opened-question. This study aims at proposing a post-process technique to extract local information (crack openings) from continuous computations. In this paper, the approach is exposed and first results are discussed.

1 INTRODUCTION

When dealing with the behavior of plain concrete or reinforced concrete structures, the prediction of cracking remains a major issue. The effects of a crack on the durability of a structure are a major concern as long as the predictivity improvement for the numerical analysis is required. Not only the crack pattern but also crack features such as spacing, openings, rugosity or tortuosity have to be assessed at a member scale [1]. Two levels of analysis appear: the structure level and the crack level. Different approaches concerning structural modeling accounting for local nonlinear behaviors can be used to tackle the problems related to reinforced concrete structures subject to complex loading based on plasticity theories [2] or damage mechanics [3]. The use of such models needs the introduction of characteristic lengths to prevent the occurrence of spurious mesh dependency related to strain softening. Based on differential or integral nonlocal theories for example [4] or using viscosity approach [5], such characteristic lengths aim to smooth the discontinuity over a certain vicinity. The identification of the characteristic lengths is a major drawback when crack openings have to be quantified. Only a numerical post-treatment allows recovering the discontinuity features of a crack in terms of displacements jump [6].
Nevertheless, the problem remains unsolved in the case of multiple cracks as well as for composite materials such as reinforced concrete. An explicit description of a crack can be achieved using the discrete element methods [7]. The main physical mechanisms of quasi-brittle materials failure are recovered such as spatial correlation, crack tortuosity or scale effects. The mesh density needed for such modeling is nevertheless prohibitive to treat the case of industrial structures. More recent advances in numerical analysis of concrete structures have promoted the enhancement of finite element discretization by directly introducing material discontinuities in the finite element formulations. Based on shape functions finite elements kinematics enrichments [9] or nodal enhancements [10], such frameworks allow to deal with displacement jumps and singular stress fields close to the crack tip in case of strong discontinuity approach. For an industrial reinforced concrete structure such as nuclear power plant containment vessels for which hundreds of cracks may initiate and propagate, such numerical procedures would lead to excessive and prohibitive CPU time consumptions. The cyclic loadings including crack closing are also difficult to handle. The multiscale analysis introduces explicitly the two levels of interest: the structure level and the crack level. If a general agreement for employing finite element discretization at the macroscale is observed, the models employed at the local scale describing strong nonlinearities and discontinuities can be numerous. One can use refined meshing but homogeneous and continuous models [11], or introduce heterogeneities based on a continuous or a discrete approach. Such methods need coupling operators based on side-to-side modeling or overlapping domain [12]. An alternative procedure lies in the direct geographic coupling of two models based on a finite element discretization far from the zone of interest and a discrete modeling in the critical zone [13]. This kind of method needs to previously anticipate the localization of the part of the structure which will need a refine analysis with no possibility to extend the analysis without a complete remeshing. The purpose of the present study is therefore to propose a technique allowing the use of finite element models at a structural scale and a decoupled local analysis for some interesting zones for which a local information is needed. In this paper, first numerical results are shown and seem to be very encouraging for further works. In the first part, the theoretical framework of the proposed non-intrusive approach is exposed and, in a second part, numerical case studies are shown.

2 Combining finite and discrete element methods

The proposed decoupled strategy is obtained after a first analysis at macroscale, using here a finite element approach. Then, depending on the problem, a Region Of Interest (ROI) is defined, usually corresponding to the zones where the damage is developed. Note that if a sequential analysis is performed, the size of the ROI could evolve with the increasing of the loading. This ROI is then analyzed at the mesoscale, using here a discrete element approach, with the boundary conditions extracted from the macroscale computation applied on the non free surface of the ROI. The successive steps of the strategy are summarized in the following: (i) computation of the whole domain at the
macroscale, (ii) definition of the ROI to be analyzed at the mesoscale, (iii) definition of the coupling operators between both scales along the non free surface of the ROI and (iv) computation of the ROI at the mesoscale.

2.1 Definition of the Region Of Interest

The ROI that is reanalyzed at the mesoscale is a region where nonlinearities appear. In this contribution, we choose a fixed ROI (although we could have considered an evolving size of the region with respect to the evolution of the non linear region). Then, all the nonlinear domain obtained at the last step of the macroscale computation must be included in the ROI. This consideration allows avoiding any tricky coupling due to the nonlinear behavior through the ROI boundary. The boundary $\partial R$ of the ROI is split into two parts: the free boundary $\partial R_f$ and the boundary $\partial R_u$, where the boundary conditions obtained at macroscale will be applied. As soon as the ROI is defined, the coupling operators along $\partial R_u$ between the two different scales are defined.

2.2 Coupling operators

The Dirichlet boundary conditions of the mesoscale computation are obtained from the macroscale computation, all along the non-free surfaces $\partial R_u$ of the ROI. The natural way to transfer the displacement field from the macroscale to the mesoscale is to use the shape functions of the finite elements used at the macroscale. Then, the displacement $\bar{\mathbf{u}}_D(x^0_D)$ at each nuclei $x^0_D$ of the cells related to the discrete model along the ROI boundary are directly obtained with:

$$\bar{\mathbf{u}}_D(x^0_D) = \sum_j N_j(x^0_D) \mathbf{u}_j$$

(1)

where $N_j$ are the shape functions of the finite element model, $\mathbf{u}_j$ is the displacement vector computed at macroscale. The equilibrium of the ROI is naturally fulfilled if the same model is considered at macroscale and mesoscale. For two different models, one can obtain a slight gap from equilibrium, that should be estimated a posteriori. Next, we introduce an estimator of the gap between the continuous model and the discrete one.

2.3 Gap estimator

The advantage of this strategy, where the computation is performed twice (first at macroscale and second at mesoscale), is that an estimator of the gap between the two models is not limited to the ROI boundary but can be extended over the whole region. Then, one can distinguish the different areas where the models are more or less in agreement with each other. We propose a gap estimator based on the displacement fields obtained with the two models. As the displacement field at the mesoscale is only computed at the cells nuclei, we compute the gap estimator field at the cells nuclei, using the shape functions of the finite elements in order to compute the macroscale displacement.
The gap at the point \( x^0_D \) is:

\[
\mathcal{E}(x^0_D) = \frac{||u_D(x^0_D) - \sum_j N_j(x^0_D)u_j||}{||u_D(x^0_D)||_2} 
\]

where \( u_D \) is the displacement field obtained at mesoscale. Note that:

\[
\forall x^0_D \in \partial R_u, \quad \mathcal{E}(x^0_D) = 0
\]

### 3 Continuum damage modeling for concrete

This section aims at giving an overview of the main features related to the concrete model used. A detailed description can be found in [14]. Formulating a constitutive model within the rigorous and consistent framework of the thermodynamically irreversible processes requires the definition of a state potential. This functional must be positive, convex and differentiable with respect to each variable. Moreover, this potential must lead to a satisfying description of the local mechanisms related to quasi-brittle materials such as the strong dissymmetry between the behaviors in tension and in compression, the inelastic strains and the unilateral effect. To split the difficulties, the cracked behavior will be assumed to be separated into two independent behaviors [15]: the hydro-static strain mechanisms and the frictional sliding. For the hydro-static strain mechanisms, only cracks opening and closing are considered. The frictional sliding is only treated on the deviatoric part of the strain and stress tensors. These considerations lead to a decomposition of the strain energy into two different parts, respectively due to the spherical and the deviatoric components. This feature is one of the key points for taking into account damage and sliding properly. A admissible state potential can be found (see [14]) and the positivity of the corresponding intrinsic dissipation can be shown (see [16]).

### 4 Discrete modeling

A particle-based discrete model is used for the fine crack description. With this approach, the material is described as a particle assembly. A crack is naturally obtained if a bond linking two particles breaks. A Voronoi tessellation is used, allowing an efficient and easy mesh generation. The particle nuclei are randomly generated on a grid [17] in order to control the boundary conditions. Cohesion forces can be equally represented either by springs at the interface of neighboring particles or by beams linking the nuclei of the particles. Euler-Bernoulli beams are chosen in the model used in this study. Then, four parameters have to be identified: the length \( \ell_b \), the cross section area \( A_b \), the inertia \( I_b \) (or the adimensional parameter \( \alpha = I_b/I_0 \) where \( I_0 \) is the inertia of the equivalent circular section) and the elastic modulus \( E_b \) of the beam [18]. The first two parameters are prescribed by the mesh geometry and are different for each beam. The last two parameters are supposed equal for all beams and are identified in order to obtain the elastic properties of the material, \( E \) and \( \nu \), respectively the Young’s modulus and the Poisson’s ratio [19]. Note that if necessary, one can compute contact forces between unlinked particles, for
example for cyclic loading with crack opening and closing. The nonlinear behavior of the 
material is obtained by considering brittle behavior for the beams. The simplicity of this 
behavior is allowed because the model represents the material at a mesoscale, where just 
a simple phenomenon, a crack opening in mode I, is represented. The breaking thresh-
hold \( P_{ij} \) depends not only on the beam strain but also on the rotations of the particles 
(respectively \( i \) and \( j \)) linked by the beam. It is written as:

\[
P_{ij} \left( \frac{\varepsilon_{ij}}{\varepsilon_{cr}}, \frac{\theta_{ij}}{\theta_{cr}} \right) > 1
\]

The critical strain \( \varepsilon_{cr} \) is identified by fitting the material tensile strength coming from 
basic mechanical tests. Then, the critical rotation \( \theta_{cr} \) is identified by fitting the material 
compressive strength. Note that if the threshold depends only on the beam strains, 
the material compressive strength is overestimated by the model. With this simple beam 
behavior, one can obtain a reliable description of the material behavior, either for uniaxial 
loadings or biaxial ones [20]. Our study focuses (i) on a fine description of the crack 
pattern, and (ii) on the measurement of the crack opening. The crack pattern is defined 
as the common side of the particles initially linked by the breaking beams. The opening of 
the crack is computed by considering the relative displacement \( (u_j - u_i) \) of the unlinked 
particles \( i \) and \( j \). This approximation is justified by considering that the particles are 
rigid bodies and that the material is unloaded close to the crack lips. The measure of 
the opening between two particles \( i \) and \( j \) is projected on the normal \( n_{ij} \) of the local 
discontinuity, and is expressed as:

\[
e_{ij} = \langle (u_j - u_i).n_{ij} \rangle_+
\]

where the dot stands for the scalar product.

5 Two-dimensional problem

We propose to test the proposed combining strategy on the single edge notched beam 
experimentally and numerically analyzed by [21, 22]. This test is particularly interesting 
because the loading ensures the rotation of the principal axes. Therefore, the main crack 
rotates with the principal directions making their propagation interesting to study. Such 
a crack pattern remains a major challenge for modeling assessments. We first focus 
on describing the finite element modeling realized. Second, the elastic response and 
the influence of the ROI size are analyzed and discussed. Last, we consider the crack 
propagation problem that requires a robust management of nonlinearities.

5.1 Finite element computation

The beam is 440 mm long, 100 mm height and 50 mm thick. A 5 mm notch is created 
on the top face, and a dissymmetric four-point bending test is carried out on the beam in 
order to ensure the rotation of the principal axes. To control the ratio between the loads,
a rigid trimmer has been modeled. A vertical displacement has been prescribed in such
a way that the ratios \( \frac{10}{11} \) and \( \frac{1}{11} \) are ensured. The domain occupied by the concrete beam
has been meshed by 394 three-node triangular elements. A coarse mesh has been chosen
allowing to capture the global nonlinear phenomenon (damage field) with a reasonable
computational cost. The local quantities of interest, such as stress singularities at the
notch tip guiding the crack initiation and propagation, should be accounted for in the ROI
using discrete modeling. The loading is controlled by displacement in order to improve
the numerical robustness of the finite elements computations (in the nonlinear regime, in
the following section). The concrete model used requires height material parameters: two
related to the elasticity mechanism, four related to the isotropic damage mechanism and
two related to the internal sliding. They have been identified with respect to the available
experimental information (see [14]). They have been deduced from the experimental
knowledge of the Young’s modulus (40000 MPa), the compressive stress (37.5 MPa) and
the tensile stress (2.70 MPa). The Poisson’s ratio has been assumed to be equal to 0.2.
Since the loading is purely monotonic, the material parameters related to the internal
sliding mechanism do not play an important role. Therefore, no specific attention has
been paid to identify them accurately. The characteristic length related to the non-local
approach has been chosen equal to 5 mm, which ensures that two or three finite elements
are included in the vicinity \( \Omega(x, l_c) \).

5.2 Elastic analysis

The proposed strategy is applied on the two following meshes. The first one is the mesh
we use at the macroscale. The second one is the mesh we use at the mesoscale. 26 000
particles (78 000 dofs) are used. The meso model parameters are identified by ensuring
the best force equilibrium when applying the boundary conditions computed from the
macro computation. The gap estimator is shown on figure 1. The maximum is 60%,
seemingly quite disappointing. The reason is obviously that a voluntary coarse mesh is
used at the macroscale, that leads to a poor approximation of the displacement field at
the macroscale. This effect is seen on the right hand side of figure 1, where a zoom is done
around the notch, showing the 2000× amplified deformed shape of the macro- and meso-
models. Local stress singularities due to cracks or notches conditioning crack initiation
and propagation will be catched thanks to the meso discrete model. Using threshold on
the gap estimator helps going deeper in the understanding of the numerical results. The
first step is a lower thresholding at a level of 15% (figure 2-left). It is clear that the
important gap is localized around the left side of the notch, where just one column of
triangular elements are used. On the other hand, a upper thresholding at a level of 5%
(figure 2-right) shows that the gap is lower almost everywhere on the ROI.
Figure 1: The gap estimator for the elastic loading on the Geers beam (left) and a zoom on the deformation (right).

Figure 2: The gap with a lower threshold (15% left) and a upper one (5% right).

5.3 Nonlinear analysis

The nonlinear analysis is performed using the $R_0$-ROI. The main difference with the elastic analysis is that the macroscale resolution is now carried out by an incremental-iterative procedure, and different analyses at mesoscale should be done. An important point is that it is not necessary to perform mesoscale reanalysis for each macroscale computation step. The connectivity table between particles is initialized from the last discrete computation, and the boundary conditions are derived from the corresponding macroscale computation. For the 2D example considered in this paper, only three damage states (figure 3-top) for a total of 40 steps have been reanalyzed at mesoscale, leading to
the fine description of the cracking pattern in the center of the Geer’s beam (figure 3-bottom). One can note the good agreement between the macroscale computation and the mesoscale one. As expected, it can be noticed that the mesoscale analysis obviously offers a finer description of the crack. In the final cracking pattern, one can distinguish a macrocrack starting from the notch as well as microcracks starting from the lower loading plate. It can be observed that the description of microcracking is not allowed only using macroscale analysis. Finally, the deformed configurations at the mesoscale and at the macroscale are presented in figure 4. Again a good agreement between both descriptions is obtained, but the crack opening is directly obtained only with the mesoscale analysis.

Figure 3: Damage maps and crack description obtained with discrete modeling.
6 Three-dimensional perspectives

We propose to apply the numerical strategy on a 3D problem. The protocol is strictly identical to the one used for the 2D problem. The only difference is that $\partial R_u$ is now a surface compared to the line of the 2D case. We chose the PCT3D test proposed by Feist et al [23]. The feature of this test is a real 3D crack propagation, due to the asymmetry of the loading setup. The sample is a beam of 600 mm length, with a 180x180 mm square section, supported by two horizontal sleeves. A triangular notch is done in an angle of the mid section. The curves crack is obtained through an eccentric load.

Three damage states have been considered for the mesoscale reanalysis. These states are shown in figure 5 for the front face and in figure 6 in 3D, with the corresponding meso-scale results. Again, one can note the good agreement of the two analyses and the more realistic description of the crack at meso-scale. The value of the crack opening is given on the mesoscale cracking pattern (figure 6-right). Although the experimental values are not known all along the crack, one can note the satisfactory agreement of the numerical value ($6.8 \times 10^{-4}$ mm) with respect to the maximum experimental value ($8 \times 10^{-4}$ mm [23]) of the crack mouth opening displacement.

7 Conclusion

In this paper, an uncoupled numerical strategy dealing with a macroscale model and a mesoscale one is presented. The aim is to obtain a fine description of cracking (opening, length, tortuosity...) in certain regions of interest. The main concept is that a complete computation at macroscale is done, and a reanalysis at mesoscale using the boundary conditions computed at macroscale is carried out. The main features of the approach are the following: (i) the strategy is non intrusive and therefore does not require any
Figure 5: The damage patterns (top) obtained at macroscale and the corresponding cracking pattern (bottom) obtained at mesoscale after the reanalyses.

Figure 6: The 3D damage and cracking pattern obtained at the end of the loading.
modification of the computational codes, (ii) a gap estimator between both approaches can be estimated over the whole reanalyzed region and is not limited to the boundaries and (iii) because of the uncoupled resolution, the computations at the different scales can be naturally parallelized. The major drawback of the method is of course that the force equilibrium between the two levels is not verified since the a displacement based compatibility is used. Nevertheless, the different numerical results presented herein show that the obtained results are satisfactory. A further study dealing with this point is still under progress and will give quantitative results and discussions on this aspect.
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Abstract. In order to protect materials, thermally sprayed metallic coatings are applied to the surface of structural components operating at high temperatures and in corrosive media. The mesostructure of these coatings mainly consist of deformed flattened particles partially separated by small oxide interface layers. In this study, the FEM implementation of a representative volume element of a coating is presented focusing on the modelling of interfaces. The structure is approximated as a hardcore VORONOI mosaic, based on randomised seeds. While the particles are meshed with standard volume elements, cohesive elements are used for the interfaces. A cyclic traction-separation law is implemented to account for damage initiation and evolution under cyclic loading until failure. Compared with experimental observations, the results of the FEM computation demonstrate the applicability of the model to predict static and cyclic damage evolution as well as delamination.

1 INTRODUCTION

Flame spraying is a widely used technology to apply metallic corrosion protection coatings to components subjected to high temperature conditions. In particular, the technology of high-velocity oxy-fuel flame spraying (HVOF) allows to produce coatings with high-quality resistance properties in combination with high strength and low porosity. The main bonding mechanism of thermally sprayed coatings is mechanical locking of the initially globular particles after impact and deformation [1]. The flattened particles separated from each other by thin oxide layers form the characteristic “pan cake” structure depicted in Fig. 1 a). Experimental observation [1] shows that crack initiation and propagation occurs at the oxides when the coating is subjected to mechanical loading (s. Fig. 1 b)).
In operation, thermal and mechanical loading cause thermo-mechanical fatigue (TMF) which is amongst others a consequence of different coefficients of thermal expansion between substrate and coating. Since the fatigue life of the coating influences substrate crack initiation as well as the corrosion resistance properties, the prediction of damage and delamination is of high interest. The challenge of modelling the thermo-mechanical behaviour including TMF is to characterise both coating particles and interface properties.

Throughout this study, we presume that damage initiation and evolution is restricted to the interfaces either between substrate and particles or between several particles yielding delamination and coating separation, respectively. Therefore, the theory of cohesive zones enables a capable modelling approach. Cohesive zone models allow to describe separation phenomena with the help of constitutive equations. By means of a traction-separation law (TSL), the surface tractions of an opening crack are determined as function of the separation vector and the local damage state, while the latter characterises the softening behaviour. The position of the physical crack front and thus crack propagation is associated with vanishing tractions. The formulation of the TSL which constitutes the core of a cohesive model is explained in more detail in section 3.

Cohesive zone models are denoted as monotonic if there is no distinction between unloading and reloading paths under constant amplitude cyclic loading. In contrast, cyclic cohesive zone models exhibit a pronounced hysteresis behaviour associated with energy dissipation. Recently several cyclic cohesive models [3, 4, 5, 6, 7] have been developed, based on the work of ROE and SIEGMUND [8, 9]. They introduce an explicit evolution equation for the internal damage variable. History effects are accounted for as well as the decrease of maximum attainable traction with ongoing cycling. The cohesive zone model presented in section 3 adopts these features.

2 GEOMETRICAL REPRESENTATION

In this study the qualitative behaviour of the interfaces in sprayed coatings is analysed through a representative volume element (RVE) comprising a substrate and a coating section. Here we focus on the finite element model of the latter, which is obtained in
three steps: (i) the geometric modelling of the sprayed particles; (ii) the generation of 
the finite element mesh with standard continuum elements; (iii) the modelling of the 
interfaces with cohesive zone elements.

Presuming that the formation of particles is well represented by a VORONOI-tessellation, 
a number of seeding points is distributed randomly in a cube ranging in each direction 
between -1 and 1 (s. Fig. 2 a)). To prevent large differences in particle size, a minimum 
distance between the seeding points is enforced by an additional hardcore VORONOI 
condition. Periodical continuation is established according to [10]. Therefore, a supercube, 
ranging in each direction between -3 and 3, is filled with 27 units of the previously identi-
cally seeded cubes. After the VORONOI-tessellation of the supercube has been generated 
using MATLAB toolboxes, the centre cube with its pairwise identical lateral faces is cut 
out (s. Fig. 2 b)).

As stated above, thermal spraying produces coatings composed of flattened particles 
with a preferential direction perpendicular to the substrate surface. Unfortunately, the 
procedure described above does not capture this feature, since the random distribution of 
the seeding points is not constrained and the VORONOI-tessellation exhibits an isotropic 
growth rule. Instead of affecting the tessellation algorithm, here the flat shape of the 
particles is achieved by scaling the thickness of the tessellated cube. For this purpose, 
a model parameter is introduced, which describes the flatness of the particles and the

Figure 2: a) Distribution of five seeding points; b) VORONOI-tessellation; c) VORONOI-tessellation after 
compression with a ratio of 0.5
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compression ratio of the former cube, respectively (s. Fig. 2 c ).

Figure 3: a) RVE; b) Honeycomb structure of the cohesive zone elements within the RVE

The finite element discretisation is performed by a bottom-up procedure with the help of the free libraries TRIANGLE \(^1\) and TETGEN \(^2\). Each particle is meshed separately whereby edges and facets adjacent to each other get the same topology. Exemplarily, the finite element model of a RVE is depicted in Fig. 3 a). The interfaces between particles and between particles and substrate are meshed with cohesive zone elements (CZE). Thereby, the single particles are connected to each other. Figure 3 b) shows the resulting honeycomb structure of the cohesive zone elements within the RVE. It is worth mentioning that the CZE are of zero-thickness type. The theory of cohesive zone elements will be explained in more detail in the following section.

The modelling just presented is performed with a MATLAB-Script which organises both the geometrical description and the finite element discretisation. It requires four input parameters: (i) an averaged diameter of the initially globular particles to define the number and the minimum distance of the seeding points, (ii) the compression ratio to determine the flatness of the particles; (iii) the intrinsic length of the cohesive law which limits the characteristic element length; (iv) the order of shape functions (linear or quadratic) in both continuum and cohesive zone elements.

3 THE COHESIVE ZONE MODEL

The simulation of fracture processes with the help of cohesive zone models relies on the hypotheses that damage evolution and progressive separation is limited to a distinct internal surface called cohesive zone. Cracks are constrained to propagate within this zone,

\(^1\)http://www.cs.cmu.edu/~quake/triangle.html
\(^2\)http://tetgen.berlios.de/index.html
while in the surrounding bulk material undamaged deformation is postulated to occur. In this context fracture or delamination are the result of a continuous damage evolution towards physical separation. The corresponding constitutive law relates the traction vector, $t_i$, to the separation vector, $\delta_j$, also known as displacement jump vector. Considering the principle of virtual work, the cohesive zone contributes $\delta W^c = \int_{A^c} t_i \delta \delta dA^c$ to the internal work. Following the formulation given by [11] within the framework of finite elements, cohesive zone elements are implemented as ABAQUS UEL subroutine.

### 3.1 Monotonic cohesive zone model

The key element of a cohesive zone model is the traction-separation law (TSL). It relates the normalized effective traction $\tau$ to the normalized effective separation $\lambda$,

$$
\tau = \sqrt{\tau_n^2 + \tau_r^2 + \tau_s^2 / \tau_0}
$$

$$
\lambda = \sqrt{\langle \delta_n \rangle^2 + \delta_r^2 + \delta_s^2 / \delta_0},
$$

whereby the indices n, r, and s denote the normal and the two tangential directions, respectively. By using the MacAulay brackets, $\langle x \rangle = \frac{1}{2}(x + |x|)$, any contribution to separation is prevented in pure compression mode.

Under monotonic displacement driven loading, the TSL describes a specific traction-separation curve (TSC). The TSC consists of a monotonically increasing branch followed by a monotonically decreasing one. The critical point at maximum is characterised by the intrinsic model parameters cohesive strength, $\tau_0$, and critical length, $\delta_0$. Loading above $\delta_0$ results in initiation and evolution of irreversible damage. In the softening zone the stiffness of the TSC decreases with increasing damage until the traction vanishes which goes along with physical separation and advancing failure. Therefore, this branch of the TSC is called “damage locus”. It forms an envelope of all admissible states. The damage state at the damage locus is characterised by a damage variable $D$ ranging between zero at the apex of the TSC and one for infinite separation. The integral of the TSC equals the specific fracture energy per unit area [12].

![Figure 4: Monotonic TSL: damage locus (solid) and unloading paths for different damage states (dashed)](image-url)
Usually, unloading is assumed to occur towards the origin of the TSC with unchanged damage [13, 8, 6]. In contrast, here a weak non-linearity is admitted to reconcile the unloading curve at zero damage and the first branch of the TSC, since below the critical point reversible material behaviour is postulated. With ongoing damage evolution the non-linearity is supposed to vanish (s. Fig. 4).

Throughout this paper we restrict to an exponential form of the TSC depicted in Fig. 4. This approach was firstly proposed by Needleman and is well establish in the literature.

Motivated by interatomic potentials [14, 8, 6, 15, 16], a cohesive zone potential function,

\[
\Gamma(\lambda, D) = \frac{t_0 \delta_0}{F(D)} \left[ e^{1-[1+\lambda F(D)]} e^{1-\lambda F(D)} \right]
\]

is assumed depending on the effective normalized separation and the damage variable \(D\).

Inside \(\Gamma\), the damage variable is embedded in a function, \(F\), comprising all effects of the non-linear unloading,

\[
F(D) = \frac{W((1-D)(\ln(1-D)-1))e^{-1}}{\ln(1-D)-1},
\]

wherein the LAMBERT W function implicitly defined by \(W(x)e^{W(x)} = x\) is used. It can easily be determined numerically using the iterative NEWTON algorithm \((w = W(x), \text{iteration number } i, \text{Euler's number } e)\),

\[
w(i+1) = w(i) - \frac{w(i)e^{w(i)} - x}{e^{w(i)}(1 + w(i))}.
\]

According to [8, 6], the components of the traction vector are obtained by taking the derivative of \(\Gamma\) with respect to the components of the separation vector,

\[
t_n = \frac{\partial \Gamma}{\partial \delta_n} = \frac{t_0 \delta_0}{\delta_0} (\delta_n) Fe^{1-\lambda F}, \quad t_\tau = \frac{\partial \Gamma}{\partial \delta_\tau} = \frac{t_0 \delta_0}{\delta_0} \delta_\tau Fe^{1-\lambda F}, \quad t_s = \frac{\partial \Gamma}{\partial \delta_s} = \frac{t_0 \delta_0}{\delta_0} \delta_s Fe^{1-\lambda F}.
\]

Consequently, the normalized effective traction (1) and thus the TSL are found as

\[
\tau = \lambda Fe^{1-\lambda F}.
\]

It is worth noting that the somewhat complicated looking function \(F(D)\) does not cause any (numerical) problems when deriving the tangent stiffness for finite element analysis. To complete the monotonic cohesive model, the relation between damage variable and maximum effective separation, \(\lambda_{\text{max}}\), has to be given,

\[
D = \begin{cases} 
0 & \forall \lambda_{\text{max}} \leq 1 \\
1 - e^{1-\lambda_{\text{max}}} & \forall \lambda_{\text{max}} > 1
\end{cases} = 1 - e^{-(\lambda_{\text{max}} - 1)}
\]

incorporating reversible and damaged states. Moreover, compressive loading has to be considered. Here we assume that there is no frictional sliding. A simple contact model
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prevents interpenetration by magnifying the contact forces and stiffnesses with a high penalty factor.

Figure 4 illustrates the loading and unloading behaviour of the monotonic TSL. It is seen that the non-linearity of the unloading paths decreases with increasing damage. Furthermore, considering cyclic loading with constant amplitude it is clear that this model cannot predict fatigue crack growth, since damage accumulation arrests after the first cycle. A capable extension of the model to allow damage accumulation even beyond the damage locus is proposed in the following.

3.2 Cyclic cohesive zone model

In order to extend the monotonic cohesive model by cyclic damage accumulation, (8) is replaced by an evolution law. The proposed power law approach, formulated again in terms of effective cohesive zone quantities,

\[ \dot{D} = (1 - D) \left( \frac{\lambda}{1 - \ln(1 - D)} \right)^r \langle \dot{\lambda} \rangle \]  

(9)

incorporates the following assumptions and characteristics:

• Thermodynamics requirements \( \dot{D} \geq 0 \).

• Damage accumulation is restricted to the (re)loading portion of a load cycle.

• The damage locus remains an envelope of all admissible states. It forms a limit for each loading path.

• The maximum attainable effective traction decreases as the damage increases.

![Figure 5: Cyclic TSL: unloading with \( \dot{D} = 0 \), \( D = D_0 = \text{const.} \) and reloading with \( \dot{D} > 0 \)](image)

The evolution equation described above allows to get a solution in closed form for a displacement driven reloading stage starting at \( D = D_0 \) and \( \lambda = \lambda_0 \) after unloading.
with $D = D_0 = \text{const.}$ (s. Fig. 5). The resulting damage, $D_1$, at an arbitrary effective separation, $\lambda_1$, reads as follows

$$D(\lambda_1) = D_1 = 1 - \exp \left( 1 - \frac{r+1}{\lambda_1^{r+1}} + \left[ \ln (1 - D_0) \right]^{r+1} - \lambda_0^{r+1} \right).$$ (10)

A smooth transition from the cyclic to the monotonic CZE is realised by introducing an endurance limit, which is the maximum effective traction for an infinite number of cycles,

$$\tau_e = (1 - D)^{\alpha} [1 - \ln (1 - D)].$$ (11)

Obviously, for an undamaged state the endurance limit equals the maximum effective cohesive strength again indicating the reversible portion of the TSC. In contrast, for $D$ approaching one the endurance limit vanishes. In order to achieve a compact evolution equation, the endurance limit is converted into an endurance separation with the help of (7),

$$\lambda_e = - \frac{1}{F(D)} W((1 - D)^{\alpha}(\ln(1 - D) - 1)e^{-1}).$$ (12)

For $\alpha = 1$ the model reduces to the monotonic TSL. The complete evolution equation augmented by the endurance limit becomes

$$\dot{D} = (1 - D) \left( \frac{\lambda}{1 - \ln (1 - D)} \right)^r \left\{ \lambda \sign (\lambda - \lambda_e(D)) \right\}.$$ (13)

Besides the loading direction, now the comparison between current effective separation and endurance separation, referring to the current damage state, decides about the occurrence of further damage evolution. Effective separations below $\lambda_e$ enforce $\dot{D} = 0$. The analytical solution (10) is applicable when replacing $\lambda_0$ by $\lambda_e$ for $\lambda_0 < \lambda_e$.

4 APPLICATION TO THERMO-MECHANICAL FATIGUE

In the following, the capability of the cyclic cohesive model to predict thermo-mechanical fatigue of sprayed coatings is considered. For simplicity, both substrate and particles are assumed to be of linear elastic materials. Damage is restricted to the cohesive zones according to the cohesive model presented in section 3. For the purpose of qualitative analyses, the computations are limited to one set of parameters, shown in Table 1. For the material parameters of substrate and particles, the elastic properties of steel and the Ni-base alloy INC625 are assumed. The cohesive parameters are not available. Estimated values are chosen in this way that there is a pronounced damage evolution even in the first few cycles of a TMF analysis. The amount of damage growth during one cycle mainly depends on the exponent $r$ which is set here to a very low value, $r = 2$. By setting $\alpha = 50$, it is assumed that there is almost no endurance limit once the material is damaged. This reduces cyclic damage arrest.
Table 1: Parameters of the linear-elastic materials (substrate and coating particles) and cohesive law

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_S$ (GPa)</td>
<td>210</td>
</tr>
<tr>
<td>$E_P$ (GPa)</td>
<td>180</td>
</tr>
<tr>
<td>$\nu_S$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\nu_P$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\alpha_{S}^{th}$</td>
<td>$12 \cdot 10^{-6}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\alpha_{P}^{th}$</td>
<td>$13 \cdot 10^{-6}$ K$^{-1}$</td>
</tr>
<tr>
<td>$t_0$ (MPa)</td>
<td>50</td>
</tr>
<tr>
<td>$\delta_0$ (mm)</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$r$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>50</td>
</tr>
</tbody>
</table>

In order to account for the periodic continuation of the RVE, the normal displacement components with respect to the lateral faces are coupled between coating and substrate (s. Fig. 6). A coupling of the in-plane displacement components at corresponding lateral faces is not implemented so far.

For cyclic loading, the model is subjected to a homogeneous oscillating temperature load with constant amplitude of 400 K. Due to the slight misfit of the thermal expansion coefficients and the Young’s moduli, cohesive zones develop depending on the specific interface density and orientation. The distribution of the damage variable is depicted in Fig. 7 after various cycles. After two cycles, damage initiation is observable at distinct positions. With ongoing cycling, these damaged areas increase, while the damage level evolves towards one. This indicates that in these areas physical interface debonding happens. Figures 7 d) and f) show crack branching and coalescence of the cracks with progressing cycling. In summary, it can be stated that these numerical results match the experimental observations qualitatively very well (compare Fig. 1b)).

Figure 6: Finite element model of the RVE with boundary conditions
Figure 7: Damage distribution at the cohesive zone of the RVE under cyclic thermal loading
5 SUMMARY AND CONCLUSIONS

In this feasibility study, we investigate the use of a cyclic cohesive model to predict initiation and evolution of fracture and delamination of sprayed coatings in the framework of finite element analyses. The specific mesostructure of sprayed coatings is regarded at the geometric modelling. Coating particles are represented by a randomly seeded VORONOI-tessellation. Cohesive zone elements are used at the interfaces between coating and substrate and between the coating particles, since damage initiation and evolution are presumed to occur there. A cyclic cohesive model with four material parameters is presented featuring an exponential damage locus and slight non-linear unloading. The numerical simulations of a thermo-mechanical fatigue test demonstrate that this modelling including a combination of geometrical issues and interfacial properties is able to reproduce experimental observations.

Since throughout this qualitative study the cohesive parameters have been estimated, future work has to be done concerning their identification. This implies a deeper investigation of the intrinsic length scales of the model.
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Abstract. A methodology for determining the local stress-strain curves of heterogeneous specimens is proposed. This methodology resorts to the same type of variables usually obtained in the experimental tensile test with the aid of the digital image correlation technique. This approach was successfully tested for heterogeneous specimens composed by several materials with dissimilar plastic properties.

1 INTRODUCTION

Describing the plastic deformation behaviour of heterogeneous materials is important for various applications where mismatch of material properties is involved, such as welding joints [1, 2], where the local variation in material properties has an impact on the overall mechanical response of the welded joints.

In order to experimentally analyse the material response of heterogeneous samples, the digital image correlation (DIC) technique can be used for measuring the local material properties dissimilarities along the sample [4]. In recent years, several investigations have been performed on the application of the DIC technique to characterize the local mechanical behaviour in heterogeneous materials [2 - 4].

The analysis of the DIC experimental results can be difficult and questionable, especially when the objective is to determine the local tensile stress-strain curve of the material. In this context, the finite element method is a very interesting tool to study this theme because it provides detailed data for a suitable description of the local mechanical behaviour which allows the development of approaches for its local characterization, including error estimation.

The aim of this work is to study the mechanical behaviour of heterogeneous samples under uniaxial tensile test conditions, resorting to finite element analysis.

2 NUMERICAL SIMULATION AND MATERIALS

The three-dimensional numerical simulation in-house code, DD3IMP, was used. This code has been specifically developed to simulate sheet metal forming processes [5]. The model adopted considers only one eighth part of the 1 mm thick sheet tensile specimen due to
geometrical and material symmetries, as shown in Fig 1a. Five regions, accountable for different mechanical behaviours, were pre-defined in the sample with the respective boundaries distant from its centre 2, 4, 6 and 8mm (see Fig. 1a). Such configuration allows considering a sample with up to five different mechanical behaviours. In the present study, only two regions with different stress-strain curves were considered, and the results were analysed in the points (nodes) distant 0, 2, 4, 6, 8 and 18 mm from the centre of the specimen (in the next figures designated by: N 0mm, N 2mm, N 4mm, N 6mm, N 8mm and N 18mm, respectively), as it is shown on Fig. 1a. The tensile sample was discretized with 3D 8-node elements with an average in-plane size of 0.5 mm. The finite element mesh used in the numerical simulations was composed of 20 elements along Oy axis and 8 elements along Ox axis for each of the four zones A, B, C and D. The finite element mesh between the beginning of zone D and the end of the specimen was composed of 20 elements along Oy axis and 58 elements along Ox axis. The specimen has two elements in half thickness. The finite element mesh considered for the tensile specimen is shown on Fig. 1b.

![Fig.1. (a) Tensile specimen model with five possible regions accountable for different mechanical properties; the points considered in the results analysis are identified; (b) finite element mesh of the specimen.](image)

The plastic behaviour of the material is described by the von Mises isotropic yield criterion and the flow stress in tension described by the Swift equation: 
\[ \sigma = \frac{K(e_0 + \bar{\varepsilon}_p)^n}{}, \] 
where \( \sigma \) and \( \bar{\varepsilon}_p \) are the equivalent stress and plastic strain, respectively, and \( K, e_0 \) and \( n \) (work-hardening coefficient) are constants for a particular material. After the Swift equation, the yield stress value is: 
\[ \sigma_0 = Ke_0^n \]; the constant \( e_0 \) was considered equal to 0.005, for all simulations.

The mechanical properties of the materials composing the specimen are shown in Table 1, highlighting the change of only the yield stress, \( \sigma_0 \), value. M1 is the material used for the central region and materials M2, M3, M4, M5 and M6 are used alternatively for the exterior
region of the specimen. Specimens with different central region size, equal to 2, 4, 6 and 8 mm, were considered in numerical simulations. The elastic behaviour is assumed as isotropic and it is described by the Young modulus $E$ and the Poisson coefficient $\nu$.

Table 1: Mechanical properties of the heterogeneous samples analysed.

<table>
<thead>
<tr>
<th>Materials</th>
<th>$\sigma_0$ (MPa)</th>
<th>$n$</th>
<th>$E$ (GPa)</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>100</td>
<td>0.25</td>
<td>72</td>
<td>0.33</td>
</tr>
<tr>
<td>M2</td>
<td>150</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M4</td>
<td>250</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M5</td>
<td>300</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>350</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3 RESULTS AND DISCUSSION

3.1 Methodology for Determination of Local Stress-Strain Curves

The methodology for determining the local stress-strain curves consists of using the values of longitudinal deformation $\varepsilon_1$ (deformation in the axis direction of the specimen), in each node and their evolution during deformation, as a function of the applied force. In these conditions, it is possible to retrieve the value of the area of the cross section of the sample in each point and to determine the respective value of the normal true stress, $\sigma_1$, according to the following equations:

$$A = \frac{A_0}{e^{\varepsilon_1}}$$  \hspace{1cm} (1)
$$\sigma_1 = \frac{F}{A}$$  \hspace{1cm} (2)

where $A_0$ is initial area of the cross section of the specimen; $A$ and $F$ are the area and the applied load on the cross section of the specimen, at each moment of the deformation. The variable $\varepsilon_1$ can be experimentally obtained and correlated with $F$, using DIC results.

The methodology was tested numerically on a homogeneous specimen, i.e. composed by a unique material [6]. The local stress-strain curves obtained in different points of the specimen, using the proposed methodology, follows the local input curves described by the Swift law.

3.2 Local Stress-Strain Curves: Influence of the Size of the Central Region

Fig. 2 shows examples of the evolution of the load as a function of the displacement during the numerical simulation of the tensile test, with different central region sizes, equal to 2, 4, 6 and 8 mm, for the case of the heterogeneous specimens considering the combination of materials M1-M3. The value of the maximum load decreases and the corresponding displacement value increases for increasing lengths values of the central region.
First of all, the strain paths and their evolution during plastic deformation of the heterogeneous specimens with different length of the central region were analysed. For this, the ratio $\varepsilon_2/\varepsilon_1$ between transverse deformation, $\varepsilon_2$, and deformation along the axis of the specimen, $\varepsilon_1$, as a function of $\varepsilon_1$ was plotted, as shown in the examples of Fig. 3, for two specimens considering the M1-M3 materials combination. After the initial part of the curves, not all of the strain paths tend to plastic deformation in pure tension ($\varepsilon_2/\varepsilon_1 = -0.5$). This is due to the fact that the heterogeneity of the plastic properties introduces constraints, which alter the strain path. In fact, these constraints cause the strain paths to tend to values of $\varepsilon_2/\varepsilon_1$ superior to -0.5, in case of the softer (central) region, and inferior to -0.5, in the case of the harder (exterior) region. When the points are away from the boundary between both materials, this effect decreases. Fig. 3 also shows that, in the exterior region of the specimen, the deformations attained are extremely low (inferior to 1%).

The distribution of the longitudinal deformation, $\varepsilon_1$, in the surface of the specimen, immediately before the maximum load, was also studied for the cases where the boundary between two regions is distant from the centre of the specimen of 2 and 8 mm, as shown in
First of all, the strain paths and their evolution during plastic deformation of the heterogeneous specimens with different length of the central region were analysed. For this, the ratio \( \varepsilon_2/\varepsilon_1 \) between transverse deformation, \( \varepsilon_2 \), and deformation along the axis of the specimen, \( \varepsilon_1 \), as a function of \( \varepsilon_1 \) was plotted, as shown in the examples of Fig. 3, for two specimens considering the M1-M3 materials combination. After the initial part of the curves, not all of the strain paths tend to plastic deformation in pure tension (\( \varepsilon_2/\varepsilon_1 = -0.5 \)). This is due to the fact that the heterogeneity of the plastic properties introduces constraints, which alter the strain path. In fact, these constraints cause the strain paths to tend to values of \( \varepsilon_2/\varepsilon_1 \) superior to -0.5, in case of the softer (central) region, and inferior to -0.5, in the case of the harder (exterior) region. When the points are away from the boundary between both materials, this effect decreases. Fig. 3 also shows that, in the exterior region of the specimen, the deformations attained are extremely low (inferior to 1%).

The distribution of the longitudinal deformation, \( \varepsilon_1 \), in the surface of the specimen, immediately before the maximum load, was also studied for the cases where the boundary between two regions is distant from the centre of the specimen of 2 and 8 mm, as shown in Fig. 4. Near the boundary between the two regions, the value of \( \varepsilon_1 \) tends to decrease, in the central region, and tends to increase in the exterior region. Moreover, the study of the \( \varepsilon_2/\varepsilon_1 \) ratio distribution in the surface of the specimen showed that its value is close to -0.5 (pure tension) near the periphery border and can drastically increase along its axis.

Fig. 5 compares the local stress-strain curves, determined by the procedure described in the previous section, with the local input curves described by the Swift law. Examples, for the specimens combining the materials M1-M2 and M1-M3, are shown. In general, the results show that the methodology proposed in the present work allows the suitable determination of the local stress-strain curves. However, in some cases, the coincidence between the two curves is not conveniently obtained, as for the example in Fig. 5 (c), for the central point of the specimen. This is due to the strong constraint in this point which is more important for smaller sizes of the central region of the specimen (see Fig. 3).

3.4 Local Stress-Strain Curves: Influence of the Yield Stress Value

Fig. 6 shows examples of the strain paths and their evolution during plastic deformation of the heterogeneous specimens, for all the material combinations studied, with two different central region lengths. The strain paths were determined in the points situated in the central region: in the centre of the specimen, for the case of the central region length equal 2 mm, and in the point distant 2 mm from the centre, for the case of the central region length equal to 4 mm. The results are qualitatively similar for all cases: the ratio $\varepsilon_2/\varepsilon_1$ is always higher than -0.5 (corresponding to pure tension; see also previous section). Fig. 7 summarises the results of $\varepsilon_2/\varepsilon_1$, as a function of the difference between the yield stress values of the materials selected for the exterior and central regions of the specimen, $\Delta\sigma_0$ (results from Fig. 6, for high strain value: $\varepsilon_1$ at about 0.20). The value of the ratio $\varepsilon_2/\varepsilon_1$ is higher for specimens with central region length equal to 2 mm than for the case of 4 mm length, due to the higher constraints in the first case. Also, for both specimens, the change of strain path, i.e. the withdrawal from the value $\varepsilon_2/\varepsilon_1 = -0.5$ (pure tension), increases with the increase of the $\Delta\sigma_0$ value. Moreover, this withdrawal seems to be saturated when the values of $\Delta\sigma_0$ approaches 200 MPa ($\sigma_0 =300$ MPa). Fig. 8 compares the local stress-strain curves, determined by the procedure described in the present work, with the local input curves described by the Swift law, in the central region of the materials studied. The local curves were determined in the centre of the specimen for the case of the specimen with a central region length equal to 2 mm, and in the point distant 2
mm from the centre for the case of specimen with a central region length equal to 4 mm. The withdrawal of the local stress-strain curves from the respective input curve is visible after a deformation value $\varepsilon \approx 0.10$, for specimens with central region length equal to 2 mm. Again, this is due to the strong constraint induced by plastic deformation heterogeneity in these specimens.

Fig. 6. Strain paths ($\varepsilon_2/\varepsilon_1$) as a function of respective longitudinal deformations, $\varepsilon_1$. Boundary of the central region is distant from the specimen centre: (a) 2 mm and (b) 4 mm.

Fig. 7. Strain path $\varepsilon_2/\varepsilon_1$ evolution as a function of the difference between $\sigma_0$ for the materials in the central and exterior regions of the specimen, $\Delta\sigma_0$.

Fig. 8. Local stress-strain curves in points of the heterogeneous specimens and the stress-strain curves for materials M1. Boundary between materials is distant from the centre of specimen: (a) 2 mm and (b) 4 mm.
These results prove that the methodology proposed in the present work, for determining the local stress-strain curves, is appropriate. Small inaccuracies are observed, for cases with drastic changes of material yield stress between adjacent regions.

4 CONCLUSIONS

- This is an exploratory study concerning the possibility of determining local stress-strain curves of heterogeneous materials, using the technique of digital image correlation;
- Dissimilarity of the mechanical properties in the heterogeneous tensile specimen creates constraints which modify the strain path in relation to pure tension;
- The intensity of constraints, defined by withdrawal of the strain path ($\varepsilon_2/\varepsilon_1$) relatively to pure tension ($\varepsilon_2/\varepsilon_1=-0.5$) increased near the boundary between regions with different plastic properties and decreases from the symmetry axis to the specimen border;
- The methodology proposed for determining the local tensile stress-strain curves was numerically tested on heterogeneous samples. In some cases, the withdrawal between local curves and the ones of the material is visible due to the drastic variation of mechanical properties of adjacent regions of heterogeneous specimen.
- This methodology uses the same type of results than the ones that can be experimentally obtained by DIC technique.
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1 INTRODUCTION

The estimation of severity of the damage has two main goals: (a) determining the stability and serviceability of structures after the earthquake, (b) getting timetable and its priority scheme for the damaged parts repairing. Topic of intensity of damage in structures subject to earthquake is a matter of major interest in most papers. The reason for this interest is that estimating the severity of damage with respect to onset and its position is difficult. One of the problems is that estimation of damage is a relative issue. In other words, although the damage severity of a member can be judged relative to the other members, but the damage influence and its severity, for example in a section of the structure cannot be estimated, correctly. Also, as these estimates are often based on vibration responses of system, substantive changes in response - for example, frequency of the lower modes - is the basis for damage detection. These changes are functions of intensity and distance of damaged part to the measured position. This means that small damage at the closer distance may have similar effects as a large damage at farther away which makes the detection more complicated. In some cases, relative damage estimation is also useful because it can be a basis for choosing a strategy to repair damaged areas. For calculating structural damage in members we can use Joint plastic rotation in beams and columns of a frame. First of all moment-curvature diagram is determined, and then the level of plastic rotation capacity is calculated. Campbell has presented a similar damage index [1].

2 WAVELET

Wavelet is now a well known tool to detect damages. It defines a group of mathematical functions that are used to break down a signal to its frequency components. Wavelet functions have a limited bandwidth in time domain and frequency domain. Wavelets are transferred and scaled samples obtained by affecting a wavelet mother function on the main signal.

Wavelet coefficients contain much information about the contents of the signal. Eqs. 1 to 4 show main equations of wavelet transform method. Using a selected analyzing or mother wavelet function \( \varphi(t) \), the continuous wavelet transform of a signal \( f(t) \) is defined as (M. Misti et al., 2007) [2]:

\[
C(a,b) = \int_{-\infty}^{\infty} f(t) \varphi_{a,b}(t) dt
\]  

\[
\varphi_{a,b}(t) = a^{-\frac{1}{2}} \varphi \left( \frac{t - b}{a} \right)
\]  

Discrete wavelet transform is similarly defined as follows:

\[
C(a,b) = c(j,k) = \sum_{n=2}^{\infty} f(n) \psi_{j,k}(n)
\]

F. Raufi and O. Bahar
in which $\psi_{j,k}$ is a discrete mother wavelet, which is defined as follows and sometimes also called binary analysis:

$$\psi_{j,k}(n) = 2^{-j/2}\psi(2^{-j}n - k)$$

Selection of proper mother wavelet function is the first step in the wavelet analysis. The choice depends on the desired issue and can have a considerable effect on the results. In this study, discrete wavelet transform (DWT) employing "Bior 6.8" [3], is used. In DWT, scale parameter ‘a’ is chosen as $a = 2^J$ where $J$ is an integer values $J \in \mathbb{Z}$. For a function $f(t) \in \mathbb{L}^2$-space with a Fourier transform $F(\omega)$, a change in scale factor $J$ is followed by a change in scale of frequency domain given by $a = 2^J$. Signal decomposition in wavelet analysis is carried out by projecting the signal into a subspace of scaling and wavelets basis functions at different scales and their transmission.

3 METHODOLOGY

Based on the definition of the Federal Emergency Management Agency (FEMA 356) [4] plastic formation at a joint of a steel frame in a Moment-Rotation curve has a clear transition point, "point A" in Fig. 1, that the member's elastic behavior ends and its inelastic behavior starts. After that, there is "point B", in which the member cannot carry more loads. In this situation the member has been sustained severe damages. In other words, there are two clear stages: (a) Passing from point “A” and (b) Passing from point “B”. Transition from point A is considered as the beginning of the plastic behavior and actually is the criterion for determining starting time of damage, while passing from point B can be considered as a criterion for determining severity changes, which leads to destructive damages.
Moving from point A to C can be estimated from response history of the nodes adjacent to the hinge. These changes cause permanent alteration in the responses of the joint and it would lead to a shift in the response base line of the adjacent node. For determining the value of this shift, using wavelet analysis, details can be removed from the response and an approximation can be achieved. Details will contain information for computing time of damage [5] and approximation will have information about the severity of damage. Details demonstrate passing from point A and approximation demonstrates if the response falls between A and B or it has passed B.

To further clarify the above mentioned method, consider the frame shown in Fig. 2 under the loading shown in Fig. 3. Two cases are assumed: First, all members behaves within their elastic ranges such that no plastic hinges would be formed by increasing external load, F(t). In this case, the rotation time history response of node P, such as loading, has a linear gradient and increases constantly. Second, it is permitted that by increasing external load a plastic hinge initiates to form at a member. Again we analyzed the rotation response of node P. As it can be seen in Fig. 4, after plastic hinge formation, slope of the response function increases clearly. Also for this frame the occurrence time and their related values of the rotation for the end section of member AP in each states: A, B and C are specified in Fig. 4.

Fig. 2. Simplified model of Plastic hinge formation (on the frame subjected to a horizontal load)
Fig. 3. Monotonic loading

Fig. 4. Time history response of node B in case of plastic hinge formation in a member
4 NUMERICAL ANALYSIS AND RESULTS

Now, we aim to examine this procedure to a moment steel frame, Fig. 5, subjected to a random support excitation like an earthquake. This frame is a 5 meter length, 3 meter height simple frame with fixed bases and a uniform dead load about 2000 kg/m. Fig. 6 shows the strong ground motion recorded at Tabas, Iran. This earthquake was a huge earthquake measuring 7.8 on the Richter scale, which struck on September 16, 1978 in central Iran.

Fig. 5. Schematic representation of main damage in the studied frame subject to Tabas excitation

Fig. 6. Normalized Tabas record with respect to its peak ground acceleration (PGA)
As can be seen in Fig. 7 changes in the difference of two nodes is similar to the rotational response history of the plastic hinge formed between them.

![Picture of response difference and hinge rotation history](image)

**Fig. 7.** Response difference and hinge rotation history

Hence having behavioral curve and rotational response history of the plastic hinge the current place on the behavior curve can be determined. Where the intensity of damage does not reach the point B, in other words if it lies between points A and B, there will also be a shift in the base line which demonstrates plastic deformation and can be captured by “approximate signal”, Fig. 8.

In the case of intense damage, point B on the behavioral curve in Fig. 9, a total shift will occur in the base line which is visible in the wavelet approximation as well as the response itself. Also there will be an increase in the period of the structure which can be a criterion for determining intensity of damage.
**Fig. 8.** $4^{th}$ approximation obtained from wavelet transformation of point 2 rotational response (intensity corresponding to points A to B).

**Fig. 9.** Base line shift corresponding to point B.
5 CONCLUSION

Plastic deformation causes permanent shift in response time history. In moment frames this shift is well represented in the rotational response time histories of nodes which mean plastic rotation in adjacent hinges. Recognizing any change in differences of the rotational response histories of the two adjacent nodes has a similar pattern to the rotational response history of the plastic hinge forming between them.

Shift in the base line is apparent in the “approximate” obtained from wavelet transform of the response. “Details” obtained from wavelet transform of the response could be used to determine damage onset while information on the severity of the damage can be estimated from “approximate”
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Abstract. The strain localization phenomenon that may occur during sheet metal forming represents a major cause of defective parts produced in the industry. Several instability criteria have been developed in the literature to predict the occurrence of these instabilities. The proposed work aims to couple a Gurson-type model to the Rice’s localization criterion. The implementation of the modeling is achieved via a user subroutine (Umat) in Abaqus/std using a Runge-Kutta explicit integration scheme. Finally, we show the effectiveness of the proposed coupling for the prediction of the formability of stretched metal sheets.

1 INTRODUCTION

Material instabilities in the form of shear bands represent one of the main phenomena that limit sheet metal formability. This instability in the plastic flow is still an issue for industry, since it is responsible for most of the defective parts after forming operations. Consequently, it is important to provide reliable and validated numerical tools able to predict the appearance of these plastic instabilities. The occurrence of localization through shear bands is often due to concentrations of deformation where damage is in excess. Thus, taking into account damage development during metal forming operations is essential to obtain reliable results.

Two main approaches for damage descriptions were developed in the literature during these last four decades. The first one is known as the continuum damage mechanics approach (Lemaitre [1]) and is based on the introduction of a damage variable that can be scalar or tensorial describing the surface density of defects. The second approach, physically motivated by micromechanics concepts, accounts for the effect of the hydrostatic pressure on the material behavior through the void volume fraction. In this contribution, the second approach for damage will be used, i.e., the so-called Gurson-Tvergaard-Needleman model (GTN) [2-4].

In order to predict the onset of strain localization, it is necessary to couple the constitutive model with a localization criterion. Several localization criteria have been developed in the literature, which differ in their theoretical foundations. Brunet et al. [5] used the GTN model coupled with the Modified Maximum Force Criterion (MMFC) (Hora et al. [6]) to predict
forming limit curves for different steel grades. The obtained numerical results were compared to experimental data showing good agreements. Besson et al. [7] have coupled the Rice localization criterion with the GTN model for the prediction of ductile fracture in notched bars. It was shown that the introduction of the effective porosity ($f^*$) favors flat fracture under plane strain conditions. In the current work, the formability limits of metal sheets are investigated by means of the GTN-Rice modeling.

The paper is organized as follows: the main equations that govern the GTN model are first reviewed; then the expression of the acoustic tensor is derived within a finite strain framework. In the results and discussion section, we show the effectiveness of the proposed modeling for the prediction of forming limit diagrams (FLDs). Finally, some concluding remarks are drawn as well as some directions for future work.

2 PRESENTATION OF THE GTN MODEL

The GTN model originally proposed by Gurson [2] and phenomenologically extended by Tvergaard [3], Tvergaard and Needleman [4] is perhaps one of the most popular damage models for the prediction of the ductile fracture (Sánchez et al., [8]). This damage model has shown its efficiency in particular for the prediction of the cup-cone fracture that usually appears during tensile tests of notched cylindrical bars. The approximate macroscopic yield criterion proposed by Gurson and driven from a limit analysis is given by the following relation:

$$
\Phi = \left( \frac{\Sigma_{eq}}{\bar{\sigma}} \right)^2 + 2q_1 f^* ch \left( \frac{3}{2} q_2 \Sigma_m \right) \cdot \left( 1 + q_3 f^* \right) \leq 0
$$

(1)

where $\Sigma_{eq} = \sqrt{3/2} \Sigma : \Sigma$ and $\Sigma_m = 1/3 tr(\Sigma)$ represent, respectively, the macroscopic equivalent stress and the macroscopic average stress. $\bar{\sigma}$ is the yield stress of the fully dense matrix, here only isotropic hardening is considered using a Swift law defined as follows:

$$
\bar{\sigma} = k(\epsilon_0 + \bar{\varepsilon}^p)^n
$$

(2)

where $k$, $\epsilon_0$ and $n$ are parameters of the Swift hardening law and $\bar{\varepsilon}^p$ is the equivalent plastic strain of the matrix material. The parameters $q_1$, $q_2$ and $q_3$ were introduced by Tvergaard [9] in order to take into account the effect of interaction between cavities, and $f^*$ represents the effective porosity, which will be defined hereafter. For the isotropic GTN model, the plastic part of the macroscopic strain rate $\mathbf{D}^p$ and the rate of equivalent plastic strain $\dot{\bar{\varepsilon}}^p$ are assumed to be related by the equivalent plastic work expression as follows:

$$
(1 - f) \bar{\sigma} \dot{\bar{\varepsilon}}^p = \Sigma : \mathbf{D}^p
$$

(3)

where $f$ represents the void volume fraction and $\Sigma$ the macroscopic Cauchy stress tensor. This relation is exact for $f=0$ and is a reasonable assumption for porous materials with low hardening exponents [9]. The plastic strain rate is defined by the normality law as follows:
\[
\mathbf{D}^p = \dot{\lambda} \mathbf{V}_\Sigma
\]  
(4)
such as \( \dot{\lambda} \) represents the plastic multiplier, and \( \mathbf{V}_\Sigma = \partial \Phi / \partial \mathbf{\Sigma} \) is the flow direction tensor. By injecting relation (4) into (3), one obtains the rate of equivalent microscopic stress given by the following relation:

\[
\dot{\sigma} = \frac{d\sigma}{d\sigma^p} \dot{\varepsilon}^p = H_{\sigma} \frac{\mathbf{\Sigma} : \mathbf{V}_\Sigma}{(1-f)\bar{\sigma}} \dot{\lambda}
\]  
(5)
Before coalescence, the evolution of porosity is mainly due to two phenomena: nucleation and growth. It is thus possible to express the porosity rate as follows:

\[
\dot{\rho} = \dot{\rho}_n + \dot{\rho}_g
\]  
(6)
where \( \dot{\rho}_n \) and \( \dot{\rho}_g \) represent the porosity rate due to nucleation and growth, respectively. In this work, it is considered that nucleation is strain controlled; in this case the evolution law of \( \dot{\rho}_n \) due to particle fracture or particle-matrix debonding is given by the following relation [10]:

\[
\dot{\rho}_n = \frac{f_N}{s_N \sqrt{2\pi}} \exp \left[ -\frac{1}{2} \left( \frac{\overline{\varepsilon}_n - \varepsilon_N}{s_N} \right)^2 \right] \dot{\varepsilon}^p
\]  
(7)
where \( f_N \) represents the volume fraction of inclusions likely to nucleate, \( \varepsilon_N \) the equivalent plastic strain for which half of inclusions have nucleate and \( s_N \) the standard deviation on \( \varepsilon_N \).
The porosity rate due to growth depends strongly on the stress triaxiality and is given by the following relation [9]:

\[
\dot{\rho}_g = (1-f) tr(\mathbf{D}^p)
\]  
(8)
The detection of the coalescence stage uses the phenomenological criterion introduced by Tvergaard and Needleman [7] by means of the effective porosity such as:

\[
f^* = f_{cr} + \delta_{GTN} (f - f_{cr})
\]  
(9)
with

\[
\delta_{GTN} = \begin{cases} 
1 & \text{if } f < f_{cr} \\
1/(q_R - f_{cr}) & \text{if } f > f_{cr}
\end{cases}
\]  
(10)
where \( f_{cr} \) represents the critical porosity and \( f_R \) the void volume fraction at final fracture. Thus, when the material enters the coalescence phase, the introduction of effective porosity results in an accelerated degradation of its mechanical properties.

### 3 ELASTO-PLASTIC TANGENT MODULUS

In order to determine the expression of the elasto-plastic tangent modulus in the case of the GTN model, we apply the consistency condition given by the following relation:
\[
\Phi = V_\Sigma : \dot{\Sigma} + V_\sigma \dot{\sigma} + V_f \cdot \dot{f}^* = 0 \quad (11)
\]

where \( V_\Sigma = \partial \Phi / \partial \dot{\Sigma} \) and \( V_f = \partial \Phi / \partial \dot{f}^* \). The terms involved in equation (11) are given by the following relations:

\[
V_\Sigma : \dot{\Sigma} = \left[ \frac{3}{\sigma^2} \Sigma' + \frac{q_2 q_3 \Sigma_m}{\dot{\sigma}} \right] : \dot{\Sigma} \quad (12)
\]

\[
V_\sigma \dot{\sigma} = -\frac{1}{\sigma^2} \left[ \frac{2\Sigma_m^2}{\dot{\sigma}} + 3q_2 q_3 \Sigma_m \frac{3}{2} \frac{\Sigma_m}{\dot{\sigma}} \right] H_{\sigma} \left[ \frac{3}{2} q_2 \frac{\Sigma_m}{\dot{\sigma}} \right] \quad (13)
\]

\[
V_f \cdot \dot{f}^* = \left[ 2q_1 \left( \frac{3}{2} q_2 \frac{\Sigma_m}{\dot{\sigma}} \right) - 2q_3 \dot{f}^* \right] \dot{f}^* \quad (14)
\]

Let us now introduce the hypo-elastic law, which reduces in the co-rotational (material) frame to a simple material derivative:

\[
\dot{\Sigma} = C^e : \left( D - \dot{\lambda} V_\Sigma \right) = C^{ep} : D \quad (15)
\]

where \( C^e \) represents the isotropic elasticity tensor, and \( D \) the strain rate tensor. Substituting equations (12) to (15) in the consistency condition, one can derive the expression of the plastic multiplier, which is given by the following relation:

\[
\dot{\lambda} = \frac{V_\Sigma : C^e : \dot{D}}{H_{\lambda}} \quad (16)
\]

where \( H_{\lambda} \) is a scalar variable such as:

\[
H_{\lambda} = V_\Sigma : C^e : V_\Sigma - \left( V_\sigma H_{\sigma} + V_f \delta_{\text{GTN}} A_n \right) \frac{V_\Sigma : V_\Sigma}{(1-f) \dot{\sigma}} - (1-f) V_f \delta_{\text{GTN}} V_\Sigma : I \quad (17)
\]

Substituting relation (16) in (15) gives the expression of the elasto-plastic tangent modulus as follows:

\[
C^{ep} = C^e - \alpha \frac{\left( C^e : V_\Sigma \right) \otimes \left( V_\Sigma : C^e \right)}{H_{\lambda}} \quad (18)
\]

where \( \alpha = 0 \) for elastic loading or unloading and \( \alpha = 1 \) in case of strict elasto-plastic loading.

4 **INSTABILITY CRITERION**

In addition to the behavior model, prediction of forming limits requires the use of an instability criterion allowing detection of the onset of localization. The instability criterion selected in this work is the Rice localization criterion [11-12], based on the singularity of the acoustic tensor. As discussed in the introduction, the coupling of the GTN model with the Rice instability criterion has been considered in the literature mainly for the prediction of ductile fracture in cylindrical bars under plane strain conditions. However, to the authors’ knowledge, no attempt has been made for the prediction of FLDs within this constitutive and material instability framework. Thus, the originality of the present work is to demonstrate the
efficiency of such modeling in the prediction of forming limit diagrams. Then, the sensitivity of FLDs to the material parameters is investigated. The condition of localization, which can be derived from the Hadamard compatibility condition and the static equilibrium equation is given by the following relation:

$$\det(Q) = \det(n \cdot L \cdot n) = 0$$  \hspace{1cm} (19)

where $Q$ represents the acoustic tensor, $n$ the normal to the localization band and $L$ the tangent modulus which relates the nominal stress tensor to the velocity gradient (see Haddag et al. [13]). Its expression is given by the following relation:

$$L = C^ep + L_1 - L_2 - L_3$$  \hspace{1cm} (20)

where $L_1$, $L_2$ and $L_3$ are fourth-order tensors induced by the large strain framework, and given by the following relations [13]:

$$L_{ijkl} = \sigma_{i} \delta_{kl}$$  

$$L_{2ijkl} = \frac{1}{2} \left[ \delta_{i} \sigma_{jk} + \delta_{j} \sigma_{ik} \right]$$  \hspace{1cm} (21)

$$L_{3ijkl} = \frac{1}{2} \left[ \sigma_{i} \delta_{jk} - \sigma_{j} \delta_{ik} \right]$$

The implementation of the above-described behavior model is carried out via a user material routine UMAT in Abaqus/standard, by means of a Runge-Kutta explicit integration scheme. This time integration scheme offers a reasonable compromise between simplicity and computational efficiency. Another reason behind the choice of an explicit scheme is that localization occurs in the softening range, and often at small stress values where implicit integration schemes (Aravas [14]) may experience difficulties at this stage of the analysis. Indeed, in the softening regime, positive definiteness of the consistent tangent modulus might not be guaranteed by classical implicit schemes (Oliver et al., [15], Sánchez et al., [8]). Because our main objective in this work is to show the effectiveness of the proposed framework in predicting forming limit diagrams of sheet metals, the choice of the Runge-Kutta time integration scheme is justified, despite the relatively higher computation times compared to implicit algorithms.

5 RESULTS AND DISCUSSION

In what precedes, the coupling of the GTN model with the Rice localization criterion was described. In this section, some results obtained by means of this coupling are shown. The material studied corresponds to a mild steel, mainly because of its widespread use in industry. The parameters related to this material were drawn from literature (see Brunet et al. [5]) and are reported in the following tables:

**Table 1: Mechanical properties and strain hardening parameters**

<table>
<thead>
<tr>
<th>Material</th>
<th>E (MPa)</th>
<th>$\nu$</th>
<th>k (MPa)</th>
<th>$\varepsilon_0$</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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The condition of localization, which can be derived from the Hadamard compatibility condition and the static equilibrium equation is given by the following relation:

\[
\det \left( \frac{Q}{n} \right) = 0
\]

where \( Q \) represents the acoustic tensor, \( n \) the normal to the localization band and \( L \) the tangent modulus which relates the nominal stress tensor to the velocity gradient (see Haddag et al. [13]). Its expression is given by the following relation:

\[
L = C + L_1 L_2 L_3
\]

where \( L_1, L_2 \) and \( L_3 \) are fourth-order tensors induced by the large strain framework, and given by the following relations [13]:

\[
L_{ijkl} = \delta_{ij} L_{kl} + \delta_{kl} L_{ij} - \delta_{ik} L_{jl} - \delta_{jk} L_{il}
\]

The implementation of the above-described behavior model is carried out via a user material routine UMAT in Abaqus/standard, by means of a Runge-Kutta explicit integration scheme. This time integration scheme offers a reasonable compromise between simplicity and computational efficiency. Another reason behind the choice of an explicit scheme is that localization occurs in the softening range, and often at small stress values where implicit integration schemes (Aravas [14]) may experience difficulties at this stage of the analysis. Indeed, in the softening regime, positive definiteness of the consistent tangent modulus might not be guaranteed by classical implicit schemes (Oliver et al. [15], Sanchez et al. [8]).

Because our main objective in this work is to show the effectiveness of the proposed framework in predicting forming limit diagrams of sheet metals, the choice of the Runge-Kutta time integration scheme is justified, despite the relatively higher computation times compared to implicit algorithms.

## RESULTS AND DISCUSSION

In what precedes, the coupling of the GTN model with the Rice localization criterion was described. In this section, some results obtained by means of this coupling are shown. The material studied corresponds to a mild steel, mainly because of its widespread use in industry. The parameters related to this material were drawn from literature (see Brunet et al. [5]) and are reported in the following tables:

<table>
<thead>
<tr>
<th>Material</th>
<th>( E ) (MPa)</th>
<th>( \nu )</th>
<th>( k ) (MPa)</th>
<th>( \varepsilon_0 )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild steel</td>
<td>198000</td>
<td>0.3</td>
<td>551.1</td>
<td>9.54 ( 10^{-3} )</td>
<td>0.279</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Material</th>
<th>( f_0 )</th>
<th>( s_N )</th>
<th>( \varepsilon_N )</th>
<th>( f_N )</th>
<th>( f_{cr} )</th>
<th>( f_R )</th>
<th>( q_1 )</th>
<th>( q_2 )</th>
<th>( q_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild steel</td>
<td>( 10^{-3} )</td>
<td>0.1</td>
<td>0.21</td>
<td>0.039</td>
<td>0.03</td>
<td>0.15</td>
<td>1.52</td>
<td>1.0</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Figure 1-a represents the evolution of the Cauchy stress versus the true strain up to the localization point for three strain paths, namely uniaxial tension (UT), plane strain tension (PST) and balanced biaxial tension (BBT). In the case of PST, localization occurs very early, as soon as the stress-strain curve starts to soften, whereas for the BBT loading path, localization occurs for very low stress values at the end of coalescence.

Furthermore, localization takes place when the minimum of the determinant of the acoustic tensor is equal to zero (see equation (19)). In practice, during numerical computations this condition is not exactly met, and the value of \( \det(Q) \) changes from positive to slightly negative (see Figure 1-b) during one loading increment (see also Besson et al. [7]). The evolution of the minimum of the determinant of the acoustic tensor as a function of the deformation.

![Figure 1](image.png)

(a) Simulation of three loading paths up to localization; (b) Evolution of the minimum of the determinant of the acoustic tensor as a function of the deformation.

Furthermore, localization takes place when the minimum of the determinant of the acoustic tensor is equal to zero (see equation (19)). In practice, during numerical computations this condition is not exactly met, and the value of \( \det(Q) \) changes from positive to slightly negative (see Figure 1-b) during one loading increment (see also Besson et al. [7]). Figures 2-a to 2-d illustrate the effect of the coalescence parameters \( f_{cr} \) and \( f_R \) on the moment of detection of localization in BBT strain path. One can notice that decreasing parameter \( f_R \) results in an increase of \( \delta_{GTN} \), which makes it possible to detect localization in a premature way. On the other hand, increasing parameter \( f_{cr} \) will delay the mechanism of coalescence and in some way the occurrence of strain localization.

The modeling of coalescence phase is a major point when dealing with the proposed coupling. Indeed, Rudnicki and Rice [12] showed that for associative plasticity models (which
is our case); localization criterion can detect bifurcation only in the presence of softening behavior. Consequently, it is important to take into account the mechanism of coalescence.

![Figure 2](image)

Figure 2: Effect of the coalescence parameters on the prediction of localization.

This phenomenon has a considerable effect on the obtained forming limit diagrams, since no localization can occur with the proposed modeling during positive hardening behavior. Note that several authors [16-18] suggested that parameter $\delta_{GTN}$ should not be constant, but should rather depend on other parameters, such as the stress triaxiality, initial porosity, etc. Although the coalescence model taken in the current work is kept in its simplest form (i.e., with constant parameter $\delta_{GTN}$), the extension of this modeling framework to more physically-based descriptions can be readily done in future investigations of sheet metal formability.

### 5.1 Effect of the GTN parameters on the prediction of forming limits

In this section, the effect of the GTN model parameters on the prediction of FLDs is investigated. These parameters are divided into three families; each family reproducing one of the three mechanisms leading to ductile fracture (i.e. nucleation, growth and coalescence).
The results of this parametric study will be shown by varying one parameter at the same time and the reference curve will be that obtained by the parameters given in Tables 1 and 2. Thus, we will analyze the effect of initial porosity and the parameters associated with nucleation and coalescence mechanisms. Figures 4-a, 4-b and 4-c represent, respectively, the sensitivity of the FLDs to parameters $f_N$, $s_N$ and $\varepsilon_N$.

![Figure 3: Effect of nucleation parameters and initial porosity on the prediction of FLDs.](image)

The increase of $f_N$ (decrease in $s_N$ or $\varepsilon_N$) seems to have the same effect on the obtained FLD; indeed, the increase in $f_N$ (reduction in $s_N$ or $\varepsilon_N$) translates each point of the FLD downward, thus reducing the formability limits. The initial porosity is one of the most influential parameters of the GTN model, and many authors agree with its major importance (Pardoen and Hutchinson [18]). Figure 4.d represents the sensitivity of an FLD to the initial porosity; one can observe that the increase in initial porosity reduces the overall level of the FLD, and consequently reduces the material ductility.

It was shown in the previous section that the effect of coalescence parameters on the moment of occurrence of localization is crucial. In what follows, we propose to study the
sensitivity of an FLD to these parameters. One notices on Figures 5-a and 5-b that variation of parameters $f_{cr}$ and $f_R$ strongly affects the shape of the FLDs. Indeed, this is mainly due to the role of each parameter in the coalescence modeling, since $f_{cr}$ indicates the onset of coalescence, whereas $f_R$ indicates the complete loss of carrying capacity.

![Figure 4: Effect of coalescence parameters on the prediction of FLDs.](image)

6 CONCLUSIONS

In this work, the combination of the GTN damage model and the Rice’s localization criterion, which is based on the singularity of the acoustic tensor, has been proposed for application to sheet metal forming. A preliminary parametric study was conducted for different loading paths, which leads to the following observations: Concerning the nucleation parameters, it seems that the increase of $N_f$ (decrease in $s_N$ or $\varepsilon_N$) tends to lower each point of the forming limit curve. An increase of $\delta_{GTN}$ parameter accentuates the softening slope during the coalescence stage, which leads to an earlier detection of localization. It was shown that the choice of the coalescence parameters is particularly crucial in the prediction of localization. For the coalescence parameters, the increase of $f_{cr}$ produces an upward translation of the FLD, while for $f_R$ we notice that its decrease will lower the overall level of the FLDs.
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Abstract. In this paper, considering a cohesive zone model (CZM) for finite thickness interfaces recently proposed by the authors, the stiffness of polycrystalline materials with imperfect interfaces is characterized. Generalized expressions for the Voigt and Reuss estimates of the effective elastic modulus of the composite are derived to interpret the numerical results. Considering a polycrystalline material with a hierarchical microstructure, the interaction between interfaces at the different hierarchical levels is numerically investigated. A condition for scale separation, which suggests how to design the optimal microstructure to maximize the material tensile strength is determined. An original interpretation of this phenomenon based on the concept of flaw tolerance is finally proposed.

1 INTRODUCTION

The upper and lower bounds to the effective stiffness of a composite material have long been the subject of research (see [1] for an overview). Bounds to the effective properties of heterogeneous solids were put forward by Voigt [2] and Reuss [3]. Eshelby [4] obtained a compact solution that has been the basis for many approximation methods. Based on variational principles, Hashin and Shtrikman [5] developed a refined model for the computation of the effective properties. Several other models have been proposed to estimate the effective properties and their bounds, including computational homogenization [6] for linear and also nonlinear elasticity [7, 8]. Recent progress in this field regards the analysis of random components, coupling homogenization methods with a statistical description of randomness [9].

\textsuperscript{1}On leave from Dept. of Structural and Geotechnical Engineering, Politecnico di Torino, Torino, Italy.
Based on Hill’s work [10], the effective elastic modulus of a polycrystalline material with perfectly bonded interfaces, $E_{\text{eff}}$, is bounded as follows:

$$E_R \leq E_{\text{eff}} \leq E_V,$$

where the indices $R$ and $V$ stand for Reuss and Voigt estimates. The Reuss estimate corresponds to isostress conditions, whereas the Voigt estimate is related to isostrain conditions and are given by:

$$E_R = \left( \sum_{i=1}^{n} v_i \frac{E_i}{E} \right)^{-1},$$

$$E_V = \sum_{i=1}^{n} v_i E_i,$$

where the summation is extended to all the $n$ material components and $v_i$ denotes the volumetric fraction of the $i$-th component ($\sum_{i=1}^{n} v_i = 1$). However, these estimates apply in case of perfectly bonded interfaces, a situation which is often violated in engineering applications.

In this paper, finite element simulations of polycrystalline materials with imperfect interfaces governed by the cohesive zone model (CZM) are carried out. To interpret the numerical results, a generalization of the Voigt and Reuss estimates in case of imperfect cohesive interfaces is proposed. In the second part of the paper, considering a polycrystalline material with a hierarchical microstructure, the effect of interfaces at the different hierarchical levels on the material tensile strength is investigated. The condition for scale separation, often put forward in homogenization methods, is carefully checked and it is found that it is not always fulfilled. When scale separation holds, the material microstructure becomes flaw tolerant and the material tensile strength is maximized, for given interface characteristics at the upper level. These results are useful for a better understanding of the mechanisms leading to the superior mechanical properties of hierarchical polycrystalline materials with respect to their conventional counterpart [11].

2 GENERALIZED VOIGT AND REUSS ESTIMATES OF THE EFFECTIVE ELASTIC MODULUS IN CASE OF IMPERFECT INTERFACES

To understand how imperfect interfaces modify the bounds to the effective elastic modulus of a heterogeneous material, let us consider the composite layouts shown in Fig. 1. We assume that $m$ material layers behave linear elastically and the remaining $q = n - m$ layers are finite thickness interfaces undergoing damage. Damage is related to the deformation of the interface layer as proposed in [12]. Hence, an effective damage $D_i$ is introduced for a generic interface layer $i$:

$$D_i = \left[ \left( \frac{w_i}{w_{c,i}} \right)^2 + \left( \frac{u_i}{u_{c,i}} \right)^2 \right]^{\alpha_i/2}, \quad 0 \leq D_i \leq 1,$$

where $w_i$ and $u_i$ are the current strain and displacement, respectively, and $w_{c,i}$ and $u_{c,i}$ are the critical strain and displacement at failure. $\alpha_i$ is a material parameter that characterizes the interface's strength.
where \( w_i = \delta_i - \delta_{e,i} > 0 \) is the difference between the displacement of the \( i \)-th layer in the direction perpendicular to the interfaces (Fig. 1(b)) and a threshold value \( \delta_{e,i} \) corresponding to the onset of damage. The variable \( u_i = \psi_i - \psi_{e,i} > 0 \) is the difference between the displacement of the \( i \)-th layer in the direction parallel to the material interfaces (Fig. 1(b)) and its threshold value \( \psi_{e,i} \). The parameters \( w_{c,i} \) and \( u_{c,i} \) are critical values of the separations in the two orthogonal directions. For more details about the effect of the parameter \( \alpha_i \) to the evolution of damage, the reader is referred to [12].

Considering the system in Fig. 1(a), isostrain conditions are simulated by imposing uniform horizontal displacements \( \eta \) on the vertical boundary on the right and fully restraining the opposite boundary. The horizontal boundaries are traction-free. The horizontal axial strain in each layer equals the average strain \( \varepsilon = \eta / h \), where the distance \( h \) is quoted in Fig. 1(a). The stresses are different in the material regions and the average stress is:

\[
\bar{\sigma} = \sum_{i=1}^{n} v_i \sigma_i = \left( \sum_{i=1}^{n} v_i E_i \right) \bar{\varepsilon} = \left( \sum_{i=1}^{n} v_i E_i - \sum_{i=1}^{q} v_i D_i E_i \right) \bar{\varepsilon},
\]

where the elastic modulus of the damaged interfaces is \( E_i^D = (1 - D_i)E_1 \). A generalized Voigt estimate considering damage in the finite thickness interfaces is therefore derived:

\[
E_i^G = \sum_{i=1}^{n} v_i E_i - \sum_{i=1}^{q} v_i D_i E_i.
\]

For \( D_i = 0 \), the classical Voigt estimate for the elastic modulus is recovered. However, neglecting Poisson’s effects, it is interesting to note that the boundary conditions for this problem lead to \( \delta_i = 0 \) and \( \psi_i = 0 \). Consequently, no damage develops and the classical Voigt estimate holds without any modification.
Let us now consider the same problem but subjected to isostress conditions. They are obtained by imposing a constant horizontal traction $\tau = \sigma$ on the vertical boundary on the right (see Fig. 1(a)). The axial strain is different in the layers and its average is:

$$\bar{\varepsilon} = \left( \sum_{i=1}^{n} \frac{v_i}{E_i} + \sum_{i=1}^{q} \frac{v_iD_i}{E_i(1 - D_i)} \right) \bar{\sigma}. \quad (6)$$

The effective elastic modulus gives the generalized Reuss estimate considering damage in the finite thickness interfaces:

$$E_{G}^R = \left( \sum_{i=1}^{n} \frac{v_i}{E_i} + \sum_{i=1}^{q} \frac{v_iD_i}{E_i(1 - D_i)} \right)^{-1}. \quad (7)$$

The classical Reuss estimate is recovered when $D_i = 0$. In this case, however, we cannot exclude a positive relative tangential displacement $u_i$ and therefore $D_i > 0$ in some finite thickness interface.

A different direction of loading with respect to the layer assembly can also be analyzed (see Fig. 1(c)). Vertical displacements or tensile tractions are imposed on the top horizontal boundary. The opposite boundary is fully constrained and the lateral sides are traction free. It is easy to verify that in this case both imposed displacement and imposed traction boundary conditions lead to an isostress state. The mechanical system can be idealized as a set of elastic springs (with damage) in series, whose effective stiffness can be estimated using the generalized Reuss formula (7). In this case, damage is related to a positive displacement $w_i$.

The generalized Reuss estimate derived in this study can also be applied to the case of zero-thickness interfaces governed by a standard cohesive zone model (CZM). The additional contribution of the interfaces to the Reuss estimate is due to the displacement discontinuities $g_T$ and $g_N$ in the tangential and normal directions, respectively. In case of Fig. 1(a) with isostress boundary conditions, the displacement discontinuity (gap) is $g_T$ and we have:

$$\overline{E} = \left( \sum_{i=1}^{n} \frac{v_i}{E_i} + \sum_{i=1}^{q} \frac{g_{T,i}}{h} \right)^{-1}. \quad (8)$$

For the case in Fig. 1(c), the displacement discontinuity is represented by $g_N$:

$$\overline{E} = \left( \sum_{i=1}^{n} \frac{v_i}{E_i} + \sum_{i=1}^{q} \frac{g_{N,i}}{h} \right)^{-1}. \quad (9)$$

For an interface inclined by a generic angle $\theta_i \neq 90^\circ$ with respect to the direction of loading (see Fig. 1(d)), mixed mode deformation occurs and both $w_i$ and $u_i$ contribute to $D_i$. For a standard CZM, Eq.(9) should be used, with $g_{N,i}$ determined in correspondence of a given angle of mode mixity, $\theta_i = \arctan(g_{T,i}/g_{N,i})$. 

1085
3 STIFFNESS OF HIERARCHICAL POLYCRYSTALLINE MATERIALS

In this section, the stiffness of a cellular polycrystalline material with imperfect interfaces is numerically analyzed using the finite element method. One forth of a representative volume element (RVE) of the hexagonal microstructure is shown in Fig. 2(a). Zero-thickness interface elements are introduced between the linear elastic constant strain triangular elements used to discretize the continuum. The constitutive response of the interfaces is governed by the nonlocal CZM for finite thickness interfaces proposed in [12]. An implicit solution scheme is adopted, which requires the computation of the tangent stiffness matrix and the residual vector of the interface elements to be used in a Newton-Raphson iterative scheme. Moreover, the treatment of the CZM requires a nested Newton-Raphson loop to compute the cohesive tractions, see [13]. The RVE is tested in uniaxial tension, imposing the displacements on the nodes belonging to the vertical boundary on right.

Different bulk moduli $E_B$ for the grains are considered. For infinitely stiff grains, $E_B \rightarrow \infty$, the deformability is only due to the cohesive interfaces. The obtained dimensionless stress-strain curve is therefore that of the CZM of the inclined interface with a rescaled abscissa $g_N/h$, where $h$ is the horizontal lateral size of the sample (see Fig. 2(b)). Reducing $E_B$, the deformability of the continuum increases and the effect of the interfaces is mitigated. The nonlinear CZM is responsible for the deviation from linearity in the stress-strain diagram, as it can be quantified by comparing the solid lines with the corresponding dashed lines in Fig. 2(b).

![1/4 of the RVE.](image1)

![Average stress vs. strain response.](image2)

**Figure 2:** The effect of the bulk modulus $E_B$ on the average stress-strain response.

The computed tangent effective elastic modulus vs. $\sigma/\sigma_p$, where $\sigma_p$ is the peak stress, is shown in Fig. 3(a). The CZM response is the upper limit for $E_{\text{eff}}$, obtained for infinitely stiff grains. The curves become progressively independent of $\sigma/\sigma_p$ by reducing $E_B$. Since the specimen is subjected to isostress conditions, the obtained trend can be interpreted according to Eq.(7) with $n = 1$ and $q = 1$. Using the shape of the CZM corresponding to the angle of mode mixity induced by the hexagonal geometry ($\theta = 30^\circ$), the analytical
predictions are shown in Fig. 3(b). The perfect agreement with the numerically computed curves in Fig. 3(a) is achieved.

Figure 3: Tangent effective elastic modulus $E$ vs. $\sigma/\sigma_p$

Two further levels of hierarchy are now considered. The macroscopic level ($l = 1$) is the same as that analyzed in Fig. 2. Each grain is then partitioned into other cellular grains, generating the material mesostructure ($l = 2$). This procedure is repeated once more to obtain the material microstructure ($l = 3$) inside the mesogranules, see Fig. 4(a). For the sake of simplicity, and without any loss of generality, the CZM parameters are assumed to be the same at each level. The refinement of the material microstructure leads to a decrease of the dimensionless effective elastic modulus $E/E_B$ for a given stress level, see Fig. 4(b). The numerical predictions using Eq.(7) with a constant angle of mode mixity equal to $30^\circ$ are still a good approximation of the numerical results. More accurate predictions can be obtained by considering the actual angle of mode mixity of the various interfaces.

Figure 4: Tangent effective elastic modulus $E/E_B$ vs. $\sigma/\sigma_p$ for a system with $l$ hierarchical levels.
4 STRENGTH OF HIERARCHICAL POLYCRYSTALLINE MATERIALS

In this section we study focus on the effect of interfaces with different properties on the tensile strength of hierarchical polycrystalline materials. Let us consider the finest microstructure with hexagonal grains examined in the previous section as the level 1 (blue interfaces in Fig. 5(a)). A two-level hierarchical microstructure is realized by considering geometrically self-similar hexagonal mesogranules (level 2, red interfaces in Fig. 5(a)) embedding the hexagonal micrograins of the level 1. To do so, the interface characteristics at the level 2 are modified in order to make them tougher than those at the level 1. This condition alone is not sufficient to modify the crack pattern at failure and improve the material response. In fact, it is still possible to find a subvertical crack path involving only interfaces of level 1, as it happens without hierarchy. To involve the interfaces of the level 2, all the properties of the interfaces of the hexagons containing a triple junction have to be modified. This leads to the final configuration shown in Fig. 5(a).

![Interfaces at the 2 levels.](image)

(a) Interfaces at the 2 levels.

![Shape of the CZMs.](image)

(b) Shape of the CZMs.

**Figure 5:** CZMs of the interfaces at the different levels: level 1 (blue), level 2 (red).

The material response is now investigated by performing virtual tensile tests in the horizontal directions and computing the peak stress $\sigma_p$ of the average stress-strain curve. The shapes of the Mode I CZMs of the interfaces at the levels 1 and 2 are shown in Fig. 5(b). The ratio between the peak cohesive tractions of the CZMs at the two levels is constant and equal to $\sigma_{I\text{max}}^{I}/\sigma_{I\text{max}}^{II} = 0.1$. Different Mode I fracture energies (evaluated as the area between the Mode I CZM curve) for the level 1 are considered, exploring a range $G_{IC}^{I}/G_{IC}^{II}$ from 0.1 to 0.5 (see the different shapes of the CZM of the level 1 in Fig. 5(b)).

Dimensional analysis considerations suggest the following dependency for the tensile strength $\sigma_p$ on the variables of the parametric analysis:

$$\sigma_p = \sigma_p \left( \sigma_{I\text{max}}^{I}, G_{IC}^{I}, d^{II}, E_B \right), \quad (10)$$

where $\sigma_{I\text{max}}^{I}$ is the peak cohesive traction at the level 1, $G_{IC}^{I}$ is the Mode I fracture energy of the interfaces at the same level, $d^{II}$ is the diameter of the mesogranules and $E_B$ is the
bulk elastic modulus. Considering $G_{IC}$ and $d^{II}$ as the variables with independent physical dimensions, the application of the Buckingham’s theorem of dimensional analysis yields:

$$\frac{\sigma_{p}d^{II}}{G_{IC}} = \Phi \left( \frac{\sigma_{max}^{I}d^{II}}{G_{IC}}, \frac{E_{B}d^{II}}{G_{IC}} \right) = \Phi(s_{1}, s_{2}). \tag{11}$$

Changing $G_{IC}$, the dimensionless numbers $s_{1}$ and $s_{2}$ vary at the same time. It is therefore convenient to introduce a combination of these dimensionless numbers and plot the results of the parametric analysis as a function of it. Considering $s = s_{2}/s_{1}^{2}$, we have:

$$s = \frac{s_{2}}{s_{1}^{2}} = \frac{G_{IC}E_{B}}{(\sigma_{max}^{I})^{2}d^{II}} = \frac{l_{ICZM}^{I}}{d^{II}}. \tag{12}$$

This dimensionless number is proportional to the ratio between the critical process zone size at the level 1, $l_{ICZM}^{I}$, and the grain size of the mesograin, $d^{II}$.

From numerical results (Fig. 6), the computed dimensionless tensile strength is an increasing function of $l_{ICZM}^{I}/d^{II}$ up to $l_{ICZM}^{I}/d^{II} = 1$, when a plateau is reached. A further increase of the interface fracture energy of the level 1 does not permit us to increase the tensile strength. This result can be explained according to a consideration of flaw tolerance, as also proposed by Gao [14] for defects in bone-like materials. When the interface cracks inside the mesogranule (having a size $a \leq d^{II}$) are such that $l_{ICZM}^{I} > d^{II}$, their maximum opening displacement lies within the range of cohesive interactions. Therefore, no stress-free cracks develop in the mesogranule, which is able to tolerate the intrinsic defects of any size. Fracture has to involve the upper scale interfaces at the level 2 and the strength is maximized. Similar considerations have been put forward by Carpinteri [15] for the problem of tension collapse that precedes brittle crack propagation in a strip. These results are important for the application of homogenization techniques. In fact, a separation of scales, leading to no interaction between the interfaces at the different hierarchical levels is fulfilled only for $l_{ICZM}^{I}/d^{II} > 1$.

The diagram in Fig. 6 can also be interpreted in a different way. For given material interface properties at the level 1 ($l_{ICZM}^{I}$ is fixed), the optimal geometry of the mesostructure corresponds to $d^{II} = l_{ICZM}^{I}$. In this way, the interfaces at the upper level act as crack arresters for the microcracks at the lower level. When this flaw tolerance condition is achieved at a given level, the same reasoning can be repeated for the higher hierarchical levels in order to obtain the optimal response for a given set of material properties.

5 CONCLUSION

In the present paper, the role of imperfect interfaces on the stiffness and strength of hierarchical polycrystalline materials has been numerically investigated using finite elements. The constitutive behavior of finite thickness interfaces has been modelled using the nonlocal CZM recently proposed in [12, 13].

Numerical simulations show that the effective elastic modulus depends on the debonding process occurring at the interfaces. Generalized Voigt and Reuss estimates accounting
for such a form of nonlinearity are proposed for the computation of the bounds to the tangent effective elastic modulus. The interplay between the interface deformability and the elasticity of the bulk material has been numerically characterized.

Finally, the effect of interfaces at different hierarchical levels on the strength of a two-level hierarchical material has been numerically investigated. The results show that the condition for scale separation applies only for certain properties of the interfaces at the lower level. If such a condition, represented by the inequality $l_{CZM}^1 > d_{II}^1$, is fulfilled, then the microstructure becomes flaw tolerant and the strength is ruled by the interfaces characteristics at the upper level.

ACKNOWLEDGEMENTS

MP would like to thank the Alexander von Humboldt Foundation for supporting his research stay at the Leibniz Universität Hannover during the year 2010.

REFERENCES


AN ARBITRARY LAGRANGIAN-EULERIAN (ALE) APPROACH FOR THE MODELING OF TENSION LEVELING PROCESSES

LORENZ STEINWENDER*, ALEXANDER KAINZ*, KONRAD KRIMPELSTÄTTER† AND KLAUS ZEMAN*

*Institute of Computer-Aided Methods in Mechanical Engineering
Johannes Kepler University Linz
Altenbergerstraße 69, 4040 Linz, Austria
e-mail: lorenz.steinwender@jku.at, web page: http://came.mechatronik.uni-linz.ac.at

†Siemens VAI Metals Technologies GmbH
Turnstraße 44, 4031 Linz, Austria
e-mail: konrad.krimpelstaetter@siemens.com, web page: http://www.siemens-vai.com

Key words: Metal Forming, Tension Leveling, Arbitrary Lagrangian-Eulerian (ALE), Principle of Virtual Work

Abstract. Strip flatness and surface quality are crucial factors for the production of high-quality cold-rolled metal strip. Tension leveling (employed as one of the final steps in continuous galvanizing and finishing lines) improves strip flatness and minimizes residual stresses by inducing small elasto-plastic strip deformations, while the strip is bent under high tension stresses around multiple rolls with small diameters.

Simulations of tension leveling processes employing commercial Finite Element software packages yield unacceptable computational costs: The small and coupled elasto-plastic deformations occur simultaneously at concentrated regions along the strip bending line and steady-state solutions cannot be reached before at least one strip cross-section has passed through the entire process unit of the tension leveler.

In order to overcome these critical aspects, a new and alternative modeling approach, based on the principle of virtual work and on a specialized “Arbitrary Lagrangian-Eulerian” (ALE) formulation was elaborated. This novel concept utilizes “Parametric Shape Functions” (PSF) that describe both geometry and strain distribution of the deformed strip. The decoupling of the mesh movement from the material movement in the ALE description allows for the implementation of highly efficient contact algorithms, while the strip length under consideration can be minimized. Compared to (already) optimized commercial FEM-models, the PSF-model exhibits a drastic reduction of degrees of freedom and computational costs (by a factor of 100 and more in typical test cases) while high agreement of the key results is simultaneously maintained.
1 INTRODUCTION

As the demand for perfect flatness and outstanding surface properties both of hot- and cold-rolled strips rises continuously, tension leveling becomes an increasingly important process step in the production of high-class metal strip. Tension levelers are typically located at the exit of strip processing lines (for example continuous galvanizing or finishing lines) to reduce flatness deficiencies like center and edge buckles or strip camber as well as to minimize residual stresses of the finished strip. These often unacceptable quality deficiencies are the result of an inappropriate material flow inside the roll gap during hot- or cold-rolling operations or may occur due to plastic deformations after rolling (e.g. during coiling or uncoiling).

As depicted in Figure 1, a tension leveler typically consists of a set of bridle-rolls at the inlet and outlet (large black & yellow rolls in Figure 2) and a process unit (green machine block in Figure 2), which is located in-between the bridle-rolls. In this process unit the metal strip is bent alternately under high tension stresses (in the range of 5-70% of the yield strength, cp. [5]) around guide-rolls and process-rolls with particularly small diameters (both roll types are typically undriven). The combined bending and tensile stresses yield elasto-plastic strip deformations, which are comparatively small at the strip centerline (where plastic strip elongations typically do not exceed a value of about five percent), but may be locally considerably large (at the strip surfaces) due to the superimposed bending strains.

The cumulative amount of the elasto-plastic centerline strain depends strongly on the curvature peaks of the strip, which occur at the strip/roll contact points in typical tension leveling setups. Observations at industrial tension levelers prove that the strip will not approach the roll radii in many typical tension leveling cases – in particular when thick strip, small rolls, low strip tension, small roll adjustments, high-strength materials or high strip velocities (leading to pronounced inertial effects) are involved. In these cases, the strip will exhibit line contact as opposed to surface contact and the curvature of the strip will be smaller than the curvature of the roll in this point. The fast and precise prediction
of the actual strip curvature distribution is therefore of high relevance to a reliable design of tension leveling machines.

2 STATE OF THE ART & PROBLEM STATEMENT

First works dealing with aspects of the tension leveling process date back to the 1950s and 1960s. At that time it was common in the scientific community to assume that the strip would approach the curvature of the process-rolls in all strip/roll contact points (cp. e.g. [2]). In the early 1970s, Sheppard and Roberts [3] were among the first researchers to state that the actual bending radius of the strip in the contact point can be significantly larger than the radius of the roll. In the mid 1970s, first attempts were made to empirically predict the strip curvature at those rolls, where line contact occurs [4].

Hoffmann [5] proposed in his PhD thesis a basic, iterative model for the geometrical fitting of the strip curvature distribution in a given roll system. Applying certain simplifications and restrictions, a prediction for the shape of the strip bending line could be made for different strip dimensions, materials and roll settings.

With the emergence of sufficiently fast mainframes in the late 1990s, the Finite Element Method (FEM) allowed for the numerical determination of the strip curvature distribution. However, due to their excessive calculation times, most FEM analyses presented in the literature still require problematic trade-offs between the model’s significance and the computational cost efficiency and can therefore only be used to simulate few selected tension leveling scenarios.

Nowadays, in many cases, tension leveling designs and roll adjustment strategies are based on computationally expensive but still rough offline calculation models, which have to be supplemented by trial and error procedures during the operation. In order to improve the design of tension leveling machines, precise numerical methods are essential. Key objectives of adequate models are the determination of the strip bending line, the analysis of the reaction forces at the bending rolls, the required level of tension, the tension losses due to plastic deformation as well as the power requirements of the drives (which was elaborately analyzed by the authors in an associated research project, cp. [6]).

3 CHALLENGES USING COMMERCIAL FINITE ELEMENT PACKAGES

Finite Element Models yield all key results, but require unacceptable computational costs. It could be shown in detailed analyses that both 3-D and 2-D (plane strain) simulations, and both continuum and structural modeling concepts yield comparable and reliable simulation results [7].

The numerical simulation of the tension leveling process utilizing commercial FEM packages is particularly challenging, as the strip is deformed simultaneously at different small regions along its bending line. This sequence of small elasto-plastic deformations has to be treated as a coupled whole. Hence, in a Lagrangian formulation (where mesh and material are coupled throughout the deformation process), the simulated strip has to
be several times longer than the length of the leveler’s process-unit and the mesh needs to be finely discretized along this entire strip length.

Large numbers of nodes and degrees of freedom, severely non-linear contact characteristics (hard and frictionless, with frequent contact updates), a non-linear constitutive law (elasto-viscoplastic, path-dependent, including the Bauschinger effect) and large strip rotations cause unacceptable simulation runtimes (in the range of a few days for already optimized, but still significant FEM models on modern mainframes) – making such models inappropriate as efficient dimensioning tools for industrial applications.

4 PARAMETRIC SHAPE FUNCTION (PSF) MODEL

To reduce the unacceptable computational costs of FEM simulation models, a novel modeling approach was pursued. On account of an in-depth analysis of the physical correlations relevant for the tension leveling process, appropriate parametric shape functions (PSF) could be identified, which describe both the strip’s geometry (i.e. its curvature) and the strain state of the centerline along the Eulerian (i.e. actual) arc length of the strip. The bending line is determined in 2-D (plane strain) employing a drastically reduced number of degrees of freedom as compared to concepts based on commercial FEM software packages (as discussed above).

5 PROPOSED ARBITRARY LAGRANGIAN-EULERIAN FORMALISM

When handling the investigated problem, the application of the Arbitrary Lagrangian-Eulerian (ALE) theory is very advantageous. In the ALE referential formulation, the mesh speed $\hat{v}$ can be chosen arbitrarily, which is a fundamental difference to both the Lagrangian material formulation (where the mesh speed equals the material speed $\hat{v} = v$) and the Eulerian spatial formulation (where the mesh speed is zero $\hat{v} = 0$).

Any arbitrary position along the bending line of a strip can be denoted in the ALE, the Lagrangian and in the Eulerian formulation. In the Lagrangian material-based formulation, the reference is the undeformed centerline of the strip, denoted as the material-fixed arc length coordinate $S$. In the Eulerian space-based formulation, the arc length is measured along the actual deformed centerline of the strip, which is represented as the space-fixed arc length coordinate $s$. The “axial stretch” $\lambda_{11,CL}$ follows as differential mapping from the Lagrangian to the Eulerian domain at time $t$

$$ds = \lambda_{11,CL} \cdot dS = (1 + \varepsilon_{11,CL}) \cdot dS$$

and depends on the tangential centerline strain $\varepsilon_{11,CL}$. Let us now introduce a special ALE reference system with an ALE referential coordinate $\chi$ along the undeformed centerline of the strip (cp. Figure 3). The referential coordinate $\chi$ of a certain material point (described by $S$ in the Lagrangian material-based reference system) is expressed as “particle name difference”

$$\chi(S, t) = S - S_Q(t),$$
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therefore,
\[ d\chi = dS \quad \text{and} \quad \frac{\partial}{\partial \chi} \bigg|_t = \frac{\partial}{\partial S} \bigg|_t. \] (3)

The actual position of this point along the Eulerian space-based arc length \( s \) follows from the integration of Equation 1 as
\[ s(S, t) = \int_{S_{Q(t)}}^{S} \lambda_{11,CL}(\tilde{S}, t) \cdot d\tilde{S}. \] (4)

In Equations 2 and 4, \( S_{Q(t)} \) refers to the time-dependent material-based “particle name”, which – at time \( t \) – enters the system at the Eulerian (hence, space-fixed) inlet surface \( Q \).

According to the correlations presented in [1], the function \( \varphi \) denotes the nonlinear mapping from the Lagrangian material domain to the Eulerian spatial domain, the function \( \Phi \) represents the nonlinear mapping from the ALE referential domain to the Eulerian spatial domain and the function \( \Psi \) designates the linear mapping from the ALE referential domain to the Lagrangian spatial domain (cp. Figure 4).

Lagrangian \( \rightarrow \) Eulerian: \( \varphi : (S, t) \mapsto \varphi(S, t) = (s, t) \) (5)
ALE \( \rightarrow \) Eulerian: \( \Phi : (\chi, t) \mapsto \Phi(\chi, t) = (s, t) \)
ALE \( \rightarrow \) Lagrangian: \( \Psi : (\chi, t) \mapsto \Psi(\chi, t) = (S, t) \),
then the mapping $\varphi$ can be expressed by $\Phi$ and $\Psi$ as

$$(s, t) = \varphi(S, t) = \Phi(\chi, t) = \Phi(\Psi^{-1}(S, t)),$$

with

$$\varphi(S, t) = \left( \int_{S_Q}^S \lambda_{11,CL}(\tilde{S}, t) \cdot d\tilde{S} \right), \quad \Phi(\chi, t) = \left( \int_0^\chi \lambda_{11,CL}(\tilde{\chi}, t) \cdot d\tilde{\chi} \right),$$

and $\Psi^{-1}(S, t) = \left( S - S_Q(t) \right)$.

The derivatives of $\varphi$ with respect to the Lagrangian material based arc-length $S$ and time $t$ follow from Equation 6 as

$$\frac{\partial \varphi(S, t)}{\partial (S, t)} = \frac{\partial \Phi}{\partial (\chi, t)} : \frac{\partial \Psi^{-1}}{\partial (S, t)},$$

which can be re-written in matrix notation as

$$\begin{pmatrix} \frac{\partial s}{\partial S} | v \\ 0 | 1 \end{pmatrix} = \begin{pmatrix} \frac{\partial s}{\partial \chi} | \hat{v} \\ 0 | 1 \end{pmatrix} \cdot \begin{pmatrix} \frac{\partial \chi}{\partial S} | w \\ 0 | 1 \end{pmatrix},$$

with

$$\hat{v} = \frac{\partial s}{\partial t} | \chi = \int_0^\chi \frac{\partial \lambda_{11,CL}}{\partial t} | \tilde{\chi} \cdot d\tilde{\chi} \quad \text{and} \quad w = \frac{d\chi}{dt} | S = -\frac{dS_Q}{dt},$$

where $v$ denotes the material speed, $\hat{v}$ represents the nodal speed and $w$ describes the referential material velocity (i.e. the change rate of the “position” of a certain material particle $S$ in the ALE referential coordinate system $\chi$).

Block multiplication of Equation 9 using Equation 10 leads to

$$v = \frac{\partial s}{\partial t} | S = \hat{v} + \frac{\partial s}{\partial \chi} \cdot w = \int_0^\chi \frac{\partial \lambda_{11,CL}}{\partial t} | \tilde{\chi} \cdot d\tilde{\chi} + \lambda_{11,CL} \cdot w,$$

which can be transformed into the definition of the convective velocity $c$ (cp. again [1]), which follows as
\[ c = v - \dot{v} = \frac{\partial s}{\partial \chi} \cdot w = \lambda_{11,CL} \cdot w. \]  

(12)

Note that the convective speed \( c \) will only coincide with \( w \) if \( ds/dS = 1 \), implying that the mapping is purely translational, i.e. not exhibiting any axial stretches. Furthermore, the nodal speed \( \dot{v} \) will vanish under steady state conditions for this special ALE formulation, as \( \partial \lambda_{11,CL}/\partial t |_{\chi \in [0,\chi_{END}]} = 0 \) in a steady state. Hence, in the considered steady state, the material speed and the convective speed coincide (\( v = c \)). The material time derivative of a physical distribution \( f = f^{LAG}(S,t) = f^{EUL}(s,t) = f^{ALE}(\chi,t) \) along the strip’s bending line can be written as

\[
\frac{df}{dt} = \left( \frac{\partial}{\partial t} \right)_{S} f^{LAG} = \left( \frac{\partial}{\partial t} \right)_{s} + v \cdot \frac{\partial}{\partial s} \right) f^{EUL} = \left( \frac{\partial}{\partial \chi} + w \cdot \frac{\partial}{\partial \chi} \right) f^{ALE}.
\]  

(13)

The ALE steady state condition follows as

\[
\frac{\partial f}{\partial t} |_{\chi} = \left( \frac{1}{\lambda_{11,CL}} \cdot v - w \right) \cdot \frac{\partial f}{\partial \chi},
\]  

(14)

which illustrates that the time derivatives at any ALE reference coordinate \( \chi \) must vanish in the considered steady state employing the presented special ALE description.

In special physical scenarios, the presented ALE formulation may be directly transformed either into a purely Lagrangian or into a purely Eulerian formulation.

For the Lagrangian formulation, \( S_{Q}(t) = \text{const.} \) In this case, the derivative \( \partial \Psi^{-1}/\partial(S,t) \) reduces to the identity matrix \( I \) and Equation 8 turns into \( \partial \varphi/\partial(S,t) = \partial \Phi/\partial(\chi,t) \), which requires that \( \chi \equiv S - \text{const.} \) The ALE domain changes into a purely Lagrangian formulation, where the material referential velocity as well as the convective velocity are zero \( (w = c = 0) \), and the material speed and the mesh speed coincide \((v = \dot{v})\).

In the Eulerian formulation, \( ds/d\chi = \lambda_{11,CL} = 1 \) and \( \chi \equiv s \). Analogously to above, the derivative \( \partial \Phi/\partial(S,t) \) reduces to the identity matrix \( I \) and Equation 8 turns into \( \partial \varphi/\partial(S,t) = \partial \Phi^{-1}/\partial(S,t) \). For this special case, the ALE domain changes into a purely Eulerian formulation, where the actual material speed \( v \) equals both the convective speed \( c \) and the material referential velocity \( w \) \((v = c = w)\), and where the mesh speed \( \dot{v} \) is zero \((\dot{v} = 0)\) even in the transient phase of the simulation.

6 PARAMETERIZATION

Appropriate Parametric Shape Functions are essential both for the strip curvature \( \kappa \) and the centerline strain \( \varepsilon_{11,CL} \) distributions.
\[ \kappa = \frac{d\theta}{ds} \quad \text{and} \quad \varepsilon_{11,CL} = \lambda_{11,CL} - 1 = \left\| \frac{dx}{d\chi} \right\| - 1, \quad (15) \]

where \( \theta \) denotes the strip section angle and \( x(\chi) \) the strip centerline in real space. The section angle \( \theta \) determines the direction of the strip’s tangential unit vector \( \hat{t} = (\cos \theta, \sin \theta)^T \) as well as of the strip’s normal vector \( \hat{n} = (-\sin \theta, \cos \theta)^T \). The Bernoulli-Euler beam theory is applied here, which requires that plane strip cross-sections remain plane and normal to the strip centerline throughout the deformation.

The nodal interpolation scheme (i.e., the order of the shape functions used in between the parametric sampling points at the nodes) must be chosen carefully to comply with the fundamental correlations of the local equilibrium conditions in curved rods. As outlined in [8], the distribution of the bending moment \( M(s) \) along the actual Eulerian arc length \( s \) must be continuous within the process unit of a tension leveler, however, the first derivative \( dM/ds \) of the bending moment with respect to the arc length, as well as the shear force distribution \( F_{12}(s) \) are typically discontinuous at the contact areas. The distribution of the concentrated tangential strip force \( F_{11}(s) \) is typically continuous, if the rolls are not driven.

Presuming a continuous, path-dependent, elasto-viscoplastic constitutive law (excluding special phenomena like a pronounced yield strength, recrystallization processes, crack formations, etc.), then arbitrarily small tangential strip force and bending moment variations are the result of arbitrarily small cross-section strain variations. In this case, the continuity condition of the bending moment distribution \( M(s) \) can be extended to the strip curvature distribution \( \kappa(s) \), and the continuity condition of the tangential force distribution \( F_{11,CL}(s) \) also applies to the strip centerline strain distribution \( \varepsilon_{11,CL} \).

### 7 PRINCIPLE OF VIRTUAL WORK

The principle of virtual work is employed in order to identify the parameter set that matches the solution. Only for this parameter set, the virtual internal strain energy \( \delta U \) equals the virtual work of the external forces \( \delta W \), hence, the principle of virtual work can be written as

\[
\delta U - \delta W = 0 = \sum_{i=1}^{n} \delta P_i \cdot \left( \int_{0}^{l_0} \left( F_{11} \cdot \frac{\partial \varepsilon_{11,CL}}{\partial P_i} + M \cdot \frac{\partial \kappa}{\partial P_i} \right) \cdot d\tilde{\chi} \right)_{\text{virt. internal strain energy}} - \sum_{j=1}^{k} F_{\text{EXT},j} \cdot \frac{\partial x_{\text{EXT},j}}{\partial P_i} \cdot \left( q \cdot \frac{\partial x}{\partial P_i} \right) \cdot d\tilde{\chi}_{\text{virt. work of distr. loads}},
\]
where $P_i$ denote the shape function parameters ($i \in [1,n]$, with $n$ parameters in total), $l_0$ represents the modeled, undeformed strip length ($\chi \in [0,l_0]$), $F_{\text{EXT},j}$ (with $j \in [1,k]$) designate the concentrated external forces at the material points $\mathbf{x}_{\text{EXT},j}$ and $q(\chi)$ represents the distributed loads along the bending line $\mathbf{x}(\chi)$. Distributed loads may arise from inertial and gravitational effects and can be computed as

$$q(\chi) = -\rho^*(\chi) \cdot (\hat{e}_y \cdot g + \hat{n}(\chi) \cdot [v(\chi)^2 \cdot \kappa(\chi)]),$$

where $\rho^*$ denotes the local mass per unit of strip length ($\rho^*(\chi) = \rho \cdot b \cdot h(\chi)$ – with strip width $b$ and strip thickness $h$), where $\hat{e}_y$ represents the unit vector in the global $y$-direction, and where $g$ stands for the gravitational constant.

### 8 CONTACT FORMULATION

In order to include nodal contact into the principle of virtual work, the undisturbed system is extended by a contact term $\delta W_C$ (hence, $\delta U - \delta W - \delta W_C = 0$).

Strip/roll contact is established at selected nodes by employing the Lagrange Multiplier method. A contact identification algorithm detects those nodes that penetrate one of the rolls. At these nodes, contact forces are determined by the additional Lagrangian parameter $\lambda_{C,a}$ ($a \in [1,c]$ for $c$ contact nodes).

The contribution to the virtual work can be written as

$$\delta W_C = \sum_{i=1}^{n} \delta P_i \cdot \left( \sum_{a=1}^{c} \left( F_{C,a} \cdot \frac{\partial x_C(\chi_a)}{\partial P_i} + \frac{\partial F_{C,a}}{\partial P_i} \cdot c_a \right) \right),$$

where the nodal contact force $F_{C,a}$ must be normal to the strip centerline, as frictionless strip/roll contact is assumed

$$F_{C,a} = \lambda_{C,a} \cdot \hat{n}(\chi_a) \quad \text{and} \quad \frac{\partial F_{C,a}}{\partial P_i} = \frac{\partial \lambda_{C,a}}{\partial P_i} \cdot \hat{n}(\chi_a) - \lambda_{C,a} \cdot \frac{\partial \theta}{\partial P_i} \cdot \hat{t}(\chi_a).$$

The contact condition $c_a$ (i.e. the side condition for the geometric distance, which vanishes when the contact is established) can be written as the following kinematic constraint

$$c_a = x_{C,a} - x_{R,a} - \varpi_a \cdot r_a \cdot \hat{n}(\chi_a),$$

where $x_{C,a}$ denotes the position of the node in contact, $x_{R,a}$ the center of the respective roll in contact, $\varpi_a$ the contact orientation ($\varpi_a = 1$ if the strip normal vector $\hat{n}(\chi_a)$ points in the direction of the respective roll’s center point, and $\varpi_a = -1$ if $\hat{n}(\chi_a)$ points into the opposite direction) and where $r_a$ represents the respective roll radius.

### 9 PRESENTATION OF SELECTED RESULTS

A self-developed and customized simulation prototype (implemented in MATLABTM) can now be used instead of computationally expensive FEM simulations (based on commercial Finite Element packages). The CPU times for typical tension leveling scenarios
could be reduced from some days (using commercial Finite Element packages) to a few minutes (employing the self-developed PSF model).

Due to the advantageous parameterization along the referential ALE arc length of the bending line, large strip rotations (of more than 180°) can be handled without any problem. Both line contact (where the peak curvature of the strip is smaller than the curvature of the respective roll and therefore has to follow from the simulation) and surface contact (where the strip’s curvature adopts the curvature of the respective roll) can be handled by the implemented contact algorithm.

Figure 5 depicts the simulation results of a roll unit, where metal strip is deflected under high tension around two undriven rolls of large diameters. From the strip bending line (top left image in Figure 5) it follows that the strip is deflected twice by more than 180° as it runs around the rolls. The strip curvature distribution diagram (top right image in Figure 5) exhibits the typical plateaus, where the strip’s curvature is restricted by the curvature of the roll as upper bound (the roll radius is 640 mm in this case, hence the strip’s curvature cannot exceed $1.6 \cdot 10^{-3} \text{ mm}^{-1}$). The bottom left diagram in Figure 5 depicts the residual strain distribution across the strip thickness, after the strip was bent twice around both rolls. Note that the plastic compression at the bottom strip surface...
Figure 6: Strip curvature and tangential plastic centerline strain for a typical tension leveling scenario.

is due to the consideration of the material's Bauschinger effect: after first elasto-plastic strains have occurred at the strip bottom surface fibers (near the contact point with roll 1), the yield strength of the material is reduced when the direction of the deformation is inverted from tension to compression (at roll 2). The contact force distribution diagram (bottom right image in Figure 5) clearly displays the single contact force peaks at the beginning and at the end of each strip/roll contact (labels 1 - 4) as well as the evenly distributed sectional shear force \( f_{12} \) (proportional to the roll radius and the tangential strip force \( F_{11} \) – cp. [8]) within the surface contact zone.

Figure 6 illustrates some simulation results of typical strip deformations within the process unit of an industrial tension leveler. The red line illustrates the tangential strip strain distribution, the green line shows the strip curvature distribution. Those strip segments along the bending line, which exhibit plastic deformation, are highlighted as bold lines. It becomes obvious that the largest tangential plastic strains occur within the curved strip segments before the process-rolls (labels “B”, “C”, “D” and “E” in Figure 6). Minor plastifications can be observed after process-rolls “C” and “E” as well as near guide-roll “A” and anti-crossbow roll “G”. From Figure 6 it becomes obvious, that less than 20 % of the strip length in the process unit are deformed plastically in typical steady state scenarios of the tension leveling process.

10 CONCLUSIONS

A thorough analysis of the physical correlations and mechanical aspects of tension leveling scenarios is essential for the reliable and accurate design of the tension leveling processes, machines and controls. The presented self-developed simulation prototype is based on a special Arbitrary Lagrangian-Eulerian formulation and employs the Principle of Virtual Work. Due to its optimized simulation algorithms and the decoupling of the nodal from the material movement, it allows for short simulation runtimes (within the range of a few minutes).

The model is currently used in large-scale parametric studies in the design phase of industrial tension levelers. The direct benefits gained from the model are minimized plant
investments, better plant performance as well as a reduction of energy costs.

ACKNOWLEDGEMENT

This research project was carried out within the framework of the “Austrian Center of Competence in Mechatronics” (ACCM), a K2 center of the COMET program, which is carried out by FFG and is supported by the Austrian Federal Government (the Federal Ministry for Transport, Innovation and Technology and the Federal Ministry of Economy, Family and Youth), by the Province of Upper Austria, as well as by the Company Partners and Scientific Partners of ACCM.

The authors gratefully acknowledge the continuous and comprehensive support of Siemens VAI in this research project.

REFERENCES


ANALYSIS OF PROFILE AND FLATNESS IN FLAT HOT ROLLING
BASED ON NON LINEARLY COUPLED MODELS FOR ELASTIC
ROLL STACK DEFLECTION AND PSEUDO-STeady-state
ELASTO-VISCOPLASTIC STRIP

ALEXANDER KAINZ*, MARKUS WIDDER†, ERIK PARTEDER‡, GERALD HEIN*,
KARL SCHÖRKHubER*, KLAUS ZEMAN*

* Institute of Computer Aided Methods in Mechanical Engineering, Johannes Kepler University of
Linz, Altenbergerstr. 69, A - 4040 Linz, Austria.
E-mail: alexander.kainz@jku.at - Web page: http://came.mechatronik.uni-linz.ac.at

† Siemens VAI Metals Technologies GmbH & Co, Turmstr. 44, A-4031 Linz, Austria
E-mail: markus.widder@siemens.com - Web page: http://www.siemens-vai.com

‡ voestalpine Grobblech GmbH, voestalpine-Str. 3, A-4020 Linz, Austria.
E-mail: erik.parteder@voestalpine.com - Web page: http://www.voestalpine.com/grobblech/en.html

* voestalpine Stahl GmbH, voestalpine-Str. 3, A-4020 Linz, Austria
E-mail: gerald.hein@voestalpine.com - Web page: http://www.voestalpine.com/stahl/en.html

Key words: Flat Hot Rolling, Bulk Forming, Profile and Flatness, Elastic Roll Stack, Strip
Profile Transfer, Incompatible Residual Strains.

ABSTRACT. An enhanced iterative concept for the effective numerical simulation of flat hot
rolling processes is presented. The underlying physical process is the forming of metal within
a flat rolling stand, i.e. between a lower and an upper roll set, each of them consisting of one
or more rolls. The strip material is described elasto-viscoplastically, whereas the roll stack is
deformed elastically. The accurate coupling of the strip model with the routines for the elastic
roll stack deflection is a precondition to get reliable results concerning profile transfer and
incompatible residual strains inside the strip, which allows the prediction of flatness defects,
such as buckling. Especially for thin, wide strips and heavy plates, where the aspect ratio
width over thickness is extremely unfavourable, the determination of profile transfer and
flatness obviously leads to extremely high calculation times with commercial FEM-programs.
Therefore, a tailor-made FEM-code for the efficient simulation of the elasto-viscoplastic
material flow inside the roll gap was developed and programmed in C++. It is based on
pseudo-steady-state, fully implicit stress-update approaches, where the incremental material
objectivity is satisfied exactly. The developed model is well suited for systematic parameter
studies to investigate flatness defects in more detail and to develop enhanced flatness criteria
for thin hot and cold strips and plates.
1 INTRODUCTION AND SURVEY

For optimization and control, the development of highly sophisticated mathematical offline and online models in both hot and cold flat rolling is a vital precondition for manufacturing high quality products satisfying even the most challenging tolerance demands. Control of strip crown and shape can be considered to be among the most important technologies in flat rolling of strip and plate. Although the analysis of transient and steady-state rigid-viscoplastic and elasto-viscoplastic forming processes is not new (cf. e.g. [1–7], 13, 14), the high customer demands concerning productivity and product quality are the reason, why it is of utmost importance to attain a better understanding of the underlying process details, which requires highly sophisticated formalisms and optimized numerical simulation concepts and their application to process optimization and control purposes. During the last three decades, great efforts have been paid to competitive developments of new technologies to reduce or avoid profile errors and shape defects [11, 12]. The theoretical understanding of the underlying material flow behavior is the crucial foundation for the development of improved calculation tools for strip crown and shape evaluation in order to better meet the "offline task" of designing new machines including actuators and the "online challenge" of guiding and controlling flat rolling processes.

The accurate and reliable prediction of lateral flow and strip spread can be considered to be one of the essential objectives of (steady-state) flat hot rolling simulations. It enables the pre-calculation of strip profile (thickness over width), of profile transfer functions, and relative strip crown changes [11, 12]. For the prediction of the material flow behavior of wide strips and plates in hot and cold rolling, highly sophisticated procedures are essential, which are able to couple the deformation of the rolled stock with the elastic response of the rolls. Especially for thin, wide strips, where the aspect ratio width over thickness is extremely unfavorable, the determination of profile transfer and flatness obviously leads to extremely high calculation times of several days with commercial FEM-programs, in particular, when the elasto-plastic strip models have to be coupled with elastic roll stack deflection models. Some critical details concerning the underlying formalism of the self-developed customized simulation models will be outlined in this paper.

The tailor-made FEM-code for the efficient simulation of the elasto-viscoplastic material flow inside the roll gap is based on pseudo-steady-state and fully implicit stress-update approaches (cf. e.g. [6, 7]), where the incremental material objectivity is satisfied exactly. Special emphasis was put on the coupling of strip models with routines for the elastic roll stack deflection [8], which is a precondition to get reliable results concerning strip profile transfer and residual strain and stress distributions inside the strip [9, 10]. Such data allow the evaluation of strip-flatness based on buckling analysis and of the effectivity and adjustment ranges of profile and flatness actuators [11, 12]. The model is well suited for systematic parameter studies to investigate flatness of strips and plates in more detail and to develop enhanced flatness criteria for thin hot and cold strips. Of particular interest is the dependence of the longitudinal stress and strain distributions and of the corresponding specific rolling force-distributions across the strip width on the underlying constitutive elasto-viscoplastic laws including work hardening and softening between consecutive passes.

The basic geometry of the rolling process under consideration consists of two rotating work rolls, which are supported by backup rolls (i.e. quarto flat rolling stand) and reduce the
thickness of the incoming steel strip or plate. During the rolling process, a considerable amount of force is exerted on the roll assembly, which deforms the rolls accordingly. Of particular interest is the pressure distribution between strip and work roll and also between backup roll and work roll to determine the actual elastic deformation of the roll assembly. The total elastic deformation of the roll stack can be determined very effectively and accurately by solving the 3D elastic Lame equations according to the method developed and patented by Siemens-VAI [8]. The determination is performed in cylindrical coordinates and utilizes systematic Fourier series expansions [16, 17]. As is well known [18] it suffices for hot rolling scenarios to take into account merely the radial surface displacement function \( u_r \) to describe the deformed work roll surface adequately.

2 DISCUSSION OF THE UNDERLYING COUPLING CONCEPT

Due to the high non-linearity of the whole problem, the coupling between roll stack and rolled stock has to be performed iteratively. The contact stress distribution resulting from the strip model serves as input for the determination of the deformed work roll surface, which can be performed very accurately and effectively by applying appropriate analytical and numerical methods. The new deformed work roll surface represents the “flow channel” for the next calculation step of the strip model. The routines for the elastic roll stack deflection have to be coupled with the modules for the strip-behavior via the a priori unknown deformed contact surface between the strip and work roll. Both the deformed contact surface and the corresponding 2D contact stress distribution have to be determined consistently and result from the coupling between the models for the strip and the roll-stack. The accurate coupling of the strip models with the routines for the elastic roll stack deflection is a precondition to get reliable results concerning profile transfer and residual stresses (cf. [9-12]) inside the strip, which allows the prediction of flatness defects, such as strip buckling.

A systematic, iterative calculation concept is taken into consideration to treat the highly non-linear coupling between deformable bodies in metal forming in an efficient and accurate manner. For prescribed contact surface geometry, the strip-model determines the contact stress distribution in real space, which serves as input distribution for the roll stack deflection model. The resulting new work roll surface contour serves as new contact surface geometry, thus, enabling the strip model to perform the next iteration step. As the roll stack model is based on the theory of linear elasticity [16, 17] (but includes the non-linear contact between work- and backup-rolls), the load is applied onto the undeformed reference configuration. This necessitates a back-transformation of the real-space contact stress distribution onto an undeformed cylindrical surface, which will be performed systematically in the next section. The transformation concept is based on the postulation that infinitesimal surface traction vectors transform covariantly, analogously to the coordinate differentials. Therefore, it suffices to determine the underlying deformation gradient [1-5], which essentially generates this highly non-linear transformation. To actually perform the contact stress transformation, the knowledge of the radial surface displacement function \( u_r \) does not suffice to determine the full deformation gradient, as the partial derivatives \( \partial u_r / \partial r \) evaluated at the surface \( r = R \) are required as well. The determination of both \( u_r \) and the corresponding radial strain \( \partial u_r / \partial r \)
3 NON-LINEAR CONTACT MAPPING CONCEPT

The two-dimensional contact pressure distribution (both normal contact stress and tangential shear stresses) between strip and work roll, which can be calculated by an adequate strip-FE model for a given “flow-channel” (i.e. the deformed work roll contour), serves as input quantity for the determination of the corresponding elastic roll stack deformation. As pointed out above, a non-linear mapping of the contact stress distribution onto non-deformed (i.e. cylindrical) work roll boundaries has to be performed. This transformation of stress distributions between an Eulerian configuration (actually deformed real space scenario) and a corresponding Lagrangian (i.e. undeformed scenario) can be performed systematically by the transformation concept outlined in this section.

The undeformed reference configuration corresponding to an undeformed cylindrical work roll, which serves as Lagrangian (upper index L) reference configuration here, can be represented in adequate cylindrical coordinates as

\[
\mathbf{x}^{(L)}(r, \vartheta, y) = \left( \begin{array}{c} x_c - r \sin \vartheta, \\ y, \\ z_c - r \cos \vartheta \end{array} \right),
\]

where \( r = \sqrt{(x-x_c)^2 + (z-z_c)^2} \) is the distance from the axis of the cylinder, \( y \) designates the lateral coordinate (direction of the axis of the undeformed cylinder) and \( \vartheta \) is the angular coordinate in azimuthal direction. Surface evaluations are performed at the value \( r = R \), where \( R \) denotes the undeformed work-roll radius. Obviously, the undeformed centre-line of the cylinder is represented by \( y \rightarrow (x_c, y, z_c) \).

A suitable parameterization of the actually deformed configuration, i.e. the Eulerian (upper index E) representation reads

\[
\mathbf{x}^{(E)}(r, \vartheta, y) = \left( \begin{array}{c} x_c - \left[ r + u_r(r, \vartheta, y) \right] \sin \vartheta, \\ y, \\ z_c - \left[ r + u_r(r, \vartheta, y) \right] \cos \vartheta \end{array} \right),
\]

where only the radial displacement field \( u_r(r, \vartheta, y) \) will be taken into account to describe the deviation from the undeformed reference configuration, which suffices for hot rolling scenarios. The transformation rule between the Eulerian (E) and Lagrangian (L) coordinates is given by the deformation gradient \( \mathbf{F} \) (3\times3 - matrix), which is defined by utilizing coordinate differentials as follows

\[
d\mathbf{x}^{(E)} = \mathbf{F} \ d\mathbf{x}^{(L)}.
\]

Taking into account that the cylindrical coordinate differentials \( (dr, d\vartheta, dy) \) can be represented in terms of the Cartesian Lagrangian coordinates according to

\[
\begin{pmatrix}
    dr \\
    d\vartheta \\
    dy
\end{pmatrix} = \begin{pmatrix}
    -\sin \vartheta & 0 & -\cos \vartheta \\
    -\cos \vartheta r & 0 & \sin \vartheta r \\
    0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
    dx^{(L)} \\
    dy^{(L)} \\
    dz^{(L)}
\end{pmatrix}
\]
leads directly to the explicit representation of the deformation gradient \( \bar{F} \) as a function of the cylindrical coordinates

\[
\begin{pmatrix}
-\sin \theta & -\frac{\cos \theta}{r} & \frac{\partial x^{(E)}}{\partial r} \\
\cos \theta & \frac{\sin \theta}{r} & \frac{\partial x^{(E)}}{\partial \vartheta}
\end{pmatrix}
\begin{pmatrix}
-\sin \theta & 1 & 0 \\
\cos \theta & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\frac{\partial x^{(E)}}{\partial r} & \frac{\partial x^{(E)}}{\partial \vartheta} & \frac{\partial x^{(E)}}{\partial \rho}
\end{pmatrix},
\]

(5)

where the involved partial derivatives of Eulerian coordinates in Equation 5 can be represented in terms of the radial displacement field \( u_r (r, \vartheta, \rho) \), e.g.

\[
\frac{\partial x^{(E)}}{\partial r} = \left[ -1 + \frac{\partial u_r}{\partial r} \right] (\sin \theta).
\]

(6)

The deformation gradient \( \bar{F} \) directly serves as basic operator to determine the transformation behaviour of covariant vector differentials, such as Eulerian and Lagrangian surface traction vectors, denoted by \( \bar{p}^{(E)} \) and \( \bar{p}^{(L)} \), respectively. As covariant vectors transform analogously to coordinate differentials represented in Equation 4, the underlying transformation rule reads

\[
d d \bar{p}^{(E)} = \bar{F} d \bar{p}^{(L)} \rightarrow d \bar{p}^{(L)} = \bar{F}^{-1} d \bar{p}^{(E)},
\]

(7)

where the infinitesimal Eulerian and Lagrangian force vectors are given by

\[
d \bar{p}^{(E)} = dS^{(E)} \bar{p}^{(E)} = dS^{(E)} \left\{ \sigma^{(E)}_N \hat{N}^{(E)} + \bar{\sigma}^{(E)}_r \right\}
\]

(8)

\[
d \bar{p}^{(L)} = dS^{(L)} \bar{p}^{(L)} = dS^{(L)} \left\{ \sigma^{(L)}_N \hat{N}^{(L)} + \bar{\sigma}^{(L)}_r \right\},
\]

(9)

where \( dS^{(L)} \) and \( dS^{(E)} \) denote the infinitesimal surface elements, on which \( \bar{p}^{(E)} \) and \( \bar{p}^{(L)} \) are acting. The vectors \( \hat{N}^{(L)}, \hat{N}^{(E)} \) are normal vectors to these surface elements, hence, \( \hat{N}^{(E)} \cdot \bar{\sigma}^{(E)}_r = 0 \) and \( \hat{N}^{(L)} \cdot \bar{\sigma}^{(L)}_r = 0 \).

Note that the infinitesimal surface vectors transform in a contravariant manner leading to

\[
d \bar{S}^{(E)} = J \bar{F}^{-1} d \bar{S}^{(L)}
\]

(10)

with the functional determinant of the deformation gradient \( J = \det(\bar{F}) \).

By taking the scalar product between covariant and contravariant vector differentials, one is immediately led to the representation

\[
(d \bar{p}^{(E)} \cdot d \bar{S}^{(E)}) = J (d \bar{p}^{(L)} \cdot d \bar{S}^{(L)})
\]

(11)

directly yielding the following scalar relation between the Eulerian and Lagrangian contact stress values

\[
\sigma^{(E)}_N \left( dS^{(E)} \right)^2 = J \sigma^{(L)}_N \left( dS^{(L)} \right)^2.
\]

(12)
Equation 12 enables the determination of the Lagrangian normal contact stress distribution, provided that the corresponding Eulerian values are known. Note that the knowledge of the Eulerian normal contact stress distribution \( \sigma_N^{(E)} \) suffices to determine the Lagrangian counterpart \( \sigma_N^{(L)} \), i.e. this quantity is not directly influenced by the Eulerian shear stress distribution \( \sigma_T^{(E)} \). A more detailed analysis based on Equation 12, yields the following explicit representation in terms of the (inverse and transposed) deformation gradient \( F^T \), evaluated at the surface \( r=R \) (i.e. the radial surface strains) are required explicitly to determine the deformation gradient \( \tilde{F} \). By utilizing sophisticated mathematical methods, essential details of which will be published in a subsequent paper, an analytical formula could be derived, which is valid exactly for planar surfaces and still a highly satisfactory approximation for cylindrical (i.e. curved) surfaces, at least for localized normalized contact stress distributions \( \sigma_N(\vartheta, y) \), as is the case for flat rolling of metal strip:

\[
\frac{\partial u_r}{\partial r}(r=R, \vartheta, y) \equiv \frac{(1+v)(1-2v)}{E} \sigma_N(\vartheta, y) .
\]

This formula for the determination of the radial surface strain is applied directly in numerical calculations and enables the correct non-linear mapping of the Eulerian contact stress distribution onto the Lagrangian frame of reference.

4 ELASTO-VISCOPLASTIC STRIP MODELING CONCEPT

For the numerical simulation of steady-state elasto-viscoplastic rolling processes, especially for thin wide strips, standard incremental approaches based on updated Lagrangian concepts are not very efficient and lead to very high calculation times. Therefore, an effective customized pseudo-steady-state algorithm was implemented, some basic ideas of which were proposed some years ago by Hacquin et al. [7]. The global algorithm is based on an iterative calculation of the stress and velocity fields inside the strip. The strip model is coupled with a consistent determination of the flow channel geometry (i.e. work roll surface) resulting from the deformation of the work roll surface loaded by the 2D-contact stress distribution obtained from the preceding strip calculation step.

The elasto-viscoplastic constitutive law is based on the Prandtl-Reuss decomposition of the total rate of deformation tensor \( \tilde{D}^{(\text{tot})} = \tilde{D}^{(\text{el})} + \tilde{D}^{(\text{pl})} \) into elastic and plastic parts, where the plastic part behaves incompressible for metal forming processes (at least in very good approximation), i.e. \( \text{tr}(\tilde{D}^{(\text{pl})}) = 0 \). For elastic parts, isotropic linear behaviour is assumed, whereas the plastic parts are treated according to Levy-Mises. For incremental constitutive laws, the stress-update has to be performed along material streamlines. For fixed velocity-field and steady-state particle run-time values \( \Delta t_{(n \rightarrow n+1)} \), between successive Gauss-integration points, denoted by \( n \) and \( (n+1) \), the new Cauchy stress-values can be determined according to the fully implicit prescription in Equation 15, which satisfies exactly the required incremental material objectivity (i.e. corotational stress formulation) even for large local rotations:
\[
\bar{\sigma}_{n+1} \equiv \exp\{\tilde{W}_{n+1}\Delta t\} \bar{\sigma}_n \exp\{-\tilde{W}_{n+1}\Delta t\} + \Delta t \bar{\sigma}^O_{(n\rightarrow n+1)} .
\] (15)

The materially objective part of the Cauchy stress-rate (according to Jaumann-Kirchhoff) is denoted by the symbol \(\bar{\sigma}^O\). For the case of isotropic elasticity, this constitutive law in rate representation reads

\[
\bar{\sigma}^O_{(n\rightarrow n+1)} = \left[2G \tilde{D}^{\text{el}}_{n+1} + K \text{tr}\left(\tilde{D}_{n+1}\right)I\right] .
\] (16)

The local rotation-tensor \(\tilde{R} = \exp\{\tilde{W}\Delta t\}\) with \(\tilde{R} \tilde{R}^\top = I\) and \(\tilde{R} \tilde{R}^\top = \tilde{W}\) (anti-symmetric spin-tensor \(\tilde{W}\)) ensures the physically correct stress-update behaviour and avoids erroneous results, which occur when the infinitesimal rotation-tensor \(R = I + W\Delta t\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15. To determine the elasto-viscoplastic rotation-tensor \(\tilde{R} = \{I + W\Delta t\}\) is used in Equation 15.

An extended variant of the principle of virtual power, Equation 17 serves as underlying weak representation for FE-discretization. For fixed geometry, both the velocity field \(\tilde{V}\) as well as the contact stress distribution \(\sigma_c\) (treated as independent Lagrange-parameter-field to ensure the impenetrability condition between strip and work-roll) are determined numerically. Concerning the tangential surface traction vector \(\tilde{\sigma}_t\) in Equation 17, a velocity-regularized Coulomb frictional law (Kobayashi et al. [15]), in most cases truncated by the shear-yield stress, is employed. The prescribed mean back and front tensile stress values \(\sigma_B\) and \(\sigma_F\), respectively, are applied at the strip inlet \((A_i)\) and outlet \((A_o)\) cross sections far enough outside the roll gap. It turned out to be beneficial to apply an additional stabilization concept to match the prescribed front-tension value \(\sigma_F\) at the strip exit cross section exactly. This task was accomplished by supplementing an additional Lagrange-parameter \(\lambda_{\text{out}}\) in Equation 17.

5 CONSISTENT DETERMINATION OF RESIDUAL STRIP STRAINS

A systematic evaluation of the intrinsic (i.e. incompatible) residual strains (and stresses) is performed by employing the logarithmic strain tensor \(\tilde{H}\) (Hencky strain-tensor), which is defined by

\[
\tilde{H} = \ln \tilde{\sigma} \quad \text{with} \quad \tilde{\sigma} = \tilde{V} \tilde{R}
\] (18)
(multiplicative decomposition of the deformation gradient $\mathbf{F}$ into a stretch tensor $\mathbf{V}$ and a rotation-tensor $\mathbf{R}$). It can be decomposed exactly into elastic and incompressible plastic contributions even for large strains

$$\mathbf{H} = \left[ \mathbf{H}^{(el)} + \mathbf{H}^{(pl)} \right] \quad \text{with} \quad tr\left( \mathbf{H}^{(pl)} \right) = 0 . \quad (19)$$

This tensor quantity can be determined by a materially objective streamline update concept similar to that for the Cauchy-stress tensor, as the Jaumann time derivative of the Hencky strain tensor equals the rate of deformation tensor

$$\mathbf{\ddot{H}} = \mathbf{\ddot{D}} \quad \text{with} \quad \mathbf{\ddot{H}} \equiv \left\{ \dot{H} + \mathbf{\dot{W}} - \mathbf{\ddot{W}} \right\} . \quad (20)$$

For numerical purposes, discrete (i.e. finite) time increments $\Delta t$ appear. Therefore, it is essential to utilize a streamline-update prescription, exactly fulfilling incremental material objectivity

$$\mathbf{\ddot{H}}_{n+1} \equiv \Delta t \mathbf{\ddot{D}}_{n+1} + \exp\left( \mathbf{\dot{W}}_{n+1} \Delta t \right) \mathbf{\dot{H}}_n \exp\left( -\mathbf{\ddot{W}}_{n+1} \Delta t \right) . \quad (21)$$

The knowledge of the Hencky-strains enables a systematic decomposition of the inhomogeneous deformation during rolling into thickness reduction, longitudinal and lateral contributions, which establishes the material flow basis for the determination of “suitably defined” transfer functions. Taking into account the plastic parts of the logarithmic Hencky-strain distributions at the strip inlet and outlet cross-sections, denoted by upper indices $(IN)$ and $(OUT)$, respectively, the deviations from the respective cross-sectional mean values read

$$\delta H_{yj}^{(IN)} (y, z) \equiv \left[ H_{yj}^{(pl)} (x = x_{IN}, y, z) - \left(H_{yj}^{(pl)} \right)^{(IN)} \right] \quad (22)$$

$$\delta H_{yj}^{(OUT)} (y, z) \equiv \left[ H_{yj}^{(pl)} (x = x_{OUT}, y, z) - \left(H_{yj}^{(pl)} \right)^{(OUT)} \right] . \quad (23)$$

The strip transfer-distributions (averaged in strip-thickness direction) describing the non-uniform plastic strain-redistributions during a rolling pass can be represented as

Length transfer function: \quad $L_T (y) \equiv \left\{ \delta H_{xy}^{(OUT)} (y) - \delta H_{xy}^{(IN)} (y) \right\}$ \quad (24)

Width transfer function: \quad $W_T (y) \equiv \left\{ \delta H_{yy}^{(OUT)} (y) - \delta H_{yy}^{(IN)} (y) \right\}$ \quad (25)

Thickness transfer function: \quad $T_T (y) \equiv \left\{ \delta H_{zz}^{(OUT)} (y) - \delta H_{zz}^{(IN)} (y) \right\}$ . \quad (26)

Note that due to the incompressibility constraint in Equation 19 one is led to the relation

$$\left[ L_T (y) + W_T (y) + T_T (y) \right] \equiv 0 . \quad (27)$$

i.e. only two of these three strip transfer-functions are actually independent of each other. Further details concerning a systematic decomposition of the non-uniform thickness reduction across the strip-width into corresponding width- and length-contributions is scheduled for a subsequent paper.
6 SELECTED RESULTS FOR THE COUPLED PROBLEM

By utilizing the iterative coupling concept and formalism as outlined above, essential information concerning the actual elasto-viscoplastic material flow behavior inside the strip can be determined. In this context, special emphasis was put on the convergence properties of the coupled system, which has to be solved iteratively. The initial contact surface chosen here refers to a uniform contact pressure distribution, which suffices to obtain convergency, although the final results deviate considerably from this simple initial choice.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.646</td>
<td>8.140</td>
<td>281.471</td>
<td>216.515</td>
<td>75.722</td>
</tr>
<tr>
<td>3</td>
<td>21.818</td>
<td>6.367</td>
<td>243.890</td>
<td>165.660</td>
<td>44.577</td>
</tr>
<tr>
<td>4</td>
<td>22.272</td>
<td>6.141</td>
<td>227.249</td>
<td>144.718</td>
<td>33.312</td>
</tr>
<tr>
<td>5</td>
<td>22.353</td>
<td>6.099</td>
<td>214.098</td>
<td>127.141</td>
<td>20.231</td>
</tr>
<tr>
<td>6</td>
<td>22.601</td>
<td>6.011</td>
<td>204.366</td>
<td>115.003</td>
<td>16.643</td>
</tr>
<tr>
<td>7</td>
<td>22.631</td>
<td>6.054</td>
<td>198.078</td>
<td>106.360</td>
<td>11.284</td>
</tr>
<tr>
<td>8</td>
<td>22.752</td>
<td>6.054</td>
<td>194.893</td>
<td>102.429</td>
<td>11.372</td>
</tr>
<tr>
<td>10</td>
<td>22.837</td>
<td>6.089</td>
<td>191.504</td>
<td>97.845</td>
<td>9.756</td>
</tr>
<tr>
<td>11</td>
<td>22.871</td>
<td>6.092</td>
<td>190.385</td>
<td>96.342</td>
<td>8.777</td>
</tr>
<tr>
<td>12</td>
<td>22.901</td>
<td>6.097</td>
<td>191.341</td>
<td>97.357</td>
<td>9.765</td>
</tr>
</tbody>
</table>

Table 1: Convergence properties of the iterative coupling loop between strip and elastic roll stack.

After each coupling iteration, a modified contact surface and a corresponding contact stress distribution (i.e. both normal and shear stresses) are determined. By systematic numerical investigations it could be shown that the initially considerable differences between results from consecutive iteration steps decrease very fast, as can be seen exemplarily from Table 1. After about nine to twelve iteration loops both the calculated geometric, velocity- and stress-distributions, and also the corresponding integral properties have converged satisfactorily in most cases considered. Beside the roll separating force, the resulting strip spread after the roll pass and the corresponding absolute strip-crown values $C_{xx}$ (measured a distance $xx$ away from the strip edge) are summarized in Table 1 for a typical test-case.

The exemplary results as represented in Figures 1 - 4 refer to a flat hot rolling test-case, where a steel strip with initial width of 1000 mm and rectangular strip entry cross section is...
reduced from 35 mm to 16.76 mm at the first stand of a hot finishing mill. Note that on account of assumed horizontal and vertical mid-plane symmetry properties only the upper work roll and the upper right half of the strip need to be simulated, i.e. only a quarter of the whole problem is represented here.

![Thickness Transfer Distribution](image1.png) ![Length Transfer Distribution](image2.png)

Figure 3: Intrinsic thickness transfer function, as defined by Equation (26).

Figure 4: Corresponding length transfer function (i.e. incompatible longitudinal residual strains), as defined by Equation (24).

Of particular interest is the resulting deformed strip thickness distribution in lateral (i.e. strip-width) direction in combination with the specific rolling force distribution, the latter of which follows immediately from the two-dimensional contact stress distribution by integrating it in azimuthal work roll direction. It can be seen from the data depicted in Figure 1 and Figure 2, that the results for the strip output cross-section and the specific rolling force, respectively, meet the expectations and converge satisfactorily. Additionally, the resulting residual thickness- and length-transfer distributions, averaged over the strip thickness and determined by evaluating the logarithmic plastic Hencky strain-tensor (as outlined in section 5) about five contact lengths downstream the roll-gap, and normalized to zero mean-value, are represented in Figures 3 and 4, respectively.

![Strip Output Thickness](image3.png) ![Specific Force Distribution](image4.png)

Figure 5: Deformed strip output thickness for test case 2.

Figure 6: Specific rolling force distribution for test case 2.

The same quantities as in Figures 1 - 4 are depicted in Figures 5 – 8 for an additional finishing mill test case, where the strip is rolled from 3.26 mm to 2.29 mm, i.e. the strip aspect ratio (output width versus thickness) is now significantly higher than in the former test case. Therefore, for test case 2 the lateral material flow inside the roll gap is significantly inhibited, resulting in a drastic increase of the specific rolling force towards the strip edges, as can be seen in Figure 6. Due to the reduced support near the strip edge, the specific force sharply
drops only there, which is significantly different from the long range dropping effect, as depicted in Figure 2 for the first test-case.

Note that for regions with high relative thickness reduction increased longitudinal strains are induced (corresponding to compressive residual stresses), as can be seen in Figure 4 and Figure 8. The convergence behaviour of the longitudinal strains is extremely critical due to the high sensitivity with respect to small local changes of geometric properties.

7 CONCLUSIONS

In the present study, a systematic iterative calculation concept was presented to treat the highly non-linear coupling between deformable bodies in metal forming in an efficient and accurate manner. Based on the underlying theoretical modeling concepts, as outlined in this paper, effective numerical simulation models, algorithms and tools were developed and programmed in C++. Special emphasis was put on the coupling of the strip models with the routines for the elastic roll stack deflection, which is a precondition to get reliable results concerning strip profile transfer and residual stress and strain distributions inside the strip. Such data allow the evaluation of strip-flatness and of profile adjustment ranges. The results, attained by utilizing this physically based and mechanically consistent model, were compared to data attained by commercial FEM-calculations (based on standard incremental formulations) and will be validated and calibrated against practical data from an industrial hot finishing mill. Currently, the model is already in practical use by the industrial partners to attain deeper insight into the evolution of profile and flatness in hot rolling processes. Currently, the model is used for systematic parameter studies to investigate flatness properties in more detail and to develop enhanced flatness criteria for thin hot and cold strips as well as hot rolled heavy plates. In future, the model will constitute an essential basis for enhanced metallurgical process investigations.
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Abstract. World-wide vehicles safety experts agree that significant further reductions in fatalities and injuries can be achieved as a result of the use of new energy absorbing materials. In this field, passive safety systems still have great potential to reduce fatalities and injuries, as in the case of using new lightweight energy-absorbing materials. On this work, the authors present the development of a procedure able to perform reliable panels of sandwich sheets with metallic foam cores for industrial applications. The mathematical model used to describe the behavior of sandwich shells with metal cores form is presented and some numerical examples are included. The numerical results are validated using the experimental results obtained from the mechanical experiments. Using the crushable foam constitutive model, available on ABAQUS, a set of different mechanical tests were simulated.

1 INTRODUCTION

Despite significant improvements in car safety in the last 25 years, the actual number of deaths and wounded arising from automobile accidents, in addition to all social and economic costs, remains unacceptable. Here, the passive safety systems still have great potential for development as a way to reduce deaths and injuries. On the other hand, from an environmental point of view, the use of materials optimized in terms of energy absorption, with a reduced weight, has a direct impact on the thermal efficiency, and consumption of the engines, thus emitting less greenhouse gases for the atmosphere. Within this framework, it makes sense the study and development of this new composite material, formed by two sheets of aluminium separated by a foam core of aluminium [1-2].
The composite structure used on this work is formed by two sheets of aluminium with 1mm thickness, separated by an aluminium foam core with a thickness of 8mm. Since the specific characteristics of this composite material are mainly due to the behaviour of its core, namely the energy absorbing during impact and vibration isolation properties [4-5], the foam will be studied in detail on this work.

The structure of the foam corresponds to a three-dimensional arrangement of cells, which can be divided into two groups: open and closed cells. On metal foam with open cells, the individual pores are open. When the individual pores are closed, the metal foam belongs to the closed cells group [6-7].
2 CONSTITUTIVE MODEL

To describe the plastic behavior of the metal foam in this work, the constitutive model proposed by Deshpande was used [8]. This model was chosen due to its capability to describe the behavior of porous metals and due to fact that the yield surface used on this model depends only on the plastic Poisson’s ratio.

2.1 Yield Surface

Metal foams have an approximately linear elastic behavior for small strains. Metallic foams plastic deformation occurs when there is a change in volume, unlike solid metals. For metal foams the yield criterion can be formulated as follows:

\[ \dot{\sigma} \geq \sigma_y \text{ with } \]
\[ \dot{\sigma}^2 = \frac{1}{1 + (\alpha / 3)^2} \left[ (\sigma_e^2 + \alpha^2 \sigma_m^2) \right] \]
\[ \sigma_m = -\frac{1}{3} (\sigma_1 + \sigma_2 + \sigma_3) \]
\[ \sigma_e = \sqrt{\frac{3}{2}} \sigma'_{ij} : \sigma'_{ij} \]

Where the equivalent stress is given by \( \dot{\sigma} \), and \( \sigma_e \) is the von Mises equivalent stress. \( \sigma_m \) is the mean stress and is defined as \( \sigma_m = \frac{1}{3} \sigma_{kk} \). The shape of the yield surface is defined by \( \alpha \) and \( \sigma_y \) is the yield stress of the material [1].

Considering the stress plane \( \sigma_m \), versus stress equivalent \( \sigma_e \), from Figure 2 is possible to obtain the points 1, 3, 6, 8 that define the yield surface. These points were obtained by varying the pressure \( p \), and the uniaxial load [8-9].

![Figure 4: Definition of the yield surface Deshpande model.](image-url)
2.1 Deshpande Model

Based on the experimental results of the definition of the yield surface previously presented, but now considering a reference $\sigma_m \to p$, $\sigma_e \to q$, the model of Deshpande [10] can be summarized as follows:

<table>
<thead>
<tr>
<th>Elastic law:</th>
<th>$\sigma = D^e : \varepsilon^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yield Surface:</td>
<td>$\phi = \sqrt{\frac{1}{1 + \left( \frac{\alpha}{3} \right)^2}} \left[ q^2 + \alpha^2 p^2 \right] - \sigma_y(\varepsilon^p) = 0$</td>
</tr>
<tr>
<td>Plastic evolution law:</td>
<td>$\dot{\varepsilon}^p = \dot{\gamma} N$</td>
</tr>
<tr>
<td>Elastic evolution law:</td>
<td>$\dot{\varepsilon}^e = \dot{\varepsilon} - \dot{\gamma} N$</td>
</tr>
<tr>
<td>Evolution of the equivalent plastic strain:</td>
<td>$\dot{\varepsilon}^p = \dot{\gamma} \sqrt{\frac{2}{3}} N : N$</td>
</tr>
</tbody>
</table>

3 EXPERIMENTAL TESTS

To validate the numerical model previously presented, uniaxial compression tests of samples obtained from the panels were performed. Figure 5 illustrates the experimental procedure, from which it was possible to record force/displacement values for this material, which are then compared with the numerical values. This mechanical test is one of the tests commonly used to characterize the mechanical behavior of metallic foams.
Tensile tests were also performed in order to evaluate the mechanical behavior of this composite material under traction. To this end specimens were cut from the panel with the dimension shown on Figure 6.

![Specimens used on the tensile test, according to ASTM E8M-04.](image)

Figure 6: Specimens used on the tensile test, according to ASTM E8M-04.

The following Figure shows the experimental setup used to conduct the tensile tests.

![Experimental tensile test.](image)

Figure 7: Experimental tensile test.
4 NUMERICAL SIMULATIONS

Numerical simulations of the same experimental tests were performed. For the aluminum sheet an elasto-plastic behavior was assumed with Young module: 70 GPa, Poisson ratio: 0.33 and points from the yield stress/plastic strain curve. For the metallic foam core an elasto-plastic behavior was also assumed, based on the model previously defined. The properties used to describe the metal foam behavior are the Young module: 0.354 GPa, Poisson ratio: 0.33, Compression Yield Stress Ratio: 1.71, plastic Poisson ratio: 0.013 and points from the yield stress/plastic strain curve. The stress-strain curve obtained by the uniaxial compression test is also used to describe the metallic foam behavior [8, 11-12].

The numerical simulations were conduct using the software ABAQUS. Only 1/8 of each specimen was represented numerically in order to minimize the computational effort, and improve the quality of the approximation given by the finite element method.

5 PRESENTATION AND DISCUSSION OF RESULTS

Figure 8a shows the specimens before and after the compression test. It can be observed the high volume change by compression, suffered by the foam.

Figure 8b shows the deformed mesh obtained for the numerical simulation of the compression test.

Comparison of the results in terms of force-displacements graph shows a good agreement between the numerical results obtained using the Deshpande model and experimental results.

For the numerical test, the metal foam core assumes an important role. After a small domain of elastic behavior, the foam quickly reaches its yield value. This can be physically interpreted as the beginning of the collapse of the cells that constitute the foam. This process is almost constant with some small variations in strength. After all the cells
have collapsed, the numerical specimen starts behaving as a solid, resulting on a rapid increase on the applied force for small increments of displacements.

A good agreement was obtained between the numerical results and the experimental results. This validates the use of the Deshpande constitutive model, used to describe the difficult behavior of plastic porous materials.

Figure 9 shows the specimens after the tensile tests experiments. The obtained numerical and experimental results for the tensile tests are shown in Figure 10. Observing the force/displacement curves of Figure 10, they appear to be similar to a typical curve of a tensile test for an homogeneous solid metal, with an initial elastic behaviour and a second plastic behaviour. The high forces that leads to the rupture of the specimens are mainly supported by the two aluminum sheets, since the rupture of the metal foam core occurs for much lower forces than those achieved during the experimental tensile tests.

![Figure 9: Specimens after the tensile test.](image)

![Figure 10: Force/displacement curve for the experimental and numerical tensile test.](image)

6 CONCLUSIONS

A good agreement was verified between the numerical and experimental results for the uniaxial compression test. It is possible to conclude that the model of Deshpande can be used to describe the plastic behavior associated with the metal foam cores.

For the tensile test a good agreement between the numerical and experimental results was obtained. It is also still possible to conclude that the aluminum sheets are the main responsible for the high force achieved experimentally, due to the foam’s low ability to withstand tensile forces.

Finally, and as a way to improve the numerical results, additional experimental studies would be needed in order to obtain the properties of the sheets separated from the foam, and an approach to study the anisotropy associated with both materials that constitute these panels.
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Abstract. The exploitation of geothermal power is an innovative energy source with great potential. However the exploration for deep geothermal sources is still costly and high risk operations. Recently, an expandable tubulars technology for casing is proposed with the potential to construct monobore completions. These lead to a smaller borehole and significantly reduce the cost of drilling process. Technically the expandable tubulars will be initially reduced by a folded plasticity condition and be expanded again downhole. In our studies, the performances of using them were studied in terms of reformability (foldability and expandability) and collapse resistance based on numerical approach. Elasto-plasticity models were investigated, conventional finite element method (FEM) was used for dicretizations combined with other necessary numerical algorithms. The standard predictions of expandable tubular performance were finally proposed, the numerical results were also presented at the final part of this paper.

1 INTRODUCTION

An innovative energy source such as geothermal is exploitation with very high potential. In deep geothermal source, the operations include high cost and risk. The major cost come from a part of drilling bore completion. Recently, a new technology is being developed, namely expandable tubulars technology, the diameter of tubulars will be initially reduced by a folded plasticity condition and could be expanded again downhole. This technology offered the expandable tubulars on using with maximizing through bore, reducing cost and improving productivity.

The fundamentals of mechanical reforming process involved an application of sufficient forces to overcome the yields strength of tubular material and taking the advantages of plastics deformation to reform a new geometry of tubular. The reforming process consists of folding and expansion process. The method of folding process is typically using contact with hard material. The methods of expansion process have been established alternatively [6],
such as hydraulic pressure, cone expansion, rotary expansion or combination between them. With hydraulics pressure, the high pressure may require in some cases and the capacity of machine has to be considered. It could be used for initial expansion process for other methods. Cone expansion method is an extrusion process in which a tubular is subjected to the expansion forces acting around entire inner circumference. The tubulars will be radially expanded when the cone move in axial direction. The rotary expansion consist of a roller set which is discrete the position of expansion force in circumference. To apply acting expansion force to entire inner circumference, the roller set will be moved in longitudinal axis. The cone expansion and rotary expansion require minimizing frictions and vibrations of reforming system.

The concepts of productions are two possibilities of producing expandable tubulars. The first may produce expandable tubulars directly from tube in which available in market. This reforming process will include both folded reforming and expanded reforming. For the second concept, tubulars may be completely formed with expected geometry from factory directly, using them just complete only the expansion process.

As we have mentioned with some different of producing expandable tubulars or different of reforming methods. With this expandable tubulars technology, drilling operation can now using smaller hole for drilling deeper vertical wells or it can be used for extending the holes horizontally to reach untapped reservoir. In such a case, these expandable tubulars can provide very effective cost solutions and significantly save the drilling cost.

However to use expandable tubulars there still have some difficulties remaining. There is plastics flow deformation during the reforming process. Tubular structure will be reformed repeatly as folding and expansion, plastic behavior could be complicated. The Bauschinger effect [2] occurs during plastics deformation process. Tubular might be collapsed before the reforming process has completed. Furthermore, after completing reforming process the high pressure resistance, namely collapse pressure must be examined. This collapse pressure occurs due to different of pressure between inside and outside tubing. The different of pressure could be very high pressure and making catastrophically deform to tubular, especially in the area of salt at downhole.

In this research work, we studied the reformability and collapse resistance of expandable tubular by using modeling of elasto-plasticity [4,5], combined with conventional finite element method (FEM) and necessary numerical algorithms. The different geometries of expandable tubulars have been tested numerically combined with different types of steel, e.g. mild steel, TRIP steel and TWIP steel. Note that TRIP is stand for Transformation Induced Plasticity and TWIP is stand for Twinning Induced Plasticity.

2 REFORMING PROCESS FOR EXPANDABLE TUBULARS

The expandable tubulars includes plastic deformation due to reforming process (folding and expansion), also bending and straightening during transportations and installation process. After reforming process this tubular must satisfy the resistance of collapse pressure at downhole. In Fig.(1) shown the overview of reforming process and collapse pressure resistance. The tubulars begin with an initial geometry (G1), tubulars are perfectly round. These tubulars will be folded with plastic deformation at the folding process, typically this process could be done by pressing with hard material. After folding process the tubulars have
reformed one time, the geometry is shown in (G2). Now the diameters of tubulars are significantly reduced with no round geometry. This will make the transportations more efficiently economically. The tubulars may be deformed again by bending on reeling and unreeling process. In order to prepare the tubulars for installation into drilling hole, the straightening is required. These tubulars must be reversely deform again by bending until the straight tubulars have found or atleast having possibility to install into drilling hole, this is shown in (G3).

Figure 1: Overview of reforming process and collapse pressure resistance for expandable tubulars

After the folded tubulars are installed into drilling hole, the expansion processes can be now started, may be with different methods as we have mentioned before. The expansion process will make the tubular round with plastic deformation. After installation the tubulars will be applied by namely collapsed pressure. This pressure in some condition could make the tubulars catastrophically deform as in (G5). There are clearly shown that the reforming process and collapse pressure resistance will make tubulars repeatly plasticly deform. The analysis of these tubulars requires the suitable model, especially plastic flow deformation. This elasto-plastic deformation model will be discussed in the next section.

3 MODEL THEORY OF ELASTO-PLASTICITY

According to applied forces, material deforms with elastic properties until some magnitude of this force, stress may not increase but strain is significantly increased. This is the physical phenomena for typical elasto-plastic model. The strain rate ($\dot{\varepsilon}$) which describe the total deformation is divided into strain rate of elastic deformation ($\dot{\varepsilon}^{el}$) and strain rate of plastic deformation($\dot{\varepsilon}^{pl}$), given by the following function.
\begin{equation}
\dot{\varepsilon} = \dot{\varepsilon}^{el} + \dot{\varepsilon}^{pl} .
\end{equation}

On elastic deformation, the structural response is assumed to be derivable from strain energy \((U)\), so that stress fields can be directly defined by gradient of strain energy respect to the elastics strain \(\sigma = \partial U / \partial \varepsilon^{el} \). In order to implement hardening law, it is a proper combinations of isotropic and kinematics hardening model. The particular yield surface condition is described by

\begin{equation}
f(\sigma - \alpha) - \sigma^o = 0 ,
\end{equation}

combine with the equivalent Mises stress \(f(\sigma - \alpha) = \sqrt{3/2}(S - \alpha^{dev})(S - \alpha^{dev})\), where \((:)\) denotes the tensor operator, \(S\) denotes the deviatoric stress tensor and \(\alpha^{dev}\) is the deviatoric part of back stress tensor and \(\sigma^o\) denotes current yield stress.

During the plastic deformation, material behaves as flow plastically. The plastics deformation can be obtain by namely the flow rule, it is given by

\begin{equation}
\dot{\varepsilon}^{pl} = \dot{\lambda} \frac{\partial \psi}{\partial \sigma} ,
\end{equation}

where \(\psi\) denotes flow potential and \(\dot{\lambda}\) is time rate parameter here the equivalent plastics strain rate is used.

Considering the hardening law, the nonlinear isotropic /kinematics hardening model is used to describe the stress evolution. This consists of two components: one is the nonlinear kinematics hardening which describe the translation of yield surface in stress space through backstress \([3]\); another is an isotropic hardening in which describe the size of yield surface. The formulation is given by

\begin{equation}
\dot{\alpha} = C \frac{1}{\sigma^o} (\sigma - \alpha)\dot{\lambda} + \gamma \alpha \dot{\lambda} ,
\end{equation}

where \(C\) and \(\gamma\) are material constant, when \(\gamma\) is zero become the linear kinematics model and when \(C\) and \(\gamma\) are zero so become the isotropic hardening model.

The model has been implemented in material property subroutine in Abaqus/CAE \([1]\), combination with nonlinear finite element and some other numerical necessary algorithms in the computation. The tool for standard prediction of plastic behavior for expandable tubular can be performed and simulated the mechanism of expandable tubular, which will be discussed in the next section.
4 NUMERICAL RESULTS OF REFOMABILITY AND COLLAPSE RESISTANCE

4.1 Expandability of folded tubulars

In this computation, we deal with expandability of folded tubulars. The hydraulics pressure is used for expansion process. The folded geometry may already be obtained by tubulars production manufacturing. We start with the geometry G2 (see in Fig.(1)) and concerning only on expansions process. The analysis of plastic deformation are performed with different tubular geometry and different material. The main objective of this computation is to find out the mechanism of plastics deformation with different optimized geometry and different tubular material.

The optimized geometries are obtained by our project partner [5] at Institute of Production Engineering and Machine Tools, University of Hannover. The different geometries are shown in Fig. (2). The parameters shown in Table (1) with the maximum outer diameter (OD), thickness (t) and maximum ovality (OD/t). Tubular geometry is analyzed with different kind of tubular material.

<table>
<thead>
<tr>
<th>Max. OD (mm.)</th>
<th>Thickness (mm.)</th>
<th>Max. OD/t</th>
</tr>
</thead>
<tbody>
<tr>
<td>165.0</td>
<td>6.0</td>
<td>27.5</td>
</tr>
</tbody>
</table>

Table 2: Material properties

<table>
<thead>
<tr>
<th>Descriptions</th>
<th>Modulus of Elasticity (N/mm²)</th>
<th>Poisson's ratio</th>
<th>Yields stress (N/mm²)</th>
<th>Rupture stress (N/mm²)</th>
<th>Max. Strain (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild steel</td>
<td>2.10E+05</td>
<td>3.00E-01</td>
<td>4.00E+02</td>
<td>5.00E+02</td>
<td>8.20E+00</td>
</tr>
<tr>
<td>TRIP steel</td>
<td>2.10E+05</td>
<td>3.00E-01</td>
<td>4.80E+02</td>
<td>1.10E+03</td>
<td>5.00E+01</td>
</tr>
<tr>
<td>TWIP steel</td>
<td>2.10E+05</td>
<td>3.00E-01</td>
<td>4.50E+02</td>
<td>6.99E+02</td>
<td>9.00E+01</td>
</tr>
</tbody>
</table>
There are mild steel, TRIP steel and TWIP steel, the mechanical properties can be found in Fig. (3) and Table (2). Mild steel represents the steel which is normally used for tube and available in market, typically rupture strain is less than 20 %. TRIP steel is used for representing high strength steel, the strength is higher than 1000 N/mm\(^2\) and rupture strain can reach 50 % approximately. The TWIP steel is used for representing high deformation which is 90 % approximately.

For TRIP steel, the plastic flow process occurs with phase transformation from austenite to martensite. The molecule builds the new structure during the plastics flow process, which is the reason why strength can be increased significantly. Also the strain can be increased but only depending on new form of molecular structure. For TWIP steel, the strength can be increased but smaller amount compare to TRIP, while rupture strain increase significantly due to the so-called Twinning effect. TRIP and TWIP are now widely used in auto-industry.

<table>
<thead>
<tr>
<th>Descriptions</th>
<th>Material</th>
<th>Max. Stress (N/mm(^2))</th>
<th>Pressure (N/mm(^2))</th>
<th>Evaluation deformation</th>
<th>Expansion Ratio %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 Set # I</td>
<td>Mild steel</td>
<td>5.00E+02</td>
<td>5.71E+00</td>
<td>Rupture</td>
<td>-</td>
</tr>
<tr>
<td>Model 1 Set # II</td>
<td>TRIP steel</td>
<td>6.05E+02</td>
<td>3.00E+01</td>
<td>Plastic</td>
<td>-1.41E+01</td>
</tr>
<tr>
<td>Model 1 Set # III</td>
<td>TWIP steel</td>
<td>5.89E+02</td>
<td>3.00E+01</td>
<td>Plastic</td>
<td>-1.41E+01</td>
</tr>
<tr>
<td>Model 2 Set # I</td>
<td>Mild steel</td>
<td>5.00E+02</td>
<td>8.16E+00</td>
<td>Rupture</td>
<td>-</td>
</tr>
<tr>
<td>Model 2 Set # II</td>
<td>TRIP steel</td>
<td>7.23E+02</td>
<td>2.98E+01</td>
<td>Plastic</td>
<td>2.01E+01</td>
</tr>
<tr>
<td>Model 2 Set # III</td>
<td>TWIP steel</td>
<td>6.18E+02</td>
<td>3.00E+01</td>
<td>Plastic</td>
<td>1.96E+01</td>
</tr>
<tr>
<td>Model 3 Set # I</td>
<td>Mild steel</td>
<td>5.00E+02</td>
<td>6.61E+00</td>
<td>Rupture</td>
<td>-</td>
</tr>
<tr>
<td>Model 3 Set # II</td>
<td>TRIP steel</td>
<td>8.46E+02</td>
<td>3.00E+01</td>
<td>Plastic</td>
<td>2.15E+01</td>
</tr>
<tr>
<td>Model 3 Set # III</td>
<td>TWIP steel</td>
<td>6.28E+02</td>
<td>3.00E+01</td>
<td>Plastic</td>
<td>2.06E+01</td>
</tr>
<tr>
<td>Model 4 Set # I</td>
<td>Mild steel</td>
<td>5.00E+02</td>
<td>4.33E+00</td>
<td>Rupture</td>
<td>-</td>
</tr>
<tr>
<td>Model 4 Set # II</td>
<td>TRIP steel</td>
<td>7.46E+02</td>
<td>3.00E+01</td>
<td>Plastic</td>
<td>2.27E+01</td>
</tr>
<tr>
<td>Model 4 Set # III</td>
<td>TWIP steel</td>
<td>6.30E+02</td>
<td>3.00E+01</td>
<td>Plastic</td>
<td>2.29E+01</td>
</tr>
</tbody>
</table>
To obtain reasonable solutions with acceptable accuracy, high requirements towards the modeling technique and the numerical treatment are necessary. The nonlinearity in this computation includes geometrical nonlinearity due to the large deformations and the material nonlinearity which describes the nonlinearity of the material laws. The iterative Newton method is used to obtain the nonlinear solution, while the system equation solver is the direct method. The element meshes are implemented with rectangular element type. The resolutions are obtained with global mesh refinement, beginning with course mesh and then refine until convergence occur.
Concerning numerical results, the plastic strain occurred after the pressure was increased. At some pressure the tubular were reformed. Theoretically, if materials do not arrive at the rupture point when increasing the internal pressure; they should be reformed until the round geometry occurs. If they arrive rupture point, they will be damaged before the round geometries have formed.

Three different types of steel (mild steel, TRIP steel and TWIP steel) are considered. The results showed very clearly that, for all model geometry of mild steel is damaged before round geometry could be formed. Oppositely, TRIP and TWIP steel can be formed until round geometry occur without any damages. Concerning again maximum stress, the TRIP steel has higher magnitudes compared with TWIP steel at the same internal pressure. These came from the nonlinearity of the material, or TRIP steel is harder and TWIP steel can be reformed easier than TRIP steel. The results of the expansion process with different geometries and different materials are presented in Table (3). The expansion mechanisms can be found in Fig.(4) and in Fig.(5), where the critical part of the structure in the expansion process is shown.

### 4.2 Testing of resistance collapse pressure

![Figure 6](image.png)

**Figure 6**: Setting problem for collapse pressure test; a) collapse pressure; b) 3456 rectangular meshes
Extension from previous example (4.1) the numerical testing of collapse pressure resistance is investigated. The main objective for this computation is to study the deformed mechanism of resistance collapse pressure and the influence of geometry imperfection on the capacity of resistance collapse pressure. As we have mentioned when using expandable tubular downhole, it has a possibility to get high pressure due to movement of salt. In this computation, the collapse pressure is applied directly from outside with perfectly uniform distribution, see in Fig.(6). The tubular geometries are the same as in example (4.1). For material properties, TWIP steel is used for this testing. The expansive pressures are varied from lower magnitude (10 N/mm\(^2\)) to higher magnitude (40 N/mm\(^2\)), while the collapse pressure is linearly increased from zero to 40 N/mm\(^2\).

The results shown that, model 1 can be expanded with increasing expansive pressure until 40 N/mm\(^2\) without damaged while others model were collapsed at expansive pressure about 32 N/mm\(^2\) approximately. In expansion mechanism the tubulars are expanded and slowly deform until plastic deformation occurred as shown in Fig.(7 b). After that the expansive pressure is linearly unloaded the elastic deformation part can be reversely deformed, while the plastic deformation does not reverse as shown in Fig.(7 c). Thus this geometry is the beginning form for analysis of resistance collapse pressure. The different expansive pressure will give different final geometry, some of them are completely round some of them are not depending on the expansive pressure itself, in Fig.(9) shown the different final geometry of tubular with varying expansive pressure. In Fig.(8) shown the results of collapse pressure when the expansive pressures are varied. There is an interested observation that when the expansive pressure is increased the collapsed pressure is increased as well. There could be explained that, when expansive pressure increase tubular is reformed and giving more a round geometrical property as shown in Fig.(9), until at some expansive pressure the tubular become completely round. At this point tubular begin namely perfection geometry, this kind of geometry is completely round and it has more capacity for resistance collapse pressure. Oppositely, before arriving this perfection point the geometry has some geometrical imperfection, the geometry is not completely round. Also it reduce the capacity of resistance collapse pressure as shown in Fig.(8).
4.3 Expandability of folded tubulars with cone expansion

As we mentioned in examples (4.1) and (4.2) the expansion process have involved with hydraulics pressure. In this example, we interested in cone expansion method. Tubulars will be expanded by contact forces between cone expander and tubular, the cone expander has to be moved inside through tubing with the expected diameter. The 10 % expansion rate is considered in these cases. We interested on mechanism of model 1 with different material (mild steel, TRIP and TWIP). The main questions are these 3 materials could be used with cone expansion method and what are the magnitudes of driving force for cone expander. As the contact between cone expander and tubular are main consideration, the model of contact mechanics is included by penalty methods [3] with the Coulomb’s friction coefficient 0.1.

The results shown that mild steel damaged before cone expander has completely drove through the tubular, oppositely for TRIP and TWIP, did not damage and the cone expander can drive through the tubular. Considering mechanism of expansion process, the expander is moved forward by driving force. Due to the geometry of the cone, the tubular will be automatically expanded when the cone pass through. The plastic deformation occurred and
reforming the round geometry while the elastic deformations did some reversely reform after the cone expander has already pass through.

![Figure 10: Expansion process with cone expander for model 1](image)

In Fig.(10) shown the result of expansion process for model 1 with TWIP steel, the high plastic deformation occurred at red part. Concerning the driving force in different material, the mild steel required low magnitude of driving force as this material is already damaged and cannot resist the force due to contact of the expander. TRIP steel requires higher magnitude of driving force compare to TWIP steel. This could be explained that TRIP steel has higher strength property compare to TWIP steel which has extremely high deformation property. This high strength property could make the cone expander difficult to drive forward and required driving force too high. The comparison of driving force for different materials are shown in Fig.(11).

![Figure 11: Driving force for moving cone expander forward with different material.](image)
5 CONCLUSIONS

The performance of using an innovative expandable tubular technology was studied in terms of reformability which includes foldability and expandability, and collapse resistance based on numerical approaches. Typical models of elasto-plasticity were investigated especially with the combined isotropic and kinematics model, in which the Bauschinger’s effect [2] can be taken into account. The conventional nonlinear finite element method was used combined with the necessary numerical algorithm in order to solve the model and perform the standard tool for prediction of the expandable tubular performance. According to the numerical results, there are some interesting observations as:

- In terms of material, the high strength such as TRIP and TWIP steel are recommended to use for expandable tubular later than mild steel.
- In terms of geometry, imperfection geometry of expansion has significantly influenced to the capacity of collapse pressure resistance. The perfectly round geometry has significantly more capacity for resistance collapse pressure than the imperfection.
- The imperfection of collapse pressure itself is also interesting in terms of the distribution pattern and the magnitude, it is still an open question in this field.
- For the cone expansion type, the influence of friction is also interesting; it will be investigated and published later.
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Abstract. A recently proposed procedure for the simulation of cross roll straightening allows to predict successfully the residual stress distribution in straightened bars as well as their yield stress. Although the procedure allows also to make predictions about the curvature of straightened bars, large discrepancies appear between predictions and experiments. The present study aims at understanding the causes of these deviations. The standard experimental setup for the measurement of curvature provides values on the assumption of a constant in-plane curvature. Using a modified procedure for the prediction of the curvature, this study shows that, according to the model, the curvature of straightened bars is not constant and not in-plane. The reason for the deviation observed between predictions and measurements is then obvious.

1 INTRODUCTION

Cross roll straightening is the last mechanical operation in the production process of bright steel bars and aims principally at reducing: (1) the curvature and (2) the detrimental residual tensile stresses on, and close to, the surface of round bars. On the downside, the operation may lead to a decrease of the yield stress of the bars. Modelling approaches to describe the process can be grouped into two main categories: analytical procedures and FE based procedures. The former ones (see e.g. [1, 2]) rely on the assumption of straightening under pure alternate bending and cannot take into account such influences as the lateral stamping applied by the rolls on the bar. The latter ones (see e.g. [3, 4]) are CPU cost intensive and, therefore, require the use of relatively rough meshes, making them unable to predict subtle differences in e.g. the yield stress of straightened bars.

During cross roll straightening, the bar is bent and stamped between two rotating rolls, a convex and a concave one, as shown in Figure 1. Apart from the geometry of the
rolls, the main process parameters are the angle $\alpha$ between the rolls and the bar and the stamping $\delta$, defined as the diameter of the bar minus the minimum distance between the rolls. During straightening, the rolls rotate, inducing a forward motion of the bar and a rotation about its main axis.

A mixed analytical-numerical modelling approach to cross roll straightening, based on similar assumptions as the one introduced in [5], is presented in [6]. The procedure allows to predict quantitatively the influence of the straightening parameters $\alpha$ and $\delta$ on the yield stress of straightened bars. The predicted residual stress distribution is in qualitative agreement with the measurements presented in [7].

In [6], only intermediate results about the prediction of the curvature of straightened bars are presented. The predictions lie about an order of magnitude higher than the experimental values and no satisfying explanation of this discrepancy is provided. The present study aims at shedding light on the capabilities of the procedure regarding the prediction of the curvature of bars after straightening.

2 PROCESS MODELLING

This section presents a summary of the modelling approach. A more detailed explanation can be found in [6]. The main assumptions on which the procedure rely are the following:

- a closing simulation, in which the bar is simply bent and stamped between two static rolls (without rotation or forward feed), provides a decent approximation of the total strain distribution in a bar during cross roll straightening. For example, the influence of the rolling contact between the bar and the rolls can be neglected

- the total strain distribution in the bar depends marginally on the behaviour of the material
- the path of a material point of the bar during straightening can be computed analytically.

The first step of the procedure is a closing simulation. This simulation is conducted using a dynamic implicit scheme and the material behaviour is described using a linear isotropic model. The results are the total strain distribution within the bar and the bending line \( b(t) \), with \( t \in [0, 1] \), is a parameterised curve in the \( ZY \) plane passing through the nodes lying on the neutral axis of the bar in the deformed configuration. A coordinate system \( \{ \xi(t), \eta(t), \zeta(t) \} \) is associated to \( b(t) \)

\[
\begin{align*}
    e_\xi(t) &= \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \\
    e_\eta(t) &= \frac{1}{\| b'(t) \|} \begin{pmatrix} 0 \\ b_z'(t) \\ -b_y'(t) \end{pmatrix} \\
    e_\zeta(t) &= \frac{1}{\| b'(t) \|} \begin{pmatrix} 0 \\ b_y'(t) \\ b_z'(t) \end{pmatrix}
\end{align*}
\]

(1)

where \( b'(t) \) is the directional derivative of \( b(t) \).

A sufficient number of points \( P_i \) are chosen over a cross section of the bar. Their helical paths \( p_i(t) \), having \( b(t) \) as neutral axis and a pitch \( \kappa = 2\pi r_{rod} \tan(\alpha) \), are computed. The solids lying on each path are identified. The sequence of the total strain tensors associated to these elements builds the total strain history of each material point considered. Total strain increments are defined as the differences between consecutive states along a given path. Those strain increments are then integrated according to the constitutive equations presented in Section 3.2. To compensate for eventual deviations from the state of equilibrium, the internal variables obtained for each \( P_i \) are mapped to a corresponding layer of solid elements and, applying adequate boundary conditions, the equilibrium is sought using a one-step static implicit solution scheme.

For predictions regarding the evolution of the curvature of the bar, axis asymmetric axial initial stresses are considered. An initial curvature \( \kappa_{bs} < \sigma_y / (E r_{rod}) \) of a bar can be reduced to a stress distribution over its cross section according to relation

\[
\sigma_{\zeta\zeta}^{in}(\eta) = E \kappa_{bs} \eta
\]

Considering \( \sigma_{\zeta\zeta}^{in} \) as initial stresses, the corresponding \( \sigma_{\zeta\zeta}^{out} \) stresses after straightening are computed using the procedure described above. This stress distribution generates a moment \( M_\zeta \) about an axis \( \bar{\xi} \).
Figure 2: $\sigma_{\kappa\zeta}^{out}$ stress distribution in a bar with an initial curvature $\kappa^{bs} = 10^{-4}$ straightened with $\alpha = 18^\circ$ and $\delta = 0.50$ mm. The angle $\beta$ is highlighted ($\beta = -20^\circ$ in the present case). The linear initial stress distribution in the core of the bar is not affected by the plastification that takes place in the peripheral layers.

$$M_{\tilde{\xi}} = \int_{A} \sigma_{\kappa\zeta}^{out} \tilde{\eta} dA$$  \hspace{1cm} (3)

where $\tilde{\xi}\tilde{\eta}$ is obtained by a rotation of $\xi\eta$ by an angle $\beta$ around the axis $\zeta$, as shown in Figure 2. The moment $M_{\xi}^{max}$ is

$$M_{\xi}^{max} = \max \left( M_{\xi} (\beta) \right)$$  \hspace{1cm} (4)

The curvature after straightening is $\kappa^{as} = M_{\xi}^{max} / (EI)$.

3 MATERIAL MODELLING

3.1 Tension-compression tests

The material investigated in the context of this study is a SAE 1144 medium carbon steel ($\varnothing25$ mm). As mentioned above, cross roll straightening induces a cyclic deformation in the bar. The cyclic behaviour of the material is investigated by carrying out tension-compression tests under total strain control with an amplitude $\Delta\varepsilon/2 = 1.5 \cdot 10^{-2}$ at a strain rate of approximately $5 \cdot 10^{-3} \text{ 1/s}$. The material exhibits a strong Bauschinger effect, cyclic softening and a small apparent tension-compression asymmetry. The term *apparent* is used to highlight the fact that the phenomenon is more likely due to a Bauschinger effect from the previous drawing operation than to a *real* (according to the definition given in [8]) strength differential effect.
3.2 Constitutive equations

The total strain tensor is additively decomposed in an elastic strain and a plastic strain. The elastic part of the strain tensor obeys Hooke’s law. The plastic strain components are governed by the associated flow rule. The yield function is expressed as

\[ F = \frac{3}{2} (s - a) : (s - a) - Y^2 \]  

where \( s \) is the deviatoric stress tensor and \( a \) is the backstress tensor. \( Y \), the isotropic hardening (or softening) part, is

\[ Y = Q (1 - \exp (-bp)) + \sigma_0 \]  

where \( p \) is the accumulated plastic strain. \( a \) (i.e. its evolution equation) is decomposed according to [9] as

\[ a = \sum_{i=1}^{M} a^{(i)} + a_0 \]  

where \( a_0 \) allows to take into account the initial asymmetry between tension and compression in a non-evanescent manner. \( a^{(i)} \) is defined through the (Armstrong-Frederick) differential equation

\[ \frac{d}{dp} a^{(i)} = \frac{2}{3} C_i d \varepsilon^p - \gamma_i a^{(i)} dp \]  

Figure 3 shows the fitted model on the experimental stress-strain curve; the corresponding values of the parameters are given in Table 1. The material model is implemented according to the radial return algorithm presented in [10]. For the closing simulation mentioned in Section 2, a linear isotropic model is fitted on the first tension branch (\( \sigma_y = 935 \) MPa and \( E_{tan} = 3000 \) MPa).
Table 1: Fitted parameters for the Chaboche model ($E = 210$ GPa and $M = 3$)

<table>
<thead>
<tr>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$\gamma_3$</th>
<th>$Q$</th>
<th>$b$</th>
<th>$\sigma_0$</th>
<th>$\alpha_{33}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>44400</td>
<td>18100</td>
<td>1430</td>
<td>665</td>
<td>87</td>
<td>0</td>
<td>-214</td>
<td>5.5</td>
<td>757</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Figure 4: Experimental setup used to measure the curvature of bars ($L = 1$ m).

4 PREDICTION OF RESULTING STRAIGHTNESS

The curvatures of 40 bars before and after straightening with $\alpha = 18^\circ$ and $\delta = 0.50$ mm are measured using the setup sketched in Figure 4. The setup is a common means of assessing the curvature of bars in the industry and [11] presents measurements obtained using a similar device, the dial gauge being replaced by a laser one. The maximum dial gauge amplitude $2\Upsilon$ is recorded and is converted into a curvature $\kappa = 8\Upsilon / L^2$ assuming that the bar has a constant radius of curvature in a single plane. Experimental results and corresponding predictions are plotted in Figure 5.

It appears from Figure 5 that the curvatures predicted by the model are about an order of magnitude higher than the experimental values. A straightening effect can be predicted when relatively large values of curvature before straightening are considered. When bars with a small initial curvature are considered, such as the ones investigated in this study, the predicted curvatures after straightening are larger than the ones before straightening.

In [11], the roller leveller straightening of coiled medium carbon steel wire ($\varnothing 6$ mm) is investigated both experimentally and numerically. In a roller leveller, the bar is repeatedly bent in a single plane. Considering a bar initially curved in a single plane and straightening it in its plane of curvature leads to (1) a reduction of its main curvature and (2) the appearance of a small out-of-plane curvature. In this case, the assumption that straightened bars are curved in a single plane does not hold.

In order to verify the hypothesis of the constant in-plane curvature of the bars after straightening for the present case, $\kappa^{as}$ is computed for different sections over a distance $x$ of the bar ($x = 25.52$ mm for $r_{rod} = 12.5$ mm and $\alpha = 18^\circ$). The computations are made with $\alpha = 18^\circ$ and $\delta = 0.50$ mm and two initial curvatures are considered: (1) $\kappa^{bs} = 0$ and
Figure 5: The curvatures before ($\kappa_{bs}$) and after ($\kappa_{as}$) straightening (with $\alpha = 18^\circ$ and $\delta = 0.50$ mm) of 40 bars are measured. The values predicted by the model are also plotted. The model cannot, apparently, predict curvatures below $\kappa_{as} = 6.5 \cdot 10^{-6}$ 1/mm.

(2) $\kappa_{bs} = 10^{-4}$ 1/mm. The predicted curvatures as well as the corresponding angles $\beta$ are plotted in Figure 6.

It appears from the results obtained for $\kappa_{bs} = 0$ (Figure 6 (top)) that:
- the curvature of the bar after straightening is approximately constant ($\kappa_{as} \approx 6.6 \cdot 10^{-6}$ 1/mm, which corresponds to the apparent limit highlighted in Figure 5)
- the angle $\beta$ between the axis of principal curvature and the axis $\zeta$ completes a whole rotation over a distance $\kappa$

According to the model, the shape after straightening of an initially perfectly straight bar is hence a helix whose main axis is a straight line. Random numerical errors lead to variations $2\Delta\kappa_{as} < 5 \cdot 10^{-7}$ 1/mm, which are acceptable considering the scattering of the experimental data.

It appears from the results obtained for $\kappa_{bs} = 10^{-4}$ 1/mm (Figure 6 (bottom)) that:
- the curvature of the bar after straightening varies over a length $\kappa$
- the angle $\beta$ varies in a $\pm 30^\circ$ strip

These results highlight the fact that the comparison made in Figure 5 between experimental (global) values of curvature and predicted (local) curvatures is not relevant. The assumption of a constant in-plane curvature after straightening does not hold. The experimental setup pictured in Figure 4 is not sufficient to assess the curvature of straightened bars.
Figure 5: The curvatures before ($\kappa_{bs}$) and after ($\kappa_{as}$) straightening (with $\alpha = 18^\circ$ and $\delta = 0$). 50 mm) of 40 bars are measured. The values predicted by the model are also plotted. The model cannot, apparently, predict curvatures below $\kappa_{as} = 6 \cdot 10^{-6}$/mm. (2) $\kappa_{bs} = 10^{-4}$/mm. The predicted curvatures as well as the corresponding angles $\beta$ are plotted in Figure 6. It appears from the results obtained for $\kappa_{bs} = 0$ (Figure 6 (top)) that:

- the curvature of the bar after straightening is approximately constant ($\kappa_{as} \approx 6.6 \cdot 10^{-6}$/mm, which corresponds to the apparent limit highlighted in Figure 5)
- the angle $\beta$ between the axis of principal curvature and the axis $\xi$ completes a whole rotation over a distance $\kappa_{as}$

According to the model, the shape after straightening of an initially perfectly straight bar is hence a helix whose main axis is a straight line. Random numerical errors lead to variations $2\Delta \kappa_{as} < 5 \cdot 10^{-7}$/mm, which are acceptable considering the scattering of the experimental data.

It appears from the results obtained for $\kappa_{bs} = 10^{-4}$/mm (Figure 6 (bottom)) that:

- the curvature of the bar after straightening varies over a length $\kappa_{as}$
- the angle $\beta$ varies in a $\pm 30^\circ$ strip

These results highlight the fact that the comparison made in Figure 5 between experimental (global) values of curvature and predicted (local) curvatures is not relevant. The assumption of a constant in-plane curvature after straightening does not hold. The experimental setup pictured in Figure 4 is not sufficient to assess the curvature of straightened bars.

Figure 6: Predicted curvatures after straightening ($\kappa_{as}$) and the corresponding angles to the axis $\xi$ for two different curvatures before straightening: $\kappa_{bs} = 0$ (top) and $\kappa = 10^{-4}$ 1/mm (bottom).
5 CONCLUSIONS

The present study sheds light on the causes of the large discrepancy observed between measurements and experiments in [6]. Using a standard experimental setup, the curvature of bars is measured on the assumption of a constant in-plane curvature. Although drawn bars may exhibit such curvatures, it is shown numerically that the assumption does not hold for straightened bars. A meaningful link, if any, between predicted (local) and measured (global) values is still to be established.
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Abstract. Aim of the present work is to improve the production of laserwelded flux cored wires with the help of Finite Element Analysis in Abaqus. This flux cored wires are used as welding consumables. To simulate the whole production process for every variety of input parameters is far too time-consuming particularly with regard to the filling. The production process is as following: after roll forming of a strip to a U-shape it is filled continuously with flux. This powder consists of up to 20 different substances. Afterwards the profile is closed to a tube and the edge is laserwelded. At last the diameter of the tube is reduced to 1.2 mm. The reduction step is investigated and subject of the present work. Observations have shown the most abrasion of the working dies in reduction steps where it is not expected due to the calculated true strain sequence. Therefore, the influence of the filling on the roll drawing process has to be taken into account. This is not easy because the process starts with loose multicomponent powder and ends with high compaction. It is hard to cover these demands with a single model for powder behaviour. So a phenomenological approach is established to solve the problem. The influence of the powder is described as a load which only appears in the projected contact area. Consequently, it becomes possible to study parameters on the reduction like different quantities of the multicomponent powder, the reduction sequence of the roll drawing process and the geometry of the rolls.

1 INTRODUCTION

Different powder models were studied to characterise the influence of the powder in the process. Soil mechanic models like Drucker-Prager/Cap describe lower compaction [1]. Many models exists which handle the powder as a metal matrix with porosity, like Shima and Oyane or Gurson [2]. These models are right at higher compaction [3]. At last there are models which calculate the behaviour of spheres under pressure [4,5]. This is far to time consuming for this kind of simulation. The production process leads to a high range in the compaction. Therefore one model could hardly reproduce the whole process. But it is impossible to fix a crossover
between two models. Furthermore all of them focus on the strength of the compacted powder and the density distribution during production to predict cracks in the finished parts. This is not relevant in this case. At least the experiments to characterise the powder are mostly very complex and expensive [6,7]. This is the reason why a phenomenological approach is added to the finite element analysis. A lot of investigational work has been done on characterisation of drawing process with axially symmetric dies [8,9,10]. The roll drawing process using roller dies is less studied [11,12,13]. All the researchers concentrate in their work on the reduction of rods or tubes with or without mandrel. The problem in the present work is that at the beginning loose powder is added. During the reduction process the multicomponent powder (flux) is compacted and acts as some kind of mandrel to the process. This is tightening up the investigation of the production process. Beside the pass schedule and the filling, the geometry of the rolls plays an important role. Also the strain-hardening of the tube has to be considered. These parameters are interacting in the roll drawing process that’s why it is difficult to handle in the finite element analysis.

2 ROLL DRAWING

Metallographic specimens show the influence of the used amount of multicomponent powder. Due to varying bulk volumes the wall thickness in the final cross section differs. If there is no powder added the inner diameter vanish. Three examples are shown in Figure 1. The outer diameter stays the same.

![Figure 1: Cross section through the final product for three different filling volumes (increasing from a to c), outer diameter 1.2 mm](image)

The wall thickness is measured in three different positions, because the inner outline is very rough. The mean is build as shown in Table 1.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Measured Value [µm]</th>
<th>Mean [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>sₐ</td>
<td>232 339 338</td>
<td>333</td>
</tr>
<tr>
<td>sₖ</td>
<td>264 289 233</td>
<td>262</td>
</tr>
<tr>
<td>sₙ</td>
<td>225 251 245</td>
<td>240</td>
</tr>
</tbody>
</table>
For the shown cross sections an axial elongation can be calculated, which reaches from 12 up to 15. This leads to the assumption of an equilibrium between the compaction of the multicomponent powder, the reduction of the roll drawing process and the strain-hardening of the strip metal. These parameters influence the outcoming wall thickness.

The strain-hardening of the outer strip material was determined with tensile tests. The extended formula of Ludwik \[14\] is used to calculate the flow stress ($k_f$) for the deformed outer tube in every specific sequence of the reduction process.

\[ k_f = k_{fA} + B\varphi^n \]  

The function is defined as following: $k_f$ is the true stress, $k_{fA}$ is the yield strength at $\varphi=0$, $B$ is the yield strength at $\varphi=1$, $n$ is the strain hardening exponent, $\varphi$ is the true strain. An ideal plastic strain is defined by the sequence of the process. This is set as initial condition to the model to consider the hardening of the outer strip metal.

3 INFLUENCE OF THE POWDER COMPACTION

The compaction behaviour is studied with an isostatic press. Different elaxed loads are applied on a weighted mass of the multicomponent powder in a rubber mould and the volume is detected. From the results the relative density under pressure is recorded. The compaction behaviour depends on many parameters like chemical composition, additives, particle size, particle shape and the mechanical properties of the full material \[15,16,17\]. Therefore the graph shown in Figure 2 is only valid for this special composition.

\[ \begin{align*}
0 & \quad 0.1 & \quad 0.2 & \quad 0.3 & \quad 0.4 & \quad 0.5 & \quad 0.6 & \quad 0.7 & \quad 0.8 & \quad 0.9 \\
0 & \quad 50 & \quad 100 & \quad 150 & \quad 200 & \quad 250 & \quad 300 \\
\text{Relative Density [-]} & \quad \text{Pressure [bar]} \\
\hline
\text{Measured Compaction} & \quad \text{Calculated Regression}
\end{align*} \]

\textbf{Figure 2: Measured Compaction and the Calculated Regression of the powder filling}

The compaction behaviour of the multicomponent powder is expressed mathematically. Literature gives correlations between powder compaction and surrounding pressure. For example Schatt \[15\] defines the pressure which is needed to compact the powder until no porosity is left ($p_{\text{max}}$).
\[ p_{\text{max}} = p \left( \frac{1}{\rho_{\text{rel}}} \right)^m \]  

(2)

For cylindrical specimen can be calculated \(^{[16]}\)

\[ F = \int_{0}^{r} 2r \pi \sigma_z dr \]  

(3)

where \( \sigma_z \) is

\[ \sigma_z = \bar{\sigma} \exp \left[ \frac{2\mu_i (r_f - r)}{\ell} \right] \]  

(4)

\[ \bar{\sigma} = k_f \left( \frac{1 + \mu_i}{1 - \mu_i} \right) \]

\( \mu_i \) is set for the inner friction between the particles. \( r \) is the specimen radius. \( p \) stands for the pressure. \( \rho_{\text{rel}} \) is the relative density. \( \sigma \) are stress components (\( z \) direction and mean stress). \( k_f \) is the yield strength of the powder as full material. \( m \) is the compaction exponent. A potential function is used to express the compaction of the powder. So it is valid to use a similar function to calculate the regression for the powder compaction (Figure 2).

\[ \rho_{\text{rel}} = \rho_b + B \varphi^m \]  

(5)

\( \rho_b \) stands for the bulk density of the powder. \( B \) is a factor which is adjusted to the compaction behaviour. This formula is used to calculate different quantities of the filling. From this the behaviour of any bulk volume under pressure can be calculated. The limits are given by the production process. Figure 3 shows an example for the correlation between volume and pressure for three different quantities of the multicomponent powder.

Figure 3: Different quantities of powder under pressure
After each roller die package a cross section was taken to measure the inner and outer diameter of the tube. The area is calculated and multiplied with the elongation of the tube. This leads to the actual volume. Now a pressure which is needed to compact the multicomponent powder to this level can be assigned to the inner volume. So, a value for the inner pressure as a result of the powder compaction is found and added to the finite element analysis. Of course, the relationship of the inner and outer diameter is influenced by the quantity of the powder and its compaction. But as a compromise this is neglected and the inner volume is taken absolut.

To fix the region in which the compaction of the powder lead to a pressure on the inner wall a finite element analysis has been started. The projected contact area is a far to rough estimate. A very soft material is taken instead of powder. The geometry is authentic to the production process. A region could be fixed following the stress distribution in a cut of the finite element analysis shown in Figure 4.

![Figure 4: Cut through the tube in the FEA with the stress distribution for the principal directions](image)

A few differences have to be considered between deformation of a soft full material and a powder. At first no tension can occur in powders like the axial stress distribution shows. A far smaller elastic springback appears in compacted powder. The contact area for friction is much higher between a rod and a surrounding tube. The powder does not compact under shear stresses, whereas full materials can yield. This is why this analysis is only valid for finding the region for backpressure and could not be a simplification for the whole process.
4 FEA MODEL

For the first simulated roller die the tube is considered as a stress and strain free material. On later roller dies a strain-hardening is added. The influence of the multicomponent powder is included through a user defined subroutine. The load only appears in the roller dies. The tube between the roller dies is unaffected which agrees with reality. The welding seam is included in the tube geometry and carries a separate material property due to the laser welding process. A package with twelve roller dies is always simulated at once. Two dies have always the same geometry. They alternate between horizontal and vertical positions. Abaqus Explicit is used, with C3D8 elements. The outer strip is made out of a soft steel with low strength. In the welding seam a modified material property is installed, due to the rapid cooling in the laser welding process. Roll drawing is a cold forming process. Between the roller dies and the tube rolling friction appears. As a result not much heat occurs. That’s why the heat is neglected in the finite element analysis. Figure 5 show the start of the finite element analysis with the tube in front and the alternating roller dies in the back.

![Figure 5: FEA model of the roll drawing process](image)

Figure 6 shows the radial stresses due to the load of the powder defined in the user defined subroutine. This picture is taken from an analysis with no rolls to control the input.

![Figure 6: Stresses due to VDLoad](image)
5 RESULTS

Figure 7 shows the equivalent stress and the principal stresses for the first roller die. The upper roll which is identical to the lower is hidden to get a free view on the welding seam. The ovality occurs due to the spread. The geometry of the rolls itself is round and ends in 40° tangents. Between 40° and 50° is common for pass design.

Figure 7: First Roller Die with inner pressure, upper roll is removed, Mises and principal stresses

6 CONCLUSION

The discussed procedures allows to simulate the complex relationship in this production. The model show good correlation to reality which proves its validity. Specific sequences can picked out to study the parameters like roll geometry, process variables and the reduction sequence. The reactions of the system as there are out-of-roundness, stress and strain distribution and twisting can be determined. Furthermore the Finite Element Analysis runs at reasonable computing times.
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Abstract. A constitutive model for recrystallization has been developed within the framework of an existing dislocation-based rate and temperature-dependent plasticity model. The theory has been implemented and tested in a finite element code. Material parameters were fit to data from monotonic compression tests on 304L steel for a wide range of temperatures and strain rates. The model is then validated by using the same parameter set in predictive thermal-mechanical simulations of experiments in which wedge forgings were produced at elevated temperatures. Model predictions of the final yield strengths compare well to the experimental results.

1 INTRODUCTION

During high temperature manufacturing processes, metals undergo microstructural changes that can greatly affect material properties and residual stresses. Some of the physical mechanisms that influence the strength of a material are strain hardening, recovery,
recrystallization, and grain growth [1,2]. If the deformation conditions such as temperature and strain rate are not controlled properly during forging, welding, rolling, or other processes, the final part may have inadequate strength or residual stresses that could be detrimental to the life of the part [3]. In order to be able to optimize manufacturing processes using computational capabilities, it is necessary to have a physically-based constitutive model that captures the dominant strengthening and softening mechanisms. Such a model with predictive capabilities can be used in an optimization scheme to reduce the number of design iterations required to produce a part that meets all strength and microstructural requirements.

Recrystallization is a complex, inhomogeneous process in which nucleation and growth of new strain-free grains replace the worked microstructure of a strained material [4,5]. Recrystallization is due to the motion of grain and subgrain boundaries. As the boundaries move, they sweep away the dislocation structure, leaving a strain-free material with a very low dislocation density. The nucleation of a new recrystallized grain is believed to be due to the growth of an existing deformation-induced subgrain [6]. At elevated temperatures, a subgrain with a lower level of stored energy will preferentially expand at the expense of neighboring subgrains. The driving force for recrystallization is the difference in energy between the deformed and recrystallized state [7]. If the expanding subgrain reaches a critical size, it becomes a stable recrystallized grain.

In [8], a constitutive model for static and dynamic recrystallization was developed in which no critical criterion was utilized to initiate recrystallization. Rather, the kinetics of recrystallization are modeled based on the mobility of grain and subgrain boundaries under the driving force provided by the stored energy in the dislocation structure. The theory is capable of modeling single and multiple-peak dynamic recrystallization.

In this paper, coupled thermal-mechanical simulations are performed, including the effects of die chill, heat generated due to plastic dissipation, and conduction and strength evolution that occurs after compression but before quenching. Uncertainties in processing conditions were considered and propagated through the simulations to determine uncertainties in final predicted strengths.

A simplified version of the model is presented in the next section since we are primarily concerned with static recrystallization for high-rate forgings. Parameter optimization is then discussed. Finally, a comparison between model predictions and experimental results is provided.

2 CONSTITUTIVE MODEL

A treatment of the kinematics and thermodynamics of the model is documented in a full-length manuscript under review [9]. The constitutive model is explained in detail in [8]. Here, as in [10], a condensed treatment of the constitutive model is given for the simplified case of uniaxial stress and at most only once cycle of recrystallization.

For uniaxial stress, let \( \sigma \) represent the only non-vanishing component of the Cauchy stress tensor and \( \varepsilon \) represent the axial component of the Eulerian strain tensor. After making approximations for small elastic strains, it can be shown that the model reduces to the following set of equations, written here in the current configuration:

\[
\sigma = E(\varepsilon - \varepsilon^e)
\]
\[ \delta^p = c \left( \sinh \left( \frac{\sigma}{\kappa + Y(\theta)} \right) \right)^{\kappa(\theta)} \]  \\
\[ \kappa = \kappa_{1-X}(1-X) \]  \\
\[ \kappa_{1-X} = \left[ H(\theta) \left( \frac{1 + \zeta_{1-X}}{\kappa_{1-X}} \right) - R(\theta) \kappa_{1-X} \right] \delta^p \]  \\
\[ \dot{\zeta}_{1-X} = h_{1} \zeta_{1-X}^{1/\nu} \delta^p \]  \\
\[ X = \frac{1}{\mu \theta} e^{\frac{\zeta}{1 - e^{-\beta \mu_{1-X}}}} \left[ c_{p} X_{1-X}^{2} + c_{r} \sigma_{1-X}^{2} \right] X^a (1-X)^b \]  \\
\[ \theta = \frac{\rho c_p}{\beta} \sigma^p \]  

Equations (1) and (2) provide the elasticity relation and the flow rule for the plastic strain rate. Equation (3) averages the isotropic hardening variable, \( \kappa \), between the unrecrystallized and recrystallized volume fractions, where the isotropic hardening variable in the recrystallized volume fraction is assumed to be zero. Equation (4) is the evolution equation for the isotropic hardening variable in the unrecrystallized volume fraction, which has a hardening minus recovery format based on [11]. The hardening rate increases as the subgrain boundary spacing, represented by the misorientation variable \( \zeta \), decreases. Equation (5), based on [12], tracks the misorientation variable, \( \zeta_{1-X} \), in the unrecrystallized volume fraction. \( \zeta_{1-X} \) is inversely related to the average spacing between geometrically necessary boundaries. Equation (6) describes the kinetics of recrystallization through a variable representing the volume fraction of recrystallized material, \( X \). The stored energy due to the dislocation structure, represented by \( \kappa_{1-X} \) and \( \zeta_{1-X} \), drives the recrystallization kinetics. The mobility of subgrain boundary motion increases with misorientation angle, which increases as the spacing between geometrically necessary boundaries decreases. The last equation tracks the evolution of temperature due to adiabatic heating. Here, it is assumed that \( \beta = 0.95 \), i.e. 95% of the plastic work is dissipated as heat. In this work, coupled thermal-mechanical simulations are performed in which the constitutive model calculates the heat generated due to plastic work, which is passed to the thermal code for use as a source term in the energy equation. Thus the temperature will also change due to conduction, radiation, and convection.

The model in this form is only valid for static recrystallization, where the isotropic hardening variable in the recrystallized volume fraction is assumed to be zero. For dynamic recrystallization, the recrystallized material will continue to harden with increased strain. For a treatment of the model form capable of both static and dynamic recrystallization, see [8].

3 MODEL PERFORMANCE

Material parameters were fit to data from monotonic compression tests on 304L steel for a wide range of temperatures and strain rates. Three types of test data were included in the set used for parameter optimization. Stress-strain data from single-stage compression at constant strain rate is shown in Figure 1. The plot legends show the initial specimen temperature.
During straining at high rates, the temperature increases somewhat due to plastic dissipation. Figure 2 shows stress-strain data from two-stage compression tests. For each specimen, the first stage of compression was performed at elevated temperature, followed by a quench after approximately five seconds. The second compression stage was conducted at room temperature. Figure 3 contains recrystallized volume fraction data from single-stage compression tests.
compressions tests followed by various hold times before quenching. The data was determined from microstructure from etched samples of the compression specimens.

Model parameters were optimized using the three types of data discussed above (see Appendix). The results are shown in Figures 1 through 3. The model captures the material response quite well over the full range of temperatures and strain rates.

![Figure 1](image1.png)

**Figure 1**: Stress-strain data from single-stage compression tests

![Figure 2](image2.png)

**Figure 2**: Stress-strain data from two-stage compression tests

![Figure 3](image3.png)

**Figure 3**: Recrystallized volume fraction data from compress-and-hold tests

### 4 VALIDATION

The theory has been implemented and tested in Arpeggio, Sandia’s code coupling of an implicit quasistatics code, Adagio [13], with a thermal code, Aria [14]. The model is then validated by using the same parameter set in predictive simulations of experiments in which 304L stainless steel wedges were forged with a HERF machine at Precision Metal Products, Inc. (PMP). Two wedge geometries, shown in Figure 4, were forged at 1500F and 1600F. For each forging, the wedge heated in a furnace to the nominal temperature, then transferred to a flat die, and compressed to a final height of one inch by a platen traveling at a rate of approximately 20 ft/s. The forging was then transferred to a quench bath. From the flattened forgings, tensile specimens were machined and tested. Figure 5 shows the locations of the
tensile specimens. For all wedges, specimen A was taken one inch to the right of the initially-tapered edge. The spacing between each specimen location was 0.52” for the short wedges and 0.64” for the tall wedges.

A set of simulations were performed to account for uncertainties in the input parameters. Due to time constraints, for each nominal case, simulations were done to provide upper and lower bounds on the expected final yield strengths at the six specimen locations. The uncertainties were based on measurements taken at PMP during forgings of different geometries. The ingot temperature when transferred from the furnace is assumed to be within +/−20°F of nominal. Radiation and convection were modeled for the estimated transfer time of 1.7 to 3.7 seconds. Conduction to the die was also modeled for 2.8 to 4.9 seconds before compression began. After the wedge is flattened at 20 ft/s, conduction occurs for 0.5 to 2 seconds before the wedge is removed for transfer to the quench bath, which takes between 3 to 4.8 seconds. To account for the uncertainty in the coefficient of friction, we ran the suite of simulations once with a coefficient of friction of 0.1 and once with frictionless contact.

The plastic strain contours for a typical run (in this case, 1580°F for the tall wedge with a coefficient of friction of 0.1) are plotted in Figure 6. The plastic strain increases as one moves from position “A” to position “F”. Figure 7 shows the temperature distribution immediately after the wedge is forged (t~4.5s) and immediately before it is quenched (t~8s). Due to adiabatic heating, the temperature after forging is highest in the locations that see the highest strains, although the bottom of the wedge is somewhat cooler due to the die chill before forging, and further conduction after forging. The dislocation density increases with plastic strain, as does the average misorientation angle across deformation-induced subgrain boundaries. The rate of recrystallization increases with dislocation density and misorientation angle, so the recrystallized volume fraction increases from position “A” to position “F” in a trend similar to that of the plastic strain (see Figure 7). The bottom of the wedge recrystallizes less due the lower temperature there.

Figure 8 shows how the yield strength drops during recrystallization. The room-temperature yield strength distribution is calculated at two times, both under the assumption that the wedge is quenched instantaneously, i.e. as if the temperature drops immediately to room temperature. The left plot in Figure 8 shows what the final strength would be if quenched immediately after forging, before recrystallization has a chance to evolve. This is obviously not physically possible, but is shown for purposes of illustration. The right plot shows the strength after 3.5s of post-forge conduction and recrystallization. A comparison shows the importance that the amount of time it takes to quench a forging has when recrystallization is evolving.

The final room-temperature, quasistatic yield strength predictions for the short and tall wedges are plotted in Figures 9 and 10, respectively. The range of yield strengths predicted by the simulations based on the uncertainties in the input parameters are depicted by error bars; the experimental measurements are represented by “x” symbols. Since recovery and recrystallization are thermally activated processes, the final strengths of 1500°F forgings are higher than the 1600°F forgings. As strain increases (e.g. over positions A, B, and C), strength increases due to additional work hardening. However, if the temperature is high enough, the additional work hardening can induce recrystallization, which causes the strength to drop at higher strains (e.g. over positions D, E, and F). The simulations capture the general trends in the data very well. The error in final yield strength predictions is plotted in Figure 11. For
cases in which the experimental value lies within the prediction bounds, the error is zero. Otherwise, the error is calculated as the difference between the closest prediction bound and the experimental value, normalized by the experimental value.

The uncertainties in the yield strength predictions are largest for higher temperature and higher strains because those conditions induce a higher rate of recrystallization. When the rate of recrystallization is high, uncertainty in time before quenching causes uncertainty in the amount of recrystallization that occurs (see Figure 3) and hence in the final strength.

5 CONCLUSIONS

Coupled thermal-mechanical simulations were performed to predict the final yield strength in two wedge forging geometries for two nominal temperatures. Uncertainty quantification is performed to account for unknown input parameters in the simulations. The predictions match the experimental results fairly well for all combinations of temperature and geometry.
Figure 6: Plastic strain contour plot for the tall wedge for a tall wedge initially at 1580°F

Figure 7: Contour plots of the temperature immediately after forging and immediately before quenching
Figure 8: Contour plot of the recrystallized volume fraction for a tall wedge initially at 1580°F

Figure 9: Contour plots showing the evolution of the room-temperature yield strength after forging

Figure 9: Final yield strengths from simulation predictions and experiments for the short wedge
Figure 10: Final yield strengths from simulation predictions and experiments for the tall wedge

Figure 11: The error in final yield strength predictions

APPENDIX

The set of parameters used in all the results presented here are as follows in SI units:

\[ E = 2.00 \times 10^1 - 8.70 \times 10^7 (\theta - 292) \text{ Pa} \]  \hspace{1cm} (8)

\[ \mu = 8.01 \times 10^1 - 3.70 \times 10^7 (\theta - 292) \text{ Pa} \]

\[ c = 0.0918 \]
\[ n(\theta) = \frac{5700}{\theta} \]
\[ Y(\theta) = \frac{5.27 \times 10^9}{33.2 + \exp(-2.69 \times 10^3/\theta)^2 \tanh[0.00187(868 - \theta)]^2} \]
\[ H(\theta) = 0.01 \mu \]
\[ R_o(\theta) = 857 \exp(-5420/\theta) \text{ Pa/K} \]
\[ h_r = 0.00167 \]
\[ r = 1 \]
\[ c_\theta = 5.53 \times 10^4 \]
\[ c_\varepsilon = 0 \]
\[ c_\zeta = 9.73 \times 10^4 \]
\[ a = 0.667 \]
\[ b = 1.33 \]
\[ \rho = 8.00 \times 10^3 \]
\[ c_p = 667 \]
\[ \beta = 0.95 \]
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Abstract. The coupled hydro-mechanical state in geomaterials undergoing plasticity phenomena is here evaluated by means of the subloading surface model. The most important feature of this theory is the abolition of the distinction between the elastic and plastic domain, as it happens in conventional elastoplastic models. This means that plastic deformations are generated whenever there is a change in stress and a smoother elasto-plastic transition is produced. The subloading surface takes the role of a loading surface which always passes through the current stress point \( \sigma \) and keeps a shape similar to that of the normal yield surface and a similar orientation with respect to the origin of stress space. Additionally, the model allows for giving a smooth response in a smooth monotonic loading process and the stress is automatically drawn back to the normal-yield surface even if it goes out from that surface, leading to a more stable and robust calculation even for large loading steps. The plasticity algorithm has been implemented within the FE PLASCON3D research code, coupling hydro-(thermo)-mechanical fields within a saturated porous medium (locally partially saturated) subjected to external loads. Applications to soils allow e.g. for assessing subsidence evolution at regional scale.
1 INTRODUCTION

The three-dimensional behaviour of geomaterials is here analysed making specifically reference to soils undergoing compaction and ensuing surface subsidence due to gas withdrawal from a typical deep reservoir.

Surface subsidence due to withdrawal of underground fluids occurs in many parts of the world, see for instance the case book of Poland [1]. Such surface settlement is a particular threat if it is experienced in low lying areas, close to the sea. Surface subsidence of this kind is almost exclusively understood in terms of drop of pressure in the aquifers or in the reservoir: i.e. withdrawal of these underground fluids results in a reduction of their pressure downhole; this in turn increases the part of the overburden carried by the skeleton of the reservoir rocks causing compaction. The compaction manifests itself, through deformation of the overlying strata, as surface settlement.

In case of a single fluid (water) involved, compaction can easily be explained by the principle of Terzaghi [2] which states that the compression of a porous medium is controlled by changes of effective stresses, i.e. variations of the difference between total stresses and the pressure of the fluid in the pores. However, when more fluids are involved or more phases of the same fluid, the Terzaghi traditional expression of effective stress alone is not sufficient to completely justify measured compaction and the concepts of unsaturated soil mechanics with appropriate stress measures and elastoplasticity concepts are needed. Drop of reservoir pressure is not the only mechanism leading to reservoir compaction and suction effects must also be accounted for at least for some types of extracted fluids and some reservoir rocks.

Capillary effects and structural collapse are treated in [3]-[5] and seem to provide sound explanations for continuing surface settlements when reservoir pore pressures stabilise and for additional settlements occurring even after the end of gas production. However, it is to be said that for the investigated area here considered, undergoing subsidence, there is no direct experimental evidence on samples from the field to show the key effect of capillarity on subsidence itself and hence any additional consideration could be largely speculative with many assumptions that are not justified enough.

Again, the discussion about the contribution of capillary effects when performing reservoir compaction and subsidence analyses at regional scale is out of scope for the present paper. The idea is to make use of unconventional plasticity [6] by means of the subloading surface model [7]-[11] for predicting softening behaviour of soil as well as reducing computational efforts when performing fully coupled hydro-mechanical subsidence analyses in three-dimensional domains [12], as demonstrated below.

It is to be said that, from a computational point of view, strain-softening may be associated to numerical procedures affected by a lack of convergence and the solution may depend strongly on the mesh adopted. Several techniques have been reported in literature, essentially when dealing with shear band formation and strain localization [13], [14], employed to obtain mesh size-independent shear banding (e.g. [15]). Mesh size-dependent hardening modulus procedures have been proposed by Pietruszczak and Mroz [16] and employed by a number of authors (e.g. Willam [17], Grammatikopoulou et al. [18]); enrichments or enhancements of the continuum models can be alternatively found [19]-[26] which include the non-local
formulation proposed by Eringen [27] and Kroner [28] and developed extensively by Bažant and Cedolin [29]. A complete review of softening plasticity models with internal variables regularized by non-local averaging of integral type can be found in Marotti de Sciarra [30], where it is stated that the appropriate choice of the regularization operator and of the internal variables to model a non-local continuum need to be dealt with a combination of micromechanical analysis and experimental investigations; probably only experimental investigations can provide the validation of one choice or of the other.

However, as evidenced in Yamakawa et al. [31], the accuracy and the convergence property of the subloading surface model (even if there incorporated into a stress-update algorithm for the Cam-Clay one), when e.g. used to reproduce over-consolidated soils experiencing softening, has been demonstrated for a single finite element and a plane mesh of 2460 8-node quadratic elements as well; in the latter situation different mesh sizes have not been considered. The robustness of the model has been there proved by increasing the number of loading steps only, even when considering dilation with a decrease in deviatoric stress.

Hence at present, essentially considering the main objectives of this paper as outlined before and in line with [31], it seems reasonable to prove the accuracy of the calculations presented here by comparing the numerical solutions for different mesh sizes and time steps as well; such a comparison is developed in the last Section, referring to the 3D subsidence analysis on regional scale.

2 FLOW FIELD ANALYSIS

It is here made reference to the coupled solution proposed in [32]-[36] to obtain the flow data necessary for a compaction analysis. This solution considers the mass balance equation in integral form for the fluids in the reservoir, which is then solved together with the state equation of gas via a three-dimensional consolidation analyzer, which uses an (a) equilibrium equation for the multiphase medium (solid + water or solid + gas) and a (b) mass balance equation for the water; the code has been upgraded to take into account possible plastic strain evolutions, following an unconventional plasticity approach, as exposed in the next Section.

The material balance equation referring to the reservoir and the state equation of gas yield at each time step the average reservoir pressure \( p_g \) when gas production and water inflow are known; this gas pressure is applied to the reservoir volume and the whole subsiding volume is then analysed by using the fully coupled equations (a) and (b). These equations give the flow of water across the reservoir boundary which is required in the material balance equation at reservoir level, and also its deformation, as well as of the overburden and underburden.

The reader is referred to [36]-[37] for additional details.

3 MODELLING PLASTICITY VIA THE SUBLOADING SURFACE MODEL

The subloading surface model is a particular elasto-plastic model falling within the framework of unconventional elastoplasticity [6], an extended elastoplasticity theory such that the interior of the yield surface is not a purely elastic domain, but rather a plastic deformation is induced by the rate of stress inside the yield surface [7]-[11]. Its main features are briefly
recalled here.

In the subloading surface model the conventional yield surface is renamed the *normal yield surface*, since its interior is not regarded as a purely elastic domain. The plastic deformation develops gradually as the stress approaches the normal yield surface, exhibiting a smooth elastic-plastic transition. Thus the subloading surface model fulfills the *smoothness condition* [11], [39]-[41], which is defined as the stress rate-strain rate relation (or the stiffness tensor) changing continuously for a continuous change of stress rate. Strain accumulation is predicted for a cyclic loading with an arbitrary stress amplitude, where the magnitude of accumulated strain depends continuously on the stress amplitude because of the fulfillment of the smoothness condition. Inelastic deformation occurs immediately when the stress point once again moves outward the current yield surface. Zero diameter yield surface bounding surface models, nested surface models, and subloading models have this attribute, but do not display any purely elastic response [6].

A *subloading surface* is also introduced, which always passes through the current stress point \( \sigma \) and keeps a shape similar to that of the normal yield surface and a similar orientation with respect to the origin of stress space, i.e. \( \sigma = 0 \).

The ratio of similarity \( R \) is named *normal yield ratio* and governs the approach of the subloading surface to the normal one, i.e. if \( R = 0 \) the subloading surface is a point coinciding with the origin of the stress space, whereas \( 0 < R < 1 \) represents the subyield state and with \( R = 1 \) the stress lies directly on the normal surface.

The subloading surface can be described by the scalar-valued tensor function

\[

f(\sigma) = RF(H)

\]

where the scalar \( H \) is the isotropic hardening/softening variable; in agreement with [10] the normal yield surface takes e.g. the form

\[

F = F_0 \exp\left(\frac{H}{\rho' - \gamma}\right)

\]

in which \( F_0 \) is the initial value of \( F \), \( \rho' \) and \( \gamma \) the slopes of the normal consolidation and swelling curves respectively in \( \ln v - \ln p \) space (\( v \) being the specific volume and \( p = -\text{tr}(\sigma)/3 \)).

The extended consistency condition for the subloading surface is obtained by differentiating Eq. (1), which leads to

\[

\text{tr}\left(\frac{\partial f(\sigma)}{\partial \sigma}\right) = RF + RF'H

\]

together with considering the evolution rule of the normal yield ratio, given by

\[

\dot{R} = U\|\dot{\epsilon}^p\| \quad \text{for} \quad \dot{\epsilon}^p \neq 0

\]

where \( \dot{\sigma} \) is the proper objective co-rotational stress rate, \( \dot{\epsilon}^p = E^{-1}\dot{\sigma} \), \( \dot{\epsilon}^p \) is the plastic strain rate.
and $U$ is a monotonically decreasing function of $R$ satisfying the condition

$$\begin{cases} U = +\infty & \text{for } R = 0 \\ U = 0 & \text{for } R = 1 \\ U < 0 & \text{for } R > 1 \end{cases} \quad (5)$$

The associated flow rule is assumed as

$$\dot{\varepsilon}^p = \lambda \overline{N} \quad (6)$$

where $\lambda$ is the positive proportional factor representing the increment of plastic deformation along the direction given by the normalized outward normal of the subloading surface $\overline{N}$ (expressed as a second order tensor)

$$\lambda = \frac{\text{tr}(\overline{N}\sigma)}{M^p} \quad (7)$$

$$\overline{N} = \frac{\partial f(\sigma)}{\partial \sigma} / \left\| \frac{\partial f(\sigma)}{\partial \sigma} \right\| \quad (8)$$

being $M^p$ the plastic modulus.

The loading criterion is finally given [41], [42]

$$\begin{cases} \dot{\varepsilon}^p \neq 0 : & \text{tr}(\overline{N}\dot{\varepsilon}) > 0 \\ \dot{\varepsilon}^p = 0 : & \text{tr}(\overline{N}\dot{\varepsilon}) \leq 0 \end{cases} \quad (9)$$

For additional details, see [37], [38].

4 APPLICATION CASE: 3D SUBSIDENCE ANALYSIS ON REGIONAL SCALE

The numerical model has been first calibrated and subsequently validated against the results obtained by Siriwardane and Desai [43], the first dealing with the consolidation of a column of soil under a uniformly distributed load, the second with the consolidation of a soil strip in plane strain. For brevity reasons, the procedures and their results are not reported here; they have anyway allowed for defining a value for the plastic variables necessary to the subloading surface model (see below) so to reproduce the same behaviour as the one evidenced in [43] accounting for conventional plasticity.

It is additionally to be said, as previously stated, that the main objective here is not to compare the material response by assuming conventional or unconventional plasticity models (about which it has been largely discussed in e.g. [40], [41]) but, on one side, to numerically confirm the capability of the subloading surface model in predicting softening behaviours and, on the other side, to be able to explain, via such a model, ongoing surface subsidence
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(observed in reality) after shutdown of the wells. In fact, it has already been proved in [4] that conventional plasticity alone is not fully able to reproduce such a phenomenon.

A typical subsidence problem of regional scale is here investigated, referring to a pools’ depth of burial ranging between 900 and 4000 m and an horizontal area involved of about 19000 Km² (Figure 1). In addition, the different pools are not scheduled to be put in production at the same time, which complicates the situation further.

![Figure 1: Location of gas pools in the Northern Adriatic Sea [44].](image)

Particularly, the effects of the exploitation of four of the gas reservoirs shown in Figure 1, located at three different depths and undergoing different production histories [45], are here analysed; the region covers an area of 40×40 km² and has a depth of 1300 m; it is discretized by about 500 20-node isoparametric elements (additional analyses, as reported below, refer to 980 and 2940 elements as well). Free flux on the horizontal and vertical boundaries of the investigated area is considered. The main material parameters are shown in Table 1 [35], [45]; the grains are assumed to be incompressible and the clayey layers to behave in agreement with the subloading surface model when accounting for plasticity effects. The geomechanical data have been obtained through analysis of master-logs at our disposal, which are representative of the investigated area, whereas the plastic variables have been taken from the calibration and validation tests, appropriately scaled to take into account the effect of depth.

As evidenced by Table 1 and Figure 2, some planimetric variability for the soil strata has been additionally introduced just to be closer to the real configuration of the subsoil, e.g. considering the available seismic section of [45]; so 7 macro-levels are present, including 15 different soil strata. The exploitation points (wells) are assumed to be equally distributed above each reservoir such as to allow for the assumption of a constant drop of pressure inside them.

The analysis has been pushed up to 30 years from the beginning of exploitations, when a general pressure recovery has already been attained; the results in terms of surface subsidence above each reservoir are shown in Figure 3, accounting for elasticity and unconventional elasto-plasticity as well. The effect of interaction among the different reservoirs can be seen from the shifting in time of the maximum subsidence value as compared with the minimum of reservoir pressure: this phenomenon is also to be partly ascribed to the presence of clay layers.
confining the pools, but it is particularly evident when plasticity is introduced: as an extreme situation, maximum subsidence can not be reached even after 30 years; a “residual” delayed land subsidence has clearly appeared, so confirming the usefulness of the proposed unconventional plasticity model for modelling continuing surface settlements when reservoir pore pressures stabilize and for additional settlements occurring even after the end of gas production.

### Table 1: Material data for subsidence analyses

<table>
<thead>
<tr>
<th>Soil stratum #</th>
<th>E [MPa]</th>
<th>ν</th>
<th>k</th>
<th>Depths [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.13·10^4</td>
<td>0.17</td>
<td>0.2208</td>
<td>1300=1254</td>
</tr>
<tr>
<td>2</td>
<td>1.00·10^4</td>
<td>0.17</td>
<td>0.865·10^{-4}</td>
<td>1300=1254</td>
</tr>
<tr>
<td>3 &amp; Reservoir #1</td>
<td>1.13·10^4</td>
<td>0.17</td>
<td>0.2208</td>
<td>1300=1254</td>
</tr>
<tr>
<td>4</td>
<td>1.00·10^4</td>
<td>0.17</td>
<td>0.865·10^{-4}</td>
<td>1300=1254 &amp; 1300=1070</td>
</tr>
<tr>
<td>5, 7, 9</td>
<td>1.14·10^4</td>
<td>0.30</td>
<td>0.7985</td>
<td>1254=1070</td>
</tr>
<tr>
<td>6, 8, 10</td>
<td>0.322·10^4</td>
<td>0.38</td>
<td>0.865·10^{-4}</td>
<td>1254=1070</td>
</tr>
<tr>
<td>11 &amp; Reservoir #4</td>
<td>1.14·10^4</td>
<td>0.30</td>
<td>0.7985</td>
<td>1070=1027</td>
</tr>
<tr>
<td>12</td>
<td>0.322·10^4</td>
<td>0.38</td>
<td>0.865·10^{-4}</td>
<td>1027=860</td>
</tr>
<tr>
<td>13 &amp; Reservoirs #2, 3</td>
<td>0.898·10^4</td>
<td>0.15</td>
<td>0.9752</td>
<td>860=848</td>
</tr>
<tr>
<td>14</td>
<td>0.555·10^4</td>
<td>0.37</td>
<td>0.865·10^{-4}</td>
<td>848=600</td>
</tr>
<tr>
<td>15</td>
<td>0.224·10^4</td>
<td>0.39</td>
<td>0.865·10^{-4}</td>
<td>600=0</td>
</tr>
</tbody>
</table>

**Figure 2:** Schematic representation of the soil strata distribution: macro-levels are superimposed from surface (top) to bottom (see Table 1).

The subsidence bowl is depicted in Figure 4, referring to the evolution of surface subsidence for a fixed domain section when unconventional plasticity is accounted for. The time scales involved, as well as the orders of magnitude for the resulting subsidence, agree well with what evidenced by [45] and [46] (the former referring to linear elasticity only), with similar (or equal, as in the latter case) cumulative gas production histories and geological/geomechanical subsoil configurations.
In order to check the robustness of the model, a series of additional numerical analyses has been performed, by assuming a) different time (loading) steps, and b) different mesh sizes; the results refer to unconventional plasticity analyses only. In the former situation, three reference time-steps have been accounted for, i.e. 362 (load-case LS1), 181 (LS2) and 90.5 days (LS3) respectively (for additional details the reader is referred to [38]): an independence of the computations on loading steps has been clearly evidenced. Two reference points (RPI close to the deepest rigid underburden, belonging to layer 4 -see Table 1-, and RP2, at about 1100 m depth and at the conjunction of layers 6-9 and under layer 12, both in proximity of Reservoir
1) have been considered for representing stress-strain curves (Figure 5) taking into account LS1 and LS2 only (being the results of LS3 superimposed to those of LS2): after a short expansion phase, the soils evidence or hardening or softening, depending on material characteristics and depth; the smoothness and shape of the elasto-plastic curves (subloading model) recalls the one reported in [10]. Elastic responses have been added for comparison purposes only. It is to be noticed that the unloading phases do not occur simultaneously with pressure recovery (of e.g. Reservoir # 1) but they are delayed in time. The mechanisms are strongly differentiated depending on the considered points, but they can give a general estimate of the complexity of the subsoil behaviour and they can provide for a first explanation of observed delayed surface settlements.

Figure 5: Stress-strain curves for RP1 and RP2.

To complete the check of the plasticity model, two additional meshes have been considered [38]: 4907 nodes and 980 20-node isoparametric elements (M1) and 13978 nodes and 2940 20-node isoparametric elements (M2), with 5 d.o.f. (ui, i = 1-3, p, T) per node as for the first mesh (M0) of Figure 1. The results are depicted in Figure 6 in terms only of surface subsidence for sake of brevity, referring to the elasto-plastic results from the load-case LS1: mesh independency is evidenced, with a maximum error (taking as reference the values from M2) of about 10%: the error tends to decrease with time, suggesting the ability of the model to perform long-term predictive subsidence analyses.

5 CONCLUSIONS

The coupled hydro-mechanical state in soils coming from consolidation/subsidence processes and undergoing plasticity phenomena has been evaluated by means of the subloading surface model, allowing for predicting a smooth response for smooth monotonic loading, considering the sign of tr(\(\text{NED}\)) only in the loading criterion, automatically drawing back of a stress to the normal yield surface even if it goes out from the surface itself. Hence a
rough numerical calculation with a large loading step is allowed and return-mapping iterative techniques can subsequently be skipped, so enhancing speedup and efficiency of large scale coupled analyses, as required when modelling subsidence in 3D domains and for long-term scenarios. The plasticity algorithm has been implemented in the PLASCON3D FE code, coupling hydro-thermo-mechanical fields within a saturated (locally partially saturated) porous medium subjected to external loads and water/gas withdrawals from deep layers (aquifers/reservoirs).

![Figure 6](image)

**Figure 6**: Surface subsidence above the reservoirs, unconventional elasto-plasticity analyses; mesh sizes M0, M1, M2.

The plastic deformation due to the change of stress inside the yield surface exhibiting a smooth elastic-plastic transition has been described, as well as a first ability of describing softening behaviours has been shown.

The robustness of the model has been tested by comparing numerical solutions for different mesh sizes and different time steps.

Regional subsidence analyses due to gas extractions have been possible with reduced computational efforts when introducing unconventional elasto-plasticity in the code. It has been demonstrated that the time scales involved, as well as the orders of magnitude for the resulting subsidence, agree well with what evidenced by [45] and [46] (the former referring to linear elasticity only), with similar (or equal, as in the latter case) cumulative gas production histories and geological/geomechanical subsoil configurations. Particularly, the effects of interaction among exploitations have been estimated, as well as the phenomenon of residual land subsidence near abandoned gas fields has been successfully modelled: the estimation of this delayed environmental cost of gas pumping is generally neglected, whereas it clearly appears of being fundamental for an increased awareness of the consequence that gas production may have on future coastline stability relatively far from the gas field [46].
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Abstract. The paper presents some improvements in the formulation of a kinematic hardening constitutive soil model incorporating structure initially proposed for soft clays. For the modelling of overconsolidated bonded clay the elastic formulation was deemed more important. Two different alternatives, one purely empirically based the other with a background in thermodynamics were implemented. It was also found that a smooth elasto-plastic transition was required to avoid a spurious stiffness degradation response. Consequently, the hardening modulus formulation of the model was modified. The paper presents some results from a parametric analysis of the triaxial drained response of a material tailored to mimic London clay. The results chosen do not show a major difference between the chosen alternative elastic formulations, although both do improve the original model response. On the other hand the importance of ensuring a smooth elasto-plastic transition is clearly highlighted.

1 INTRODUCTION

Critical state soil mechanics led to a significant improvement of predictions of soil behaviour by introducing specific volume as an additional state variable. The essential features of the classical critical state models are that on a primary loading large plastic strains occur, but on subsequent unload - reload cycles within the yield surface only elastic strains are predicted. Later research on the behaviour of soil in the small strain and very small strain range [1] revealed that the assumption of elastic behaviour inside the state boundary surface is not acceptable due to the non–linearity of soil behaviour in the small strain range. Models based on the concepts of kinematic hardening [2] and bounding surface [3] plasticity seem to provide and improvement, over simple elasto-plastic constitutive models, in modelling the
highly nonlinear and inelastic behaviour of soils. These models allow for plasticity and nonlinearity to be invoked within the conventionally defined yield surface. A kinematic hardening extension of a Cam clay-like model was proposed by [4]. Later, [5] extended this model to simulate the behaviour of natural clays damaged only by plastic straining.

This chapter describes a kinematic hardening soil model for structured soils, its numerical implementation and validation. The kinematic hardening constitutive model (KHSM) used is based on [5] here modified to improve the model response in the small strain region and to predict a smooth variation in stiffness. The chapter starts with a brief description of the KHSM formulated in the general stress space. Modifications to the original model are presented in section 3. Section 4 presents some parametric studies of the performance of the model for the simulation of drained triaxial test on London clay.

2 MODEL FORMULATION

3.1 Original KHSM

The model contains three surfaces in stress space: a kinematic yield surface \( f_b \), a structure surface \( F \) and a reference surface \( f_r \) as shown in Figure 1. The bubble surface separates the elastic response from the elasto-plastic response while the structure surface position defines the current structure magnitude and anisotropy of the structure. The size of the structure surface reduces, due to plastic strain, towards the reference surface which defines the behaviour of the non-structured or remoulded material.

\[
f_r = \frac{3}{2M_0^2} s : s + (p' - P_r^c)^2 - (P_r^c)^2 = 0
\]

\[
f_b = \frac{3}{2M_0^2} (s - s_u) : (s - s_u) + (p' - p_u^c)^2 - (P_u^c)^2 = 0
\]

\[
F = \frac{3}{2M_0^2} (s) : (s) + (p' - rP_r^c)^2 - (rP_r^c)^2 = 0
\]

where \( p \) and \( s \) are the mean pressure and the deviatoric stress tensor, \( \{p_u^c, s_u\} = \bar{a} \) denotes the location of the centre of the bubble and \( \{rP_r^c\}^T = \bar{a} \) denotes the centre of the structure surface. \( R \) is a model parameter and \( M_0 \) the slope of the critical state line. This is a function of the Lode angle \( \theta \) following a proposal in [6]

\[
M_0 = M \left( \frac{2\alpha^4}{1 + \alpha^4 + (1 - \alpha^4)\sin(3\theta)} \right)^{\frac{1}{4}}
\]

where \( M \) is the slope of the CSL under triaxial compression (\( \theta = -30^\circ \)).
The scalar variable $r$, is assumed to be a monotonically decreasing function of the plastic strains and represents the progressive degradation of the material. The incremental form of the destructuration law is written as,

$$
\dot{r} = \frac{k}{(\lambda^* - \kappa^*)} (r-1) \dot{e}_d
$$

$$
\dot{\varepsilon}_p = \left[ (1-A)(\dot{\varepsilon}_q)^2 + A (\dot{\varepsilon}_q^p)^2 \right]^{\frac{1}{2}}
$$

(3)

$A$ is a non-dimensional scaling parameter, $\dot{\varepsilon}_q^p$ is the plastic volumetric strain rate, $\dot{\varepsilon}_q$ is the equivalent plastic shear strain rate and $\dot{e}_d$ is the destructuration strain rate.

In line with Cam-clay, a volumetric hardening rule is adopted, whereby the change in size of the reference surface, $P_c$, is controlled only by plastic volumetric strain rate, $\dot{\varepsilon}_q^p$,

$$
P_c = \frac{P_c}{P_c} = \frac{\dot{\varepsilon}_q^p}{\lambda^* - \kappa^*}
$$

(4)

It can be shown that the plastic multiplier, $\dot{\gamma}$, can be computed as:

$$
\dot{\gamma} = \frac{1}{H} (n : \dot{\sigma}) = \frac{1}{H_c} (n : \dot{\sigma}_c)
$$

(5)

where the plastic scalar moduli $H$ and $H_c$ are functions of state associated with $\dot{\sigma}$ and $\dot{\sigma}_c$, respectively. $\dot{\sigma}_c$ is the conjugate stress tensor, defined as the point on the structure surface having the same outward normal as the current stress point $\dot{\sigma}$ on the bubble. The conjugate hardening modulus $H_c$ is derived from the consistency condition on the structure surface for the case where the bubble and the structure surface are in contact. The explicit expression is,
The variation of the hardening modulus within the structure surface is described by an interpolation rule along the distance \( b \), which connects the current stress state on the yield surface with its conjugate point on the structure surface. Hence,

\[
H = H_c + \frac{BP^3}{2\lambda - \kappa^2} \left( \frac{b}{b_{\text{max}}} \right)^\psi
\]  

(7)

Where \( \psi \) and \( B \) are model parameters, \( b \) is the distance between current stress and conjugate stress, and \( b_{\text{max}} \) its maximum as defined below

\[
b = n : (\sigma^r - \sigma^\prime)
\]

(8)

\[
b_{\text{max}} = 2 \left( \frac{r}{R} - 1 \right) n : (\sigma^\prime - \bar{\sigma})
\]

If a stress increment requires movement of the bubble relative to the structure surface, a geometric kinematic hardening rule is invoked to describe this movement. The translation rule of the centre of the bubble \( \bar{\sigma} \) is,

\[
\dot{\bar{\sigma}} = \bar{\sigma} \left( \frac{p}{p_r} + \frac{\dot{p}}{r} \right) + \frac{\dot{p}^H - n \left[ \frac{\dot{p}}{p_r} + \frac{\dot{\bar{\sigma}}}{r} \right]}{n : (\sigma^r - \sigma)} \left( \sigma - \bar{\sigma} - \frac{\sigma - \dot{\bar{\sigma}}}{\dot{p}/p_r} \right)
\]

(9)

3.2 Modified elastic behaviour

The original elastic formulation in KHSM was

\[
K = \frac{P^r}{k}, \quad G = \frac{3P^r(1 + 2\nu)}{2k^r(1 + \nu)}
\]

(10a)

(10b)

As an alternative to the equation (8b) the shear modulus can be described by an empirically based equation proposed in [7]

\[
\frac{G}{P_r} = A \left( \frac{P^r}{P_r} \right)^{n_g} R_o^{m_g}
\]

(11)

Where \( A_g, n_g \) and \( m_g \) are dimensionless parameters \( p_r \), is a reference pressure (1 kPa) and
$R_o = 2P_o/p'_o$, is the isotropic overconsolidation. Correlations of all the parameters entering the equation with plasticity index are given in [7].

According to [8] simplistic models in which tangent moduli are arbitrarily defined as functions of stress can lead to a non-conservative response, in violation of the laws of thermodynamics. In contrast, an hyper-elastic approach guarantees thermodynamic acceptability. Based on considerations of a free energy (or elastic strain energy) potential, [8] derive the following stiffness matrix, which can be used directly in, for instance, a finite element program for general stress states, ensuring fully conservative elastic behaviour when the moduli are functions of pressure,

$$D_{ijkl} = P_o \left( \frac{p_o}{P_o} \right)^n \left[ n_h K_h \left( \frac{\sigma_{ij}}{P_o} \right)^{n_h} + K_h \left( 1 - n_h \right) \delta_{ij} \delta_{kl} + 2G_h \left( \delta_{ij} \delta_{kl} - \frac{1}{3} \delta_{il} \delta_{kj} \right) \right]$$
(12)

where, $p_o$, is a function of stresses defined in (11); $P_o$, is the atmospheric pressure taken equal to 100 kPa; $K_h$, is a dimensionless bulk stiffness factor; $G_h$, is a dimensionless shear stiffness factor and $n_h$, is a dimensionless pressure exponent.

$$P_o^2 = \frac{\sigma_{mm} \sigma_{nn}}{9} + \frac{K_h \left( 1 - n_h \right) s_{mm} s_{nn}}{2G_h}$$
(13)

The form of the stiffness matrix in equation (10) has two important consequences: i) the moduli depend on all the stress invariants (not just the mean stress) ii) the elastic response is anisotropic.

### 3.2 Modified plastic hardening

The kinematic hardening embedded in KHSM does not predict a smooth transition from elastic to elasto-plastic behaviour. To do so, [9], the value of hardening modulus should be infinite when the stress state engaged the yield surface. This is because when the stress state is within the yield surface the strains predicted are elastic and the plastic strains are equal to zero. When the stress state touches the yield surface, both elastic and plastic strains are predicted, so in order to have a smooth transition the plastic strains should be initially equal to zero and hence the hardening modulus equal to infinite. Inspection of equation (7) shows that, when the stress state engages the yield surface, a finite value of the hardening modulus is calculated.

As an alternative to (7) for this the formulation proposed in [9] is therefore adopted as an alternative to compute the hardening modulus,

$$H = H_c + \frac{BP^3}{\lambda^2 - \lambda^2 - \kappa^2} \left( \frac{b}{b^*_{\text{max}} - b} \right) R^2$$
(13)

Where, $H_c$ and $b$ were defined in equations (6) and (8) respectively. $B$ is a parameter. The value of $b^*_{\text{max}}$ is set equal to the value of $b$ each time the stress state becomes elasto-plastic (i.e., engages the yield surface). Details of the necessary incremental updating procedure are
given in [10], where the numerical implementation of the model in a FE program is also discussed.

3 PARAMETRIC ANALYSIS IN DRAINED TRIAXIAL TESTS

A parametric analysis of the influence of some parameters of the KHSM was done by the simulation of drained compression triaxial test. Here only some results for the influence of structure parameters or elasticity formulation are shown, more details are presented in [10].

Soils parameters are chosen to represent the behavior of intact London Clay and the initial stress conditions before shearing are close to the initial state for triaxial tests of at 12 m of depth given by [11]. Some parameters are fixed (Table 1) and the influence of others is explored (Table 2, with base values in bold characters). Fixed parameters correspond with parameters for reconstituted London Clay given by [12]. The base values of Viggiani’s elastic parameters $A_g=300$, $n_g=0.87$ and $m_g=0.28$ were selected based on the plasticity index of 50, representative of London Clay [13] Initial stress state is shown in Table 3, the initial position for the reference surface is derived from the preconsolidation pressure ($P_0$) value (in the model $P_c = P_0/2$) estimated from oedometer tests reported by [11].

Table 1: Fixed parameters for the sensitivity analysis

<table>
<thead>
<tr>
<th>$\lambda^*$</th>
<th>$\kappa^*$</th>
<th>$M$</th>
<th>$\phi_v[\text{°}]$</th>
<th>$R$</th>
<th>$B$</th>
<th>$\psi^{(0)}$</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.097</td>
<td>0.046</td>
<td>0.85</td>
<td>22</td>
<td>0.02</td>
<td>4</td>
<td>7</td>
<td>0.75</td>
</tr>
</tbody>
</table>

a) Only required for the original Plastic modulus (eq. 7)

Table 2: Exploratory parameters for the sensitivity analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values explored</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>0, 0.5, 1, 2</td>
</tr>
<tr>
<td>$r_0$</td>
<td>1, 4, 8</td>
</tr>
<tr>
<td>$A_g$</td>
<td>100, 300, 700</td>
</tr>
<tr>
<td>$n_g$</td>
<td>0.5, 0.7, 0.87</td>
</tr>
<tr>
<td>$m_g$</td>
<td>0.2, 0.28, 0.4</td>
</tr>
<tr>
<td>$n_h$</td>
<td>0.5, 0.75, 0.9</td>
</tr>
<tr>
<td>$K_h$</td>
<td>100, 300, 700</td>
</tr>
<tr>
<td>$G_h$</td>
<td>100, 300, 700</td>
</tr>
</tbody>
</table>

Table 3: Initial stress state for the sensitivity analysis

<table>
<thead>
<tr>
<th>$p'$ [kPa]</th>
<th>$q$ [kPa]</th>
<th>$P_{0}$ [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>260</td>
<td>-90</td>
<td>400</td>
</tr>
</tbody>
</table>

Results of the sensitivity analysis are shown in terms of stress-strain and stiffness-strain curves. The stiffness plotted is the octahedral shear stiffness $3G_{so} = dq/d\varepsilon_s$, where $q = \left[3/2(s:s)\right]^{1/3}$ is the generalized shear stress and $\varepsilon_s = \left[2/3(\varepsilon : \varepsilon)\right]^{1/3}$ is the generalized shear
strain; $e_r$ is the deviatoric component of the strain tensor. The superscript “tan” in the figures is used to denote tangent stiffness. The stiffness is further normalized by $p'_i$, which is the value of $p$ at the start of shearing.

### 3.1 Influence of structure parameters

In all the analyses in this section a comparison is made between results obtained using the original plastic modulus formulation (7) and the modified one (eq.13). The influence of structure parameters: $r_0$ and $k$ is shown in Figure 2. Figure 2 shows a strong influence of the plastic modulus formulation in the stiffness degradation curves. The original plastic modulus predicts a drop in stiffness, faster when $r_0$ increases, while the modified plastic modulus results in a smoother stiffness degradation. This behaviour is attributed to the non-smooth elasto-plastic transition when the stress state engaged the yield surface (bubble) as was discussed previously. The variation of the plastic modulus ($H$) with axial strain for the two formulations is shown in Figure 3. A consistent behavior is observed for the modified plastic modulus. A higher initial structure results in slower the decay of the plastic modulus. Then, for given axial strain, higher values of $H$ are observed when $r_0$ increases and the generation of plastic strains is reduced, this behaviour is consistent with the structure increasing both stiffness and strength. An opposite effect is observed for the original plastic modulus formulation which is reflected in decreasing stiffness in the small strain region when $r_0$ increases.

The effect of the rate of destructuration ($k$) can be seen in Figure 4. In general a higher destructuration rate induces lower strength values. The destructuration effect on stiffness is negligible. When the original plastic modulus is employed (Figure 4b) a marked peak strength appears as the rate of destructuration increases. Also a non-smooth stiffness degradation and a non-physical effect in the small strain region of increase in stiffness as the degradation rate increases.

![Graph](image.png)
Figure 2: Influence of initial structure. (a) Modified $H$, (b) Original $H$

Figure 3: Comparison of plastic modulus ($H$) evolution. (a) Modified $H$, (b) Original $H$
3.2 Influence of elasticity laws

We examine the influence of the parameters in the different elasticity formulations. Simulations using Viggiani’s and Hyper-elasticity are shown in Figure 5 and Figure 6, respectively. The set of constant parameters selected is: \( R=0.02 \), \( B=4 \) and \( r_0=1 \), hence a non-structured case is examined. The modified plastic modulus equation was used for all the analysis in this section. The traditional formulation (10) was also employed, for comparison, using a constant Poisson’s ratio of \( \nu=0.2 \).

Figure 5 shows that parameters \( A_g \) and \( n_g \) of Viggiani elasticity law have large influence on soil stiffness at very small strains, while the influence of \( m_g \) is almost negligible. At large strains \((\gamma>0.1\%)\) \( n_g \) still shows an influence on stiffness when \( n_g < 0.7 \). Following [7] the value of \( n_g \) is in the region of 0.5-0.9 depending on the plasticity index. Low values of \( n_g \) are applied to soils with low plasticity index which is not the case of London Clay.

For the triaxial compression test, bulk stiffness factor \( (K_b) \) of Hyper-elasticity law shows a negligible influence on initial shear stiffness and stiffness degradation curves as is shown in Figure 6(a). Shear stiffness factor \( (G_b) \) and \( n_b \) have a significant influence on initial stiffness in a similar way to the effects of \( A_g \) and \( n_g \), respectively, of Viggiani’s elasticity law.

It is also observed in Figures 5 and 6 that traditional elasticity law reaches very low shear stiffness at small strains which is reflected in the shape of stress-strain curve. Only at shear
strains greater than 1% traditional elasticity shows similar stiffness values than the others elasticity laws. Regardless of the elasticity law used the same ultimate stress level is reached at large strains.

Figure 5: Influence of Viggiani’s elasticity law. (a) $A_g$, (b) $n_g$, (c) $m_g$
strains greater than 1% traditional elasticity shows similar stiffness values than the others elasticity laws. Regardless of the elasticity law used the same ultimate stress level is reached at large strains.

Figure 5: Influence of Viggiani’s elasticity law. (a) $A_g$, (b) $n_g$, (c) $m_g$

(a) Constants: $G_h=300$, $n_h=0.75$

(b) Constants: $K_h=300$, $n_h=0.75$

(c) Constants: $K_h=300$, $G_h=300$

Figure 6: Influence of Hyper-elasticity law parameters. (a) $K_h$, (b) $G_h$, (c) $n_h$

4 CONCLUSIONS

Initial structure of the soil is a state variable which modified both strength and stiffness of the soil. If the original plastic modulus is used, an anomalous stiffness degradation will be observed due to the abrupt drop in stiffness observed when structure increases. The structure parameter $k$ shows a negligible influence on stiffness, but not on strength. In case of modified
plastic modulus, k, affects both peak strength and residual strength, while only residual strength is affected when original plastic modulus is used. In addition, modified plastic modulus seems to result in a less brittle response than the original one. Two alternative formulations have been used to describe the elastic behaviour of the soil. It has been shown that both formulations give equivalent results for the chosen parameters. In contrast, the traditional elastic formulation does not attain high initial stiffness at small strains.

ACKNOWLEDGMENT

The support of the Spanish Ministry of Science through research grant BIA2008-06537 is gratefully acknowledged.

REFERENCES

A THEORITICAL APPROACH TO THE STUDY OF COMPACTION BANDS IN POROUS ROCKS

ARGHYA DAS, GIANG D. NGUYEN, ITAI EINAV

School of Civil Engineering
The University of sydney
Sydney NSW 2006, Australia
email: arghya.das@sydney.edu.au, giang.nguyen@sydney.edu.au, itai.einav@sydney.edu.au,

Key words: Compaction band, Breakage mechanics, Localization analysis, Grain crushing, Rate dependency, Boundary value problem.

Summary. The formation and propagation of compaction bands in high porosity sandstones is theoretically investigated in this paper using a new constitutive model based on the recently developed continuum breakage mechanics theory [1,2]. This model possesses a micromechanics-based link between the evolving grain size distribution (gsd) and the macroscopic stress strain relationship, through an internal variable called Breakage. This is an advanced feature over many existing plasticity based models in the literature, helping to faithfully track the evolving gsd and its related physics (e.g. permeability reduction). A localization analysis based on the acoustic tensor [3] is performed to determine both the onset and orientation of compaction bands due to grain crushing. It is shown that the model used is able to capture well both the material behaviour and formation of compaction band experimentally observed. An enhancement using rate-dependent regularization is applied to the model to deal with instability issues in the analysis of Boundary Value Problems. Based on the regularised model, the formation and propagation of compaction bands due to grain crushing is analysed through a numerical experiment on a porous rock specimen under triaxial loading condition. Good agreement between numerical predictions and experimental observations demonstrates the capability of the new model.

1 INTRODUCTION

The formation of localization bands in high porosity sandstones involves several micromechanical processes such as grain crushing, grain sliding, bond breaking and pore collapse [4,5]. Shearing at low confining pressures facilitates the fracture of grain bonding cement, allowing the grains to rotate and slip, which could be followed by the flow of granulated material. This bond breaking also reduces the mobilized shear strength, observed through the shear stress drop in experiments. In contrast, shearing at high confining pressures leads to grain crushing followed by pore collapse. During this process, the contacting grains tend to crush under the pressure, leading to the rearrangement of fragments, which further reduces the porosity and consequently hardens the material [4,6]. In this sense, pore collapse acts as a passive mechanism facilitated by a grain-crushing event. At a macroscopic level,
these failure mechanisms can be classified as brittle failure under low pressure and cataclastic flow with shear-enhanced compaction in high-pressure regimes [6]. Although these physical insights on the failure of porous sandstones are well understood, their theoretical modeling is still a challenging task.

Continuum approach based on plasticity theory has been widely used for the prediction of compaction localization in porous rocks [7-12]. In these continuum approaches a bifurcation condition [3], as a material instability condition, is usually employed for the detection of both the onset and orientation of localization bands. It is however unclear whether the parameters giving a good prediction of compaction localization in these models correspond to an experimentally observed response. In other words, the capability of the model to capture the observed material responses is usually left untouched in these studies, while much attention is paid to adjusting model parameters for the prediction of compaction localization. In addition, the underlying evolving microstructures (e.g. grain size distribution) are not fully reflected in those models. It has been showed that these plasticity-based models can lead to erroneous predictions of the permeability changes due to grain crushing [15]. Consequently, despite their good theoretical predictions, lack of a sound physical basis seems to impair the usefulness of these models.

A new continuum model based on the breakage mechanics theory [1,2] has shown its capability in capturing the compaction band formation in porous rocks [13]. The main feature of this theory is that it can take into account the grain crushing effects on the constitutive behavior through an internal variable (called Breakage, $B$) of the continuum model. This internal variable is explicitly linked with the evolving grain size distribution ($gsd$), helping to continuously track the $gsd$ during the crushing induced deformation process. The effects of pore collapse on the macroscopic behavior of the material are also accounted in this models based on breakage mechanics theory. A recent study [13] showed that this breakage mechanics model predicts well both the formation and orientation of compaction bands, besides its capability to capture the behavior of porous rocks under high confining pressures [15].

In this paper, the formation and propagation of compaction bands in high porosity sandstones is studied using the above model. An enhancement employing rate dependent regularization is incorporated in this constitutive model to deal with instability issues due to softening and strain localization. Numerical analyses of a porous rock sample under drain triaxial condition are carried out to study the formation and propagation of compaction band. The obtained numerical results are validated against experimental observations.

2 A CONSTITUTIVE MODEL BASED ON BREAKAGE MECHANICS

A brief outline of a model based on breakage mechanics theory is presented in this section. The details of the theory and the development of several constitutive models based on this theory can be found in the papers by Einav [1,2,14] and Nguyen and Einav [15]. Due to grain crushing, the $gsd$ evolves during the deformation of crushable granular materials. In breakage mechanics theory [1,2] this evolution of the current $gsd$ $p(d)$ is directly tracked through an internal variable, called Breakage ($B$) by the following relationship:

$$p(B,d) = (1-B)p_0(d) + Bp_v(d)$$

(1)
where $d$ is the grain diameter, $p_d(d)$ is the initial $gsd$ and $p_u(d)$ is the ultimate $gsd$, which can be conveniently assumed to be of fractal type.

The stress-strain relationship is:

$$
\sigma = (1 - \mathcal{G} B) \mathbf{D} : \left( \mathbf{e} - \mathbf{e}^p \right)
$$

(2)

where $\sigma$ is Cauchy stress tensor; $\mathbf{e}$ and $\mathbf{e}^p$ are the total and plastic strain tensors respectively; $\mathbf{D}$ is the linear (isotropic) elastic tangent stiffness tensor; the grading index $\mathcal{G}$ which is a result of the statistical homogenization, can be obtained from the initial and ultimate $gsd$'s as

$$
\mathcal{G} = 1 - J_{2u} / J_{20}
$$

(3)

where $J_{20}$ and $J_{2u}$ are second order moments of initial and final $gsd$ [1]. Einav [14] derived the following elastic-plastic-breakage yield criterion in mixed stress-energy space considering the energy balance driving particle breakage.

$$
y = \frac{(1 - B)^2 E_B}{E_c} + \left( \frac{q}{Mp} \right)^2 - 1 \leq 0
$$

(4)

where $E_c$ is the critical breakage energy which can be determined directly from the isotropic crushing pressure through the relationship $E_c = P^2_c\delta / 2K$ [2]; $p = -(1/3)\sigma : \delta$ is the mean stress (positive in compression); $q = \sqrt{(3/2)s} : s$ is the distortional stress ($s = \sigma + p\delta$ is the deviatoric stress; $\delta$ is Kronecker delta); $M$ is the slope of the critical state line in $p-q$ space; and $E_B$ is the energy thermodynamically conjugated to the breakage internal variable.

$$
E_B = \frac{2}{(1 - \mathcal{G} B)^2} \left( \frac{p^2}{K} + \frac{q^2}{3G} \right)
$$

(5)

A typical evolving yield envelope in $p$-$q$-$B$ space is plotted in Fig. 1.

Figure 1: Typical yield surface in $q$-$p$-$B$ space
The evolution rules for breakage and plastic strain are respectively,
\[
\frac{dB}{d\lambda} = 2\lambda(1-B)^2 \cos^2 \omega \frac{\omega}{E_c} \quad \text{and} \quad (6)
\]
\[
\frac{d\varepsilon^p}{d\lambda} = \lambda \left[ -2 \left(1-B\right)^2 E_B \sin^2 \omega \frac{\delta}{3pE_c} + \frac{3s}{M^2 p^2} \right]. \quad (7)
\]

In the above expression, \(\omega\) is the parameter that couples the plastic volumetric deformation with grain crushing [2]. Physically, \(\omega\) represents the pore collapse of the material, which is a consequence of grain crushing and grain/fragment reorganization. Further details on \(\omega\) and pore collapse can be found in Einav [1, 2] and Das et al. [13].

3 ANALYSIS OF COMPACTION LOCALIZATION

3.1 Model behavior

The model behavior is presented in this section. The model parameters for a typical high porosity (23%) sandstone, the Bentheim sandstone are determined from experimental data. In particular, the stiffness \((G, K)\), critical state parameter \((M)\) and critical breakage energy \((E_c)\) are obtained from published experimental stress-strain responses [16,17]. The grading index \(\delta\) is determined from basic \(gsd\) [18] information and the assumption of power law distribution for both initial and final \(gsd\). The coupling angle \((\omega)\) is chosen by matching the inelastic stress-strain response with experimental results. Details on the model calibration can be found in Das et al. [13] and corresponding model parameters are listed in table 1.

<table>
<thead>
<tr>
<th>Table 1: Model parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>(G)</td>
</tr>
<tr>
<td>(K)</td>
</tr>
<tr>
<td>(M)</td>
</tr>
<tr>
<td>(E_c)</td>
</tr>
<tr>
<td>(\delta)</td>
</tr>
<tr>
<td>(\omega)</td>
</tr>
</tbody>
</table>

Fig. 2 presents the model behavior based on the model parameters in Table 1. The predicted stress-strain responses are found to be in good agreement with experimental observations.
Figure 2: Numerical and experimental [19] comparisons of stress-strain responses of Bentheim sandstone under drained triaxial loading at different confining pressures; (a) mean stress vs. volumetric strain; (b) differential stress vs. axial strain.

3.2 Numerical prediction of compaction localization

We use the discontinuous bifurcation condition described in Rudnicki and Rice [3] to detect the formation of compaction band. Eq. 8 represents the simplified form of discontinuous bifurcation condition, considering the fact that the tangent stiffnesses of the material inside and outside the band are different in the case of breakage model [3,20].

\[ |\mathbf{n} \cdot \mathbf{L}^i \cdot \mathbf{n}| = |\mathbf{A}| \leq 0. \tag{8} \]

In the above equation \( \mathbf{n} \) is the band orientation vector; \( \mathbf{L}^i \) is the tangent stiffness tensor inside the localization zone (eq. 9); \( \mathbf{A} \) is the strain localization tensor, also termed the acoustic tensor. The following tangent stiffness tensor is obtained using the model described in section 2. The details on the formulation of this forth order stiffness tensor were already given in Das et al. [13].

\[
\mathbf{L}^i = (1-\partial B) \mathbf{D} - \frac{1}{(1-\partial B)} \mathbf{D} \frac{\partial \mathbf{e}_\rho^p}{\partial B} + \frac{\partial \mathbf{A}}{(1-\partial B)} \otimes \mathbf{D} \left( \frac{\partial \mathbf{y}}{\partial p} \frac{\partial \mathbf{y}}{\partial \mathbf{\sigma}} + \frac{\partial \mathbf{y}}{\partial q} \frac{\partial \mathbf{y}}{\partial \mathbf{\sigma}} \right) 
\]

\[
(1-\partial B) \mathbf{D} \frac{\partial \mathbf{e}_\rho^p}{\partial B} + \frac{\partial \mathbf{A}}{(1-\partial B)} \otimes \mathbf{D} \left( \frac{\partial \mathbf{y}}{\partial p} \frac{\partial \mathbf{y}}{\partial \mathbf{\sigma}} + \frac{\partial \mathbf{y}}{\partial q} \frac{\partial \mathbf{y}}{\partial \mathbf{\sigma}} \right)
\]

We show that the model described in the previous sections is capable of capturing the experimentally observed localization features of porous rocks, besides its capability in describing the material behavior (section 3.1). Fig. 3a highlights (the thick black line) the set of favorable stress states for the formation of localization band at the onset of yielding. The results are compared with their experimental counterpart [19]. At much higher-pressure regime, no localization failure is observed at the onset of inelastic deformation. As also numerically experienced, the closer to the isotropic compression line the stress path is, the easier the deformation would evolve into cataclastic flow without any compaction localization. However, shearing beyond elastic limit also eventually induces compaction
localization.

![Diagram](image)

**Figure 3:** (a) Initial yield envelope and predicted stress states at the formation of compaction localization for Bentheim sandstone. (b) Corresponding contour of determinant of the acoustic tensor.

Fig. 3b shows the contours of the determinants of the acoustic tensor against the band orientation angle ($\alpha$) and the mean stress ($p$). In this figure the inner most zone, where the determinant of the acoustic tensor is negative ($|A| < 0$), indicates localization failure. It can be seen from Eq. 8 and Fig. 3b that for a given confining pressure $p$, there is a set of possible orientation angles for the localization band. From the experimental point of view, localization bands having orientation angle $0^\circ \leq \alpha \leq 10^\circ$ can be classified as pure compaction band whereas those with $10^\circ \leq \alpha \leq 45^\circ$ are treated as shear enhanced compaction bands [19]. Our analysis predicts that the band orientation for a wide range of confining pressure falls within the range of $0^\circ$ to $40^\circ$ that is close to the experimental observations in [19].

4 RATE DEPENDENT REGULARIZATION

4.1 Perzyna type rate dependent regularization

Due to the localization characteristics of the model, the boundary value problems (BVP) become ill-posed and hence treatment for this instability is needed. Introduction of material rate dependency, which implicitly introduces a length scale in to the governing constitutive equation [21], is one of the ways to make the BVPs well-posed. Here we incorporate rate effect in the breakage constitutive model presented in the preceding section using Perzyna type overstressed function. The model enhancement is carried out by modifying the evolution laws of breakage and plastic strain in the following manner.

$$
dB = \frac{\langle y^\gamma \rangle}{\eta} \frac{2(1-B)^2 \cos^2 \omega}{E_c} d\tau , \text{ and}$$

(10)
It is noted that the viscosity parameter $\eta$ is a dimensional quantity ($M^{-1}LT^3$) when used with this breakage model. Comparing the rate dependent flow condition with conventional rate independent evolution law, we can express the non-negative multiplier or consistency parameter as,

$$d\lambda = \frac{\left\langle \dot{\gamma}^N \right\rangle}{\eta} \, dt. \quad (12)$$

As can be seen, the Perzyna-type rate dependent breakage model provides an explicit form for the non-negative multiplier.

### 4.2 Rate effect on constitutive response

![Figure 4](image_url)

**Figure 4:** Effect of strain rate on the model response in drained triaxial loading - (a) breakage against mean stress; (b) distortional stress against axial strain.

Numerical drained triaxial tests are carried out to observe the effect of increasing strain rate on the material behavior. The same model parameters listed in Table 1 are used. Other parameters related to the rate dependency are, $N = 1.0$; and viscosity parameter $\eta = 1.0$ sec/kPa. In the numerical tests, the strain rate is increased via controlling the time increment (e.g. $dt = 1s$, 0.1s, 0.001s, and 0.0001s, corresponding to the strain rates indicated in Fig. 4). Fig. 4b indicates that with increasing strain rates the ultimate stress is also increasing. The transition from elastic to inelastic zone is smoother with increasing strain rate. On the other hand, at slow strain rates the model response approaches rate independent behavior. Besides the stress-strain response, the rate of breakage growth reduces with the increase in strain (Fig. 4a). From the microscopic point of view, high strain rate does not allow sufficient time to break or rearrange the grains [22]. Thus, the material becomes stronger and this feature is also reflected in the macroscopic stress-strain response of the proposed model.
4.3 Mesh independency of finite element solutions

The stability of the above rate dependent breakage constitutive model is illustrated through the numerical analysis of a rock specimen under drained triaxial loading condition. The commercial package Abaqus (version - 6.8) is used for the entire finite element analysis. We construct the model (0.1 x 0.2 m) using linear quadrilateral finite elements (Fig. 4). Due to symmetry in geometry and loading, only half of specimen is modelled. The analysis is performed considering axisymmetric 2D plane strain condition with strain controlled loading. The entire loading arrangement is a two stage process where initially we apply a confining pressure and allow the material to deform isotropically. Thereafter axial load, through prescribed vertical displacement producing a constant axial strain rate of $5.3 \times 10^{-4}$/s, is applied to the specimen, while the confining stress is kept constant. The boundary conditions are: restricted vertical movement of the bottom boundary; and (fixed) incremental vertical displacement at the top boundary. To trigger off the localization we introduce local anisotropy via a weak element having lower crushing pressure (90% of $P_{cr}$) (Fig. 5).

![Figure 5](image_url): FE meshing for triaxial drained test

![Figure 6](image_url): Breakage contours showing the formation of shear enhanced compaction band under drained triaxial test at 3% axial strain (a) 400 elements; (b) 1600 elements; (c) 6400 elements.
The effect of the spatial discretization on the numerical solutions is presented in Fig. 5. We use three different finite element meshes employing 400 elements, 1600 elements and 6400 elements, respectively. The contours in Fig. 5 indicate the growth of breakage during the deformation of the specimen. As can be seen, the localization zones and their widths are almost identical for all three cases of discretization. The regularization effect of the rate dependent enhancement is clearly visible from the global load-deflection curves (Fig. 7), in which the trends of the curves and their periods of oscillation are almost identical.

**Figure 7**: Reaction force against displacement plot for drained triaxial test

5 COMPACTION BAND PROPAGATION IN POROUS ROCKS

It is clear from the previous analysis that the use of rate effect eliminates the pathological mesh sensitivity of the numerical solutions. The propagation of compaction bands is studied in this section using the FE mesh consists of 1600 elements. We start the numerical drained shear test with an initial isotropic pressure of 300 MPa. The same axial strain rate of 5.3*10^{-4} /s, as used in section 4.3, is applied to the top of the specimen in the second stage of loading.

**Figure 8**: Breakage contours showing pure compaction band formation in drained triaxial test at different axial strains, (a) Numerical simulation; (b) Experimental observation [19].

From laboratory experiments it has been observed and reported [23,24] that compaction band initiates from the two ends of the sample due to the stiffness mismatch between the material
and the cap of testing device. To simulate similar band initiation we introduce two weaker finite elements at both ends of the numerical sample.

The breakage contours in Fig. 8 show the propagation of compaction bands during the shearing process. The colour code indicates intense grain crushing via breakage growth that takes place inside the compaction bands. As expected, compaction localization occurs at the two ends of the specimen and propagates towards its centre (Fig. 8). Baud et al. [19] also reported similar band propagation in their experimental results. This is manifested because of simultaneous loading and unloading process during shearing at high confining pressure.

![Figure 9](image_url): Stress responses at integration points (A and B) of numerical sample, (a) against axial strain; (b) against time, for a fixed time span.

The variation of distortional stress against time and axial strain is plotted in Fig. 9a,b for two integration points A and B. Due to the confinement and the varying inhomogeneous state (of stress, strains and breakage), the behavior of material points along the specimen height switches among hardening, softening, and elastic unloading. These material points take turn in the crushing process. Due to this process of simultaneous loading and unloading, compaction bands propagate from the two ends of the sample towards its centre, at discrete locations along the specimen height. This effect is also visible through the oscillating nature of the global stress strain response during shearing (Fig. 10).

![Figure 10](image_url) Global stress-strain response from numerical prediction and experimental observation [19]
The predicted average distortional stress-strain response and experimental observations [19] are plotted in Fig.10. These macroscopic model responses can be seen to be in good agreement with its experimental counterpart.

6 CONCLUSIONS

We show in this study a micromechanics-based constitutive model capable of capturing both the material behavior and the formation of compaction bands. The enhancement of this model to deal with material instability issues, using rate dependent regularization, allows us to numerically explore the propagation of compaction bands in a porous rock specimen. The obtained numerical results are in good agreement with experimental observations, thus demonstrating the capability of the proposed model. This is an important starting point for a deeper study on the initiation and propagation of compaction bands in porous rocks.
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Abstract. A mobile projection centre extension to an existing elastoplastic-viscoplastic soil model is presented in this work. In this formulation, the projection centre evolves according to the stress path experienced by the soil, approaching it during the loading process [1]. In this way, the elastic (within which the behaviour is elastic) and the viscous (within which the behaviour is non-viscous) nuclei, will move with the projection centre. These nuclei may have reduced dimensions and reproduce more realistically the inelastic and time dependent soil response under a larger set of stress paths. The proposed formulation is based on the continuous plasticity model with a viscous mechanism proposed by Kaliakin and Dafalias [2, 3]. The observed occurrence of creep deformation in stiff clays at small levels of deviatoric stress was one of the motivations for this work. It is important to note that the majority of numerical and laboratory studies of the effect of strain rate on the behaviour of soils usually refers to normally consolidated soils, and, as already reported by Hashiguchi and Okayasu [4], further theoretical and experimental studies on the time dependent behaviour of overconsolidated soils are needed.

In order to validate the proposed formulation a cyclic undrained triaxial test with unloading and reloading stages with creep was performed on a sample of a stiff Lisbon clay. The test was simulated using the described soil model and the results of both compared. This formulation significantly improves the reproduction of viscous strains associated with unloading stress paths such as those occurring, for example, in excavation works.

1 INTRODUCTION

Laboratory tests performed on a stiff clay from the Lisbon region (Formação de Benfica clays) showed the occurrence of creep strains at small deviatoric stress levels. These results were confirmed by local displacement transducers LVDTS [5], and motivated the study here presented. It is interesting to note that the vast majority of laboratory and numerical studies of
strain rate effects on soil behaviour refers to normally or lightly overconsolidated soils, with further studies of these effects on overconsolidated soils being necessary, as noted by Hashiguchi e Okayasu [4], both from the experimental and theoretical standpoints. The study presented below aims to contribute to overcome this shortcoming, highlighting some important aspects.

There are on the literature various types of models conceived to reproduce the time-dependent behaviour of soils. These models can be divided into two main groups, those that allow and those that do not allow the occurrence of viscous deformation inside the yield surface. Since, in the case of overconsolidated soils, stress paths can develop to a large extent within the yield surface, the later type of model is clearly limited in its applicability. Instead, continuous plasticity models, with an added viscous mechanism, such as the model proposed by Kaliakin and Dafalias [2,3], by enabling the occurrence of inelastic deformations inside the yield surface (called bounding surface), improve the reproduction of soil behaviour.

2 THE KALIAKIN AND DAFALIAS BOUNDING SURFACE ELASTOPLASTIC VISCOPLASTIC MODEL

2.1 Brief model description

The elastoplastic-viscoplastic soil model proposed by Kaliakin and Dafalias [2] is based on the existence of a bounding surface, with an elliptical shape in the space of the stress invariants \((p,q,\theta)\), shown in Figure 1. The stress state \(\sigma\) is always inside or on the bounding surface, having an image on it, \(\tilde{\sigma}\), defined by a radial projection from a centre \(a\). In this particular model, the projection centre is fixed and located on the hydrostatic axis. The bounding surface only undergoes isotropic hardening. The position of the stress state on the line segment joining the projection centre to the image point on the bounding surface defines the variable \(b = \frac{\|\sigma - a\|}{\|\tilde{\sigma} - a\|}\). This varies between \(b=\infty\), when the stress state matches the projection centre, and \(b=1\), on the bounding surface.

A basic assumption of this model is the additive decomposition of the inelastic deformation rate into a plastic component and a viscoplastic component. The directions of the plastic and viscoplastic deformation rates are given by derivative of the yield function relatively to the stress state on the image point, \(\tilde{\sigma}\). There are two surfaces implicitly defined associated to each of the inelastic mechanisms. The first one defines the boundary beyond which plastic deformations can occur (if the loading condition is also verified) represented by the constant \(s_p\), such that \(b \leq s_p / (s_p - 1)\). The second surface defines the boundary outside which viscous deformation occur and is defined by the constant \(s_v\). That means that viscoplastic deformations occur only if \(b \leq s_v / (s_v - 1)\). Both surfaces are homothetic relatively to the bounding surface. The overstress defined as \(\hat{\delta} = \|\sigma - \tilde{\sigma}\|\) controls the magnitude of viscoplastic strain rate. \(\tilde{\sigma}\) is the in intersection point between the line joining the projection centre and the stress point, and the viscous nucleus.

The plastic modulus, that determines incremental elastoplastic stiffness is interpolated from its value on the image point, by means of variable \(b\), so that a continuous monotonic transition
from an infinite value (elastic incremental stiffness) on the surface \( b = s_p / (s_p - 1) \) to a corresponding value on the bounding surface (conventional elastoplastic stiffness).

\[ \hat{\phi} = \frac{1}{V} \exp \left( \alpha \frac{J}{IN} \right) \left( \frac{\delta}{r \left( \frac{s_v}{s_v - 1} \right)} \right)^n. \]  

(1)

2.2 Laboratory tests numerical modelling

The described model has enabled the reproduction of a set of three creep tests performed on *Formação de Benfica* stiff clays. The tests were triaxial undrained under constant mean stress after being isotropically consolidated to different effective mean stresses. The imposed loading sequence alternated steps of relatively high strain rate with 24 hours creep stages. This adjustment was initially achieved with a different set of model constants for each test, and, after a modification of the overstress function, by introducing a new parameter related with the viscous behaviour, the whole set of tests were adjusted using a single set of parameters [7]. The modified overstress function defining the magnitude of the viscous strain rates is given by

\[ \phi = \frac{1}{V} \exp \left( \alpha \frac{J}{IN} \right) \left( \frac{\delta}{r \left( \frac{s_v}{s_v - 1} \right)} \right)^n. \]  

(1)

2.3 Limitations of the model

Although this model has been able to reproduce many of the relevant aspects of the viscous behaviour of soils, it still has some shortcomings. Figures 2 and 3 illustrate some of these...
shortcomings. In the case of an overconsolidated clay, after the sedimentation process and associated creep, the stress state is at point A (apparent overconsolidation), soil undergoes unloading due to the erosion of the superficial layers (process which corresponds to a genuine overconsolidation process), and the final stress state point is B. Stress states A and B correspond to equilibrium situations, on which the creep strains have already occurred, and as such, are on the boundary of the viscous nucleus represented in Figures 2 and 3 as green shaded ellipses. The unloading stage from A to B, in the original model with the fixed projection centre over the hydrostatic axis, does not produce any creep (viscous) strains, because the corresponding stress path is now entirely included in the viscous nucleus (Figure 2). On the other hand, in the formulation now proposed, which admits the existence of a mobile projection centre (which implies a mobile viscous nucleus), creep strains will take place as long as the stress path AB is sufficiently long to cross the viscous nucleus.

Assuming the sample is sheared undrained from a state of isotropic consolidation, as was shown above, no creep deformations would occur within the surface $s_v$, according to the original model. However, it was observed that creep strains occurred from the earliest stress stages (low deviatoric stress), which is inconsistent with this model. This inconsistency can be eliminated by assuming that the projection centre (and the corresponding viscous nucleus) can move, as illustrated in Figure 3. The concept is equivalent to that proposed in two surface elastoplastic models. These, however, do not take into account the viscous behaviour. As long as the size of the viscous nucleus is sufficiently small, creep strains may occur at any point, inside the bounding surface.

![Figure 2: Overconsolidation process in the original model (fixed projection centre).](image)

In overconsolidated soils which have been stabilized in terms of creep, it would be necessary, according to the original model, to use a viscous nucleus large enough to accommodate the in situ stress states. Because, inside this nucleus no viscous strains may occur, this contradicts the results of the described tests. This contradiction may be eliminated by adopting a mobile projection centre defining a viscous nucleus of reduced dimension.

In the same way that the two surface models incorporate a mobile elastic domain in order to better represent the variation of the elastoplastic stiffness with the loading direction, it may
be assumed that the same principle applies to the viscous behaviour. The use of mobile viscoplastic potentials in metal models is well known [8].

3 MODEL WITH MOBILE PROJECTION CENTER

Although the initial general formulation of the bounding surface model was based on the assumption the existence of a mobile projection centre [9], the various specific formulations presented use a fixed projection centre located on the isotropic axis [10]. Here, it is proposed that the projection centre is able to move, pursuing the stress state, according to:

\[
\dot{\mathbf{a}} = c_s \| \mathbf{\dot{e}^p} \| (\mathbf{\sigma} - \mathbf{a})
\]

where \( \mathbf{\dot{e}^p} \) is the inelastic strain rate (plastic plus viscoplastic) and \( c_s \) is a model constant that controls the velocity of translation. This change implies several modifications in the model’s formulation. Namely, the expressions for the plastic multiplier, the hardening function, the projection of the stress state into the bounding surface and the plastic modulus. The proposed changes have been implemented and confronted with experimental results, as will be shown in the next section.

Some numerical experiments simulating a conventional drained triaxial test on virtual soil with an unloading/reloading cycle were carried out in [1] and are shown in Figures 4 and 5. Figure 4 shows the stress-strain curves for different strain rates. In Figure 5, the first loading phase takes place at a strain rate equal in all tests (2×10^{-6} s^{-1}), with the unloading and reloading stages taking place at different strain rates. In both cases, the loading and reloading stages exhibit an expected increase in stress with the strain rate, with the upper limit being the elastoplastic behaviour. During unloading the stress decreases with increasing strain rate. Theses examples illustrate that, unlike the formulation with a fixed projection centre, this model can reproduce closed loops for relatively small variations of deviatoric stress, which
remains positive, as observed experimentally.

Figure 4: Drained triaxial tests for different strain rates (models with mobile projection centre).

Figure 5: Drained triaxial tests with different strain rates in the unloading-reloading stages (model with mobile projection centre).

4 CYCLIC CREEP TEST. RESULTS AND NUMERICAL SIMULATION

4.1 Main characteristics of Formação de Benfica clay

The test carried out to study the model proposed in this work was carried out in the Formação de Benfica overconsolidated stiff clays, a significant geological formation within
the Lisbon region. This tested sample is a structured soil with an ASTM classification of SC with an IP of 35.4% and LL of 61.4% and low permeability (2×10⁻¹⁰ m/s).

4.2 Loading sequence

The imposed loading sequence involved a series of unloading steps followed by a series of reloading steps, with each step consisting first in a relatively fast change in deviatoric stress (aprox. 6×10⁻⁶ s⁻¹ strain rate) followed by 24h creep at constant deviatoric stress and constant total mean stress. The loading sequence was carried out in undrained conditions.

After the monotonic deviatoric loading up to \( q = 250 \text{kPa} \), during the unloading sequence, the creep strains increased in the reverse direction (Figure 6), i.e., for the highest \( q \) values, the creep strains are lower and progressively increase with decreasing \( q \). When the deviatoric stress attains zero, significant creep strains are observed. Conversely, during the reloading sequence, with \( q \) increasing from 0 to 250kPa, the creep strains increase with increasing \( q \) values with significant large creep strains for \( q = 250 \text{kPa} \). It is however important to note that during initial loading sequence a situation corresponding to tertiary creep (failure) was not achieved.

\[
\text{Figure 6: Unloading-reloading steps with creep stages in undrained triaxial test with constant } p \text{ (measured – blue line, model with mobile projection centre – green line).}
\]

4.3 Numerical simulation

Some elements already available from previous studies on samples of this formation were used in the calibration of the model. This calibration was performed for a single unloading-reloading cycle and its aim was to reproduce qualitatively the most significant aspects observed in the experiment. A set of material constants was chosen from a large series of analyses made by randomly varying a set of five parameters affecting viscous behaviour that
produced a best fit to the measured stress-strain curve. The adjustment shown in Figure 6 has been achieved for the following material constant values: $V=5 \times 10^9$, $s_v=1.12$, $c_a=652$, $n=2.1$ and $\alpha=0$.

It is important to note that a constitutive model with a fixed projection centre cannot even qualitatively reproduce the type of behaviour exhibited in this test. The effective stress path and snapshots of the projection centre (whose speed can be controlled by the constant $c_a$) with the corresponding viscous nucleus at different instants are shown in Figure 7. The instants represented are the end of the isotropic consolidation stage, the end of the first unloading step and after the following creep stage, the end of the last unloading step and after the following creep stage, and the end of the last reloading step as well as the end of the next creep stage. The projection centre (and the viscous nucleus) follows the stress state. During the loading steps, due to the high rate of loading, the projection centre lags behind the stress state and consequently the stress moves outward from the viscous nucleus boundary. During the creep stages the projection centre approaches the stress state until the viscous nucleus’s boundary catches the latter at which point the creep strains cease. In the case of the first unloading step, the stress moves to the inside of the viscous nucleus, the response is entirely elastic and the projection centre doesn’t move. It should be mentioned that some viscous strains may also occur during the loading stages.

Results of the measured and computed pore pressures histories are shown in Figure 8. The model, as it stands, is not able to reproduce, even qualitatively, the observed pore pressure response. The model predicts pore pressure decreases during unloading, in contradiction with the measurements that show a pore pressure increase. This is one aspect of the model that needs to be improved. During reloading the model predicts decreasing pore pressures whose magnitude increases with the deviatoric stress level. This is in qualitative agreement with the measurements.
Figure 8: History of measured (blue line) and computed (green line) pore pressures. Applied deviatoric stress history (red line).

As the pore pressure variations reflect the inelastic volumetric strains, and assuming an associated flow rule, the inability of the model to reproduce the pore pressure changes with loading might be an indication that the shape of the bounding surface is not suitable. A sheared elliptical shape such as used to model anisotropic plastic response in soils [11] would produce, at least qualitatively, correct pore pressure variations as illustrated in Figure 9.

Figure 9: Isotropic (broken line) and anisotropic (full line) bounding surfaces with associated flow rule during unloading and reloading.

In the case of the sheared ellipse there is a region, from slightly to medium
overconsolidated states, inside which the sign of the pore pressure change response agrees with the measured. As can be seen in Figure 9 for the unloading situation, the projection of the normal to the anisotropic bounding surface on the isotropic axis has opposite direction to the one given by the isotropic bounding surface. This suggests that the anisotropic nature of the soil cannot be ignored if the correct volumetric response is to be achieved by the model.

5 CONCLUSIONS

In this work, a new model that takes into account the cyclic time behaviour of soils has been proposed. Some inconsistencies between observed soil behaviour and the response given by models for rate dependent soils have been described. These inconsistencies have been solved with a mobile projection centre that approaches the stress state with some delay and as such is able to develop viscous (including creep) strains.

The response of the improved model has been compared with that of a triaxial undrained test during an unloading/reloading deviatoric stress cycle at constant total mean stress that incorporated a series of staggered fast loading steps and creep stages. A reasonable agreement with the measured response has been obtained. The model has clearly been able to qualitatively reproduce the main observed aspects of the stress-strain response of a stiff overconsolidated clay under a stress loading cycle with creep stages.

One aspect that the model has not been able to reproduce is the observed pore pressure evolution. It has been suggested that the adoption of an anisotropic bounding surface with an associated flow can improve the model in this respect.

Another aspect that might improve the model concerning this type of soils is the incorporation of destructuring.

REFERENCES


EFFECT OF LARGE DISPLACEMENTS ON THE NUMERICAL ANALYSIS OF AN EMBANKMENT ON SOFT SOILS

PAULO J. VENDA OLIVEIRA* AND LUÍS J. L. LEMOS†

* Department of Civil Engineering
University of Coimbra,
Rua Luís Reis Santos, 3030-788 Coimbra, Portugal
e-mail: pjvo@dec.uc.pt, www.dec.uc.pt

† Department of Civil Engineering
University of Coimbra,
Rua Luís Reis Santos, 3030-788 Coimbra, Portugal
email: llemos@dec.uc.pt, www.dec.uc.pt

Key words: Large Displacements, Geometric Non-linearity, Consolidation, Embankments, Soft Soils.

Abstract. This paper intends to clarify the influence of geometric nonlinearity on the behaviour of an embankment built on soft soils, considering the material non-linearity associated with a coupled soil-water formulation. The numerical predictions are compared with the field data in terms of settlements, horizontal displacements and excess pore water pressures. The repercussions of including the large displacements formulation are also studied in terms of the increments of vertical and horizontal effective stresses and of the yield area. It is found that the analysis considering large displacements results in a decrease in settlements and a slight increase in the rate of excess pore pressure dissipation, both of which are related to the reduction of the thickness of a deformable layer.

1 INTRODUCTION

The analysis of most geotechnical problems assumes that the strains are infinitesimal, presuming that the geometry of the elements remains unchanged during the calculation process. However, for structures built on very deformable ground, like very compressible clays and organic soils, this assumption is not completely realistic since these soils are subject to high displacements. The lower permeability and high compressibility of these soils, which are nearly always saturated, means that the analysis should also consider the coupled formulation of the interstitial fluid flow and the deformation of the solid skeleton (Biot’s theory).

Several studies about implementations of coupled consolidation theories with finite deformations have been published, considering either linear elastic materials [1-5] or non-linear material behaviour [6-9]. But only a few included applications to real situations, namely to embankments built on very compressive soils, i.e., where the consideration of geometric non-linearity is essential to the improvement in the numerical predictions.

This paper intends to clearly show the importance of considering geometric non-linearity
in the numerical analysis of coupled consolidation problems, particularly in problems of embankments on soft soils. In this way, a Lagrangian formulation is used, updating the nodal coordinates at the end of each step of time and/or load; this formulation was described by Zienkiewicz [10].

Thus, the case of an embankment built on Portuguese soft soil is studied. The results of the numerical simulation, which considers a non-linear constitutive law (Modified Cam Clay model), with and without the geometric non-linearity phenomenon are compared with the results observed in situ in terms of settlements, horizontal displacements and excess pore water pressures. In addition, the influence of the large displacements analysis on the state of stress is studied in terms of vertical and horizontal effective stresses, and in terms of the yield area.

All the numerical analyses used the 2D finite element (FE) code, developed at the University of Coimbra [11], which can perform elastoplastic analyses with coupled consolidation.

2 CHARACTERISTICS OF THE EMBANKMENT

The site studied is located in Portugal, at km 7.775 on the A14 motorway. Three boreholes were performed (S1, S2 and S3) to define the geotechnical profile presented in Figure 1.

The behaviour of the embankment was observed during its construction, with the following instrumentation (Figure 1): (i) a sub-vertical inclinometer tube placed on the vertical of the foot of the main embankment's slope to measure horizontal displacements with depth, (ii) a settlement plate (T) and an electrical piezometer (P) to measure pore pressure [11]. Under the embankment and the additional berm, vertical drains were installed down to the bottom of the soft deposit.

The time history of the construction of the embankment is described with elevations of 1.1, 1.85, 3.45, 4.7, 7.55 and 8.1 metres, applied at times 0, 80, 240, 290, 385 and 420 days, respectively.

The geotechnical characterisation of these soils, carried out by Coelho [12], allowed the foundation soil to be zoned, as shown in Table 1, where the physical and mechanical characteristics of the layers are set forth. The behaviour of the foundation soil is simulated by
the Modified Cam Clay (MCC) model. The behaviour of the embankment is simulated by a linear elastic law, with $\nu' = 0.3$ and the deformability modulus varying between 30 MPa (bottom layer) and 2 MPa (top layer), thereby reproducing the reduced containment of the upper layers.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Depth (m)</th>
<th>$\gamma$ (kN/m$^3$)</th>
<th>OCR</th>
<th>$K_0$</th>
<th>$e_0$</th>
<th>$\alpha_{eq}$</th>
<th>$\lambda$</th>
<th>$\kappa$</th>
<th>$M$</th>
<th>$k_{eq}$* (m/day) [x 10$^{-4}$]</th>
<th>$k_x/k_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0 - 0.5</td>
<td>15.0</td>
<td>7.0</td>
<td>0.87</td>
<td>2.0</td>
<td>2.58</td>
<td>0.226</td>
<td>0.028</td>
<td>----</td>
<td>-----</td>
<td>------</td>
</tr>
<tr>
<td>2</td>
<td>0.5 - 1.5</td>
<td>15.0</td>
<td>5.0</td>
<td>0.76</td>
<td>2.0</td>
<td>2.76</td>
<td>0.226</td>
<td>0.028</td>
<td>15.6</td>
<td>103.6</td>
<td>3.0</td>
</tr>
<tr>
<td>3</td>
<td>1.5 - 3.0</td>
<td>14.8</td>
<td>3.0</td>
<td>0.62</td>
<td>2.1</td>
<td>3.02</td>
<td>0.282</td>
<td>0.035</td>
<td>62.4</td>
<td>20.8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.0 - 4.5</td>
<td>14.5</td>
<td>1.5</td>
<td>0.47</td>
<td>2.3</td>
<td>3.41</td>
<td>0.374</td>
<td>0.05</td>
<td>1.48</td>
<td>62.4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.5 - 6.5</td>
<td>14.5</td>
<td>1.0</td>
<td>0.40</td>
<td>2.1</td>
<td>3.10</td>
<td>0.343</td>
<td>0.063</td>
<td>62.4</td>
<td>20.8</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6.5 - 8.5</td>
<td>15.2</td>
<td>1.0</td>
<td>0.40</td>
<td>1.8</td>
<td>2.37</td>
<td>0.178</td>
<td>0.025</td>
<td>103.6</td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>8.5 - 21.0</td>
<td>15.0</td>
<td>1.0</td>
<td>0.40</td>
<td>1.9</td>
<td>2.76</td>
<td>0.217</td>
<td>0.026</td>
<td>20.8</td>
<td>6.2</td>
<td></td>
</tr>
</tbody>
</table>

The vertical coefficients of permeability, given in Table 1, correspond to the global equivalent values, thus expressing the drainage conditions of the ‘soil-vertical drains’ system [11, 13]. The relationship between the horizontal and vertical coefficients of permeability of the soil is three.

During the calculation, the coefficients of permeability change with the void ratio, in accordance with Taylor [14]:

$$k = k_0 \times 10^{-C_k (e-e_0)}$$

where $e_0$ represents the initial void ratio, $k_0$ the coefficient of permeability related to $e_0$, $k$ the corrected coefficient of permeability related to the current void ratio $e$, and $C_k$ is a constant equal to 0.5$e_0$ [14].

The FE mesh for the plane-strain analysis is presented in Figure 2. It consists of 679 nodal points and 202 eight-noded isoparametric quadrilateral elements. Elements with twenty nodal degrees of freedom are used below the water table, allowing a coupled analysis of fluid flow and deformation in order to simulate the consolidation phenomenon in the soft soil. These
elements provide quadratic interpolation of displacements and linear interpolation of pore pressures; these elements therefore allow the calculation of the displacements in eight nodes and the excess pore pressure in four corner nodes.

The boundary conditions applied to the mesh are such that the right vertical side is restrained from moving in the horizontal direction, while the bottom boundaries are restrained from moving in both directions [12]. In terms of hydraulic conditions, only the top boundary, located at the same level of the water table, is permeable. Above the water table, no water flow was considered in the numerical analyses.

3 ANALYSIS OF RESULTS

The study of the behaviour of this embankment aims to clearly demonstrate the factors inherent in an analysis that involves large displacements. Thus, the results obtained by the two numerical analyses (infinitesimal and large displacements) are compared and also with the behaviour observed in situ. The study is carried out with respect to settlements, lateral displacements, excess pore pressures and effective stress state.

3.1 Displacements

The observed and computed time-settlement behaviour measured by plate T is shown in Figure 3. It can be seen that the consideration of geometrical non-linearity (large displacements) tends to reduce the settlements in relation to the infinitesimal analysis (small displacements), with this effect growing with time. This behaviour is consistent with soil mechanics theory, since with large displacements analysis the dependence of the settlements with respect to the real thickness of the compressible layers is considered. Thus, the decrease of the thickness of the soil layer is naturally linked to smaller settlements.

The comparison of the computed settlements and the field data shows that the
consideration of geometric non-linearity improves the numerical prediction. The differences between the numerical analyses and the measured settlements for 100 and 250 days are probably due to the consideration of equivalent coefficients of permeability, which are not the most appropriate to simulate the “real” flow conditions in the soil foundation.

Figure 4 shows the computed settlements under the foot of the embankment, for three times (240, 420 and 2000 days). In line with expected behaviour, it is in the surface area with greater settlements that the greatest discrepancies between the two numerical analyses are found, and these increase from 240 days to 420 days, i.e., with the increment of the settlements. Thus, it was found that the consideration of large displacements has more impact the greater the deformation of the soils involved is.

![Figure 4](image)

**Figure 4:** Computed settlements under the foot of the embankment.

Figure 5 illustrates the observed and predicted horizontal displacements under the foot of the main embankment at 290 and 500 days. According to the finding for the settlements, the consideration of geometrical non-linearity induces small horizontal displacements relatively to the infinitesimal analysis, and this difference naturally increases with time. The figure also shows that the behaviour of the embankment is qualitatively simulated by both the numerical analyses, albeit with some discrepancies. Thus, at 290 days a better simulation of the behaviour may be observed with the non-linear analysis, while at 500 days, a better agreement is obtained with the infinitesimal analysis.

### 3.2 Excess pore water pressures

The time evolution of excess pore pressures in piezometer P is given in Figure 6. The consideration of geometrical non-linearity leads to slightly faster dissipation of the excess pore pressure, being this fact linked to the shortening the drainage path length which results from the decreasing of soil thickness. Otherwise, for a time longer than 500 days, the large
displacement analysis induces slightly higher $u-u_0$ than the infinitesimal analysis, a fact that is apparently inconsistent. However, these results are due to the fact that the large displacements analysis considers the real nodal coordinates, corrected with the deformations obtained. As the level of the water table does not change and the nodal points are displaced in the vertical, thus, the distance between the nodal points and the water table increases, therefore giving greater equilibrium pore pressure [15].

Figure 5: Observed and predicted horizontal displacement under the foot of the embankment.

Figure 6: Observed and predicted excess pore pressure in piezometer P.
The contours of the excess pore pressure, shown in Figure 7, illustrate this clearly. At 420 days it can be seen that the non-linear analysis gives rise to an increase in the excess pore pressure close to the surface, reflecting the greatest settlement of the surface points and the corresponding increase in the equilibrium pore pressure. The reduction of the drainage path length associated with the large displacements analysis can also be seen in this figure, since this type of analysis generates smaller excess pore pressure near the bottom boundary.

**Figure 7:** Contours of excess pore pressures at 240 and 420 days.

![Figure 7](image-url)

3.3 Stress state

The contours of the effective vertical and horizontal stress increments at 2000 days, found with both numerical analyses, are presented in Figures 8 and 9, respectively. In general, it can be seen that the consideration of geometrical non-linearity does not generate qualitative
changes in the effective stress state. Figure 10 compares the results of the two analyses in terms of vertical effective stress increments along the embankment section for two depths (Figure 10a) and horizontal effective stress increments under the foot of the additional berm (Figure 10b). The results show that including the large displacement phenomenon in the calculation tends to reduce both the vertical and the horizontal stresses in relation to the infinitesimal analysis, obtaining differences that could be almost 10%. These results are consistent with the fact that the non-linear analysis induces greater equilibrium pore pressure, which naturally corresponds to smaller effective stresses, since the total stresses are unchangeable.

![Graphical representation of effective stress increments](image1)

**Figure 10:** Increment of effective stresses at 2000 days.

![Graphical representation of yield areas](image2)

**Figure 11:** Yield areas at 2000 days.
The reduction of effective stresses indicated by the non-linear analysis, relative to the infinitesimal analysis, results in the shrinkage in the yield area (Figure 11) with special relevance in the layers nearer the surface and under the main embankment, which are initially overconsolidated. This smaller propagation of the yield zones is related to smaller vertical and horizontal displacements.

4 CONCLUSIONS
The analyses performed for this work revealed the following aspects:
- the large displacement analysis leads to a reduction of settlements in relation to the infinitesimal analysis. This fact can be explained by the proportion of the settlements in relation to the thickness of the deformable soil, i.e., when the soil settles, the thickness of the soil layer decreases, which induces the reduction of the settlements in the subsequent phases of the calculation.
- The geometrical non-linearity tends to reduce the horizontal displacements on the side of the embankment, which is also naturally associated with the reduction of settlements.
- The evolution of pore pressure is not particularly affected by the kind of analysis, although the pore pressure dissipates slightly faster as time passes when geometrical non-linearity is considered. This is because the progressive decrease of the soil layer thickness leads to a shorter drainage path length. However, the results do not show this clearly enough, since it can be masked by the increase in equilibrium pore pressure, due to the greater elevation difference between the nodal points and the water table, which is unchanged.
- The increase of equilibrium pore pressure in the points nearer the surface, due to the adjustment of the coordinates (obtained from the inclusion of geometrical non-linearity), contributes to the decrease of effective stress increments, since the total stress is independent of these kinds of analysis. This reduction of effective stresses gives rise to the shrinkage of the yield area. This fact is naturally linked to lesser displacements generated.

ACKNOWLEDGMENTS
The authors would like to express their gratitude to the institutions that financially supported the research: CIEC and FCT (PTDC/ECM/101875/2008).

REFERENCES


EXPLICIT INTEGRATION SCHEME FOR GENERALIZED PLASTICITY CONSTITUTIVE MODELS WITH AUTOMATIC ERROR CONTROL

MIGUEL M. STICKLE\textsuperscript{1*}, PABLO DE LA FUENTE\textsuperscript{2} AND CARLOS OTEO\textsuperscript{3}

\textsuperscript{1*}: Applied Mathematics and Computer Science Department
ETSI Caminos, Canales y Puertos
Universidad Politécnica de Madrid
Avd. Profesor Aranguren s/n, 28040 Madrid, Spain
e-mail: miguelstickle@caminos.upm.es

\textsuperscript{2}: Continuum Mechanics and Structures Department
ETSI Caminos, Canales y Puertos
Universidad Politécnica de Madrid
Avd. Profesor Aranguren s/n, 28040 Madrid, Spain
e-mail: pdelaf@caminos.upm.es

\textsuperscript{3}: Professor on Ground Eng.
C / Torpedero Tucumán 26, 28016 Madrid, Spain
e-mail: carlosoteo@telefonica.net

Key words: Generalized Plasticity, explicit integration.

Abstract. An explicit algorithm for integrating Generalized Plasticity constitutive models is presented. This automatically divides the applied strain increment into subincrements using an estimate of the local error controlling the global integration error in the stress. The algorithm modifies the well known S. W. Sloan substepping scheme to account for Generalized Plasticity constitutive models, in which, unlike Classical Elastoplasticity, the yield surface is not explicitly defined. The integration scheme is described and results are presented for a rigid footing resting on a layer of specific Generalized Plasticity model for sands, in which a hyperelastic formulation is introduced to describe the reversible component of the soil response instead of the hypoelastic approach originally proposed. The explicit algorithm with automatic substepping and error control is shown to be reliable and efficient for these complex constitutive laws.

1 INTRODUCTION

Nowadays it is well recognized that the selection of an adequate constitutive model, together with the use of accurate, efficient and robust integration algorithms of the elastoplastic equations, is a key point in finite element analysis of geotechnical problems.

As observed by Hughes [1], the integration of the constitutive equations at the local level plays a crucial part in computational plasticity, since it strongly affects the performance of the constitutive equation in actual computations.

Implementation of an advanced elastoplastic constitutive model into a finite element
program requires the development of a robust and efficient numerical procedure in order to perform the integration of the constitutive equations along a given loading path.

In the context of classical plasticity formulations, in which a yield function is defined in an explicit manner and the enforcement of the consistency condition is a key feature of the integration algorithm, a variety of implicit and explicit integration schemes might be used [2, 3].

On the other hand, based on the assumption that explicit integration schemes for highly non-linear models may potentially lead to inaccuracy and unstable behavior [4], implicit integration algorithms have been considered mostly in the context of non-standard elastoplastic models. The aforementioned assumption cannot be further supported, in the context of classical plasticity formulations, if explicit schemes are endowed with error control techniques [5, 6]. The same situation is observed for Generalized Plasticity based models [7].

The outline of the paper is as follows. We first present the fundamentals of Generalized Plasticity, with particular attention paid to the SandPZ constitutive equations including the modifications in the elastic component introduced by Mira and coworkers in 2009 paper. A novel explicit algorithm for integrating Generalized Plasticity constitutive models is presented in the following section. Finally, Results and conclusions are presented for a rigid footing resting on a sand layer modeled by a SandPZ constitutive relation.

2 GENERALIZED PLASTICITY FRAMEWORK. MODIFIED SAND PZ MODEL.

The Generalized Plasticity basic idea, introduced by Zienkiewicz and Mroz [8] later extended by Pastor and coworkers [9, 10] and also by Mira and coworkers [4], is that no yield function, nor plastic potential surface are explicitly defined, but the gradients to the functions themselves. The elastoplastic behavior of the material within the Generalized Plasticity theory is described by the general incremental relationship,

\[
d\sigma'_y = D'^{ep}_{ijkl} \cdot d\varepsilon_{ij} \quad (d\sigma' = D'^{ep} : d\varepsilon)
\]

In which the tangent elastoplastic stiffness four order tensor \(D'^{ep}\) depends not only on the internal state variables but also on the current effective stress state \(\sigma'\), on the strain-stress history and the direction of the effective stress increments \(d\sigma'\).

The dependence of \(D'^{ep}\) on the direction of \(d\sigma'\) is expressed by simply distinguishing between two different loading classes, namely Loading (\(L\)) and Unloading (\(U\)). Therefore a normalized direction \(n\) is defined in the effective stress space for any given \(\sigma'\), determining loading/unloading/neutral loading condition.

There are two possibilities for the tangent elastoplastic stiffness tensor in (1) depending on whether loading, \(D'^{ep}_L\) or unloading \(D'^{ep}_U\) is occurring. To guarantee continuity between loading and unloading, \(D'^{ep}_L\) and \(D'^{ep}_U\) are defined as

\[
(D'^{ep}_L)^{-1} = (D')^{-1} + \frac{1}{H_L} \cdot [m_L \otimes n]
\]

\[
(D'^{ep}_U)^{-1} = (D')^{-1} + \frac{1}{H_U} \cdot [m_U \otimes n]
\]
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In expression (2), \( \mathbf{m}_L \) and \( \mathbf{m}_U \) are directions of unit norm representing the plastic flow direction in loading \((L)\) and unloading \((U)\) conditions respectively, \( H_L \) and \( H_U \) are two scalar functions defined as plastic moduli while \( \mathbf{D}' \) is the tangent elastic stiffness tensor. By suitable manipulation of (2), \( \mathbf{D}_L^e \) and \( \mathbf{D}_U^e \) can be obtained giving:

\[
\begin{align*}
\mathbf{D}_L^e &= \mathbf{D}^e - \frac{\mathbf{D}' : \mathbf{m}_L \otimes \mathbf{n} : \mathbf{D}'}{H_L + \mathbf{n} : \mathbf{D}' : \mathbf{m}_L} \\
\mathbf{D}_U^e &= \mathbf{D}^e - \frac{\mathbf{D}' : \mathbf{m}_U \otimes \mathbf{n} : \mathbf{D}'}{H_U + \mathbf{n} : \mathbf{D}' : \mathbf{m}_U}
\end{align*}
\]  

(3)

The strain increment \( d\varepsilon \) can be decomposed into elastic and plastic parts as \( d\varepsilon = d\varepsilon^e + d\varepsilon^p \) where

\[
d\varepsilon^e = \left( \mathbf{D}' \right)^{-1} : d\sigma'
\]

\[
d\varepsilon^p = \left( \frac{1}{H_L} \cdot \mathbf{m}_L \otimes \mathbf{n} \right) : d\sigma' \text{ for loading}
\]

\[
d\varepsilon^p = \left( \frac{1}{H_U} \cdot \mathbf{m}_U \otimes \mathbf{n} \right) : d\sigma' \text{ for unloading}
\]

Therefore, in a Generalized Plasticity approach, the non-linear irreversible behavior of soils can be fully described by simply specifying three directions, \( \mathbf{n}, \mathbf{m}_L \) and \( \mathbf{m}_U \), two scalars, \( H_L \) and \( H_U \) and a fourth order tensor \( \mathbf{D}' \).

Since the hardening moduli \( H_L \) and \( H_U \) as well as the plastic flow directions \( \mathbf{m}_L \) and \( \mathbf{m}_U \) are fully determined without reference to any yield surface nor plastic potential, different expressions can be selected for them whether the stress increment implies loading or unloading. Moreover consistency cannot be enforced and the consistency parameter \( d\lambda \) is simply defined as:

\[
d\lambda = \frac{\mathbf{n} : \mathbf{D}' : d\varepsilon}{H_{LU} + \mathbf{n} : \mathbf{D}' : \mathbf{m}_{LU}}
\]  

(5)

Although not explicitly defined, plastic potential and yield surface can be established a posteriori, by integrating \( \mathbf{m}_{LU} \) and \( \mathbf{n} \), respectively.

SandPZ model was developed by Pastor and coworkers [9] as a particular type of Generalized Plasticity formulation with the aim of predicting granular soil behavior under both monotonic and cyclic loading.

The model assumes an isotropic material response. As a result, the plastic flow direction \( \mathbf{m} \), as well as the loading direction \( \mathbf{n} \), is expressed in the invariant space defined by \( \rho', \theta, \theta \) as
\[ m = m_r \frac{\partial p'}{\partial \sigma_y'} + m_q \frac{\partial q}{\partial \sigma_y} + m_\theta \frac{\partial \theta}{\partial \sigma_y} \quad (6) \]

The value of the coefficients \( m, m_r, m_q, m_\theta \) are loading class (loading or unloading) dependent. In order to take into account the main features of sand response, i.e. the existence of a critical state condition, dilative response after peak, liquefaction in loose sands, memory of previous stress path, Pastor and coworkers [9] proposed for the plastic modulus \( H_L \) the following relationship:

\[ H_L = H_0 \cdot p' \cdot H_f \cdot (H_v + H_s) \cdot H_{DM} \quad (7) \]

Together with

\[ H_f = \left(1 - \frac{\eta}{M_f} \cdot \frac{\alpha_f}{1 + \alpha_f}\right)^4; \quad H_v = 1 - \frac{\eta}{M_v}; \quad H_s = \beta_s \beta_p \exp(-\beta_0 \xi) \]

\[ H_{DM} = \left(\frac{\zeta_{\text{max}}}{\zeta}\right)^\gamma; \quad \xi = \int |d\xi'|; \quad \zeta = p' \left[1 - \left(\frac{\alpha_f}{1 + \alpha_f}\right) \cdot \frac{\eta}{M_f}\right]^{\frac{1}{\gamma}} \]

In these expressions \( H_f, \beta_f, \beta_p, \gamma \) are constitutive parameters, \( \xi \) is the accumulated deviatoric plastic strain and \( \zeta_{\text{max}} \) stands as the maximum value of the mobilized stress function \( \zeta \) accounting for the soil stress history.

In the case of unloading the plastic modulus \( H_U \) is given by:

\[ H_U = H_{u0} \left(\frac{\eta_u}{M_u}\right)^{\zeta_u} \quad \text{for} \quad \frac{M_u}{\eta_u} > 1 \quad (8) \]

\[ H_U = H_{u0} \quad \text{for} \quad \frac{M_u}{\eta_u} < 1 \]

For where \( H_{u0} \) is a constitutive parameter and \( \eta_u \), referred as unloading stress ratio, is the stress ratio \( q/p' \) from which unloading takes place.

Finally, the PZ model assumes a non-linear elastic response of the soils. As in a large number of constitutive models, the non-linear reversible behavior is described through a hypoelastic approach, in which the tangent bulk modulus \( K \) and shear modulus \( G \) only depend on the hydrostatic part of the effective stress tensor, according to the following relationships

\[ K = K_0 \cdot \frac{p'}{P_0}, \quad G = G_0 \cdot \frac{p'}{P_0} \quad (9) \]

Although widely used, one of the major shortcomings of such hypoelastic formulation is that it results in a non-conservative elastic response and energy dissipation over closed stress

An alternative is to describe the elastic response of soils within a conservative framework adopting the hyperelastic approach based on the existence of an energy potential from which the reversible response can be derived. This naturally leads to a conservative elastic response, guaranteed to obey the First Law of Thermodynamics, and thus avoiding the problems on cycling described above [12, 13].

Among the different formulations recently proposed in the geotechnical literature, in this work the hyperelastic approach described by Houslby and coworkers in 2005 (from now on referred as HAR according to authors’ initials) has been adopted to describe the reversible component of the soil response. This Generalized Plasticity PZ model for granular soils has been proposed firstly by Mira and coworkers [4] under its triaxial formulation, extending the model in the present work to deal with a general stress formulation.

The stored energy function $\Upsilon$ of the HAR model in general stress formulation has two different expressions depending on the value assigned to the dimensionless pressure exponent $n_{HAR}$, which governs the amount of nonlinearity involved in the formulation. For $n_{HAR} \neq 1$, $\Upsilon$ takes the following form:

$$\Upsilon(e^e) = \frac{P_a}{k_{HAR} \cdot (2-n_{HAR})} \left[ k_{HAR} \cdot (1-n_{HAR}) \cdot \nu_0 \right]^{(2-n_{HAR})/(1-n_{HAR})}. \quad (10)$$

Where $\nu_0 = \left[ \varepsilon_a + \frac{1}{k_{HAR} \cdot (1-n_{HAR})} \right] \left[ \varepsilon_y + \frac{1}{k_{HAR} \cdot (1-n_{HAR})} \right] + \frac{2 \mu_{HAR} \sigma^e_{ij} \sigma^e_{ij}}{k_{HAR} \cdot (1-n_{HAR})}$, while the asymptotic expression for $n_{HAR} = 1$ is $\Upsilon(e^e) = \left( p_a / k_{HAR} \right) \cdot \sigma^e_{ij} \cdot \left( k_{HAR} + \mu_{HAR} \sigma_{ij} \sigma_{ij} \right)$. $k_{HAR}$, $\mu_{HAR}$ are dimensionless constants representing the shear and bulk stiffness factors, respectively, while $p_a$ is the atmospheric pressure, adopted as reference stress.

The effective stress tensor $\sigma^\prime$ and the tangent elastic tensor $D^\prime$ can be unambiguously determined by taking the first and second order derivatives of (10), obtaining the following expression

$$D_{\sigma^\prime} = p_a \left( \frac{p_a}{p_a} \right) \cdot \left[ n_{HAR} k_{HAR} \cdot \frac{\sigma^e_{ij} \sigma^e_{ij}}{p_a} + k_{HAR} \cdot (1-n_{HAR}) \delta_{ij} \delta_{ij} + 2 \mu_{HAR} \left( \delta_{ij} \delta_{ij} - \frac{1}{3} \delta_{ij} \right) \right]. \quad (11)$$

Where $\left( \frac{p_a}{p_a} \right)^2 = \frac{\sigma^e_{ij} \sigma^e_{ij}}{9} + \frac{k_{HAR} \cdot (1-n_{HAR}) \cdot s_{mn} s_{mn}}{2 \mu_{HAR}}$.

For the present model there are 12 material parameters requiring definition. Generally, all parameters are identified from monotonic and cyclic triaxial tests, though in certain cases some parameters are adopted from previous experiences if full test records are unavailable.

3 EXPLICIT INTEGRATION OF GENERALIZED PLASTICITY MODELS.

During a typical step or iteration of an elastoplastic finite element analysis, the forces are applied in increments and the corresponding displacement increments are found from the
global stiffness equations. Once the nodal displacement increments $d\vec{u}$ are known, the strain increments at a discrete number of integration points within each element are determined using the strain-displacement relation $d\vec{e} = B d\vec{u}$. If the stresses associated with an imposed strain increment cause plastic yielding, it is necessary to solve the system of first order ordinary differential equations (12)-(13):

$$\sigma' = D^{pp} \left( \frac{\Delta \varepsilon}{\Delta t} \right) = D^{pp} : \dot{\varepsilon} \tag{12}$$

$$\varepsilon^p = d\lambda \cdot \mathbf{m}_{LU} \tag{13}$$

Where

$$D^{pp} = D' \left( 1 + \frac{n : D' : \mathbf{m}_{LU}}{H_{LU} + n : D' : \mathbf{m}_{LU}} \right) \tag{14}$$

$$d\lambda = \frac{n : D' : d\varepsilon}{H_{LU} + n : D' : \mathbf{m}_{LU}} \tag{15}$$

In these expressions, $\sigma'$ denotes the effective stress tensor, $\varepsilon$ the small strain tensor and $\varepsilon^p$ the plastic strain tensor. The superior dot represents a derivative with respect to time while $\Delta t$ is the time interval over which the external forces have been applied. Since the effective stress and the plastic strains are known at the beginning of the time interval, and the known strain rates may be assumed to be constant through the time interval with value $\Delta \varepsilon / \Delta t$, the equations (12) and (13) define an initial value problem.

In order to integrate these equations numerically, it is convenient [14] to introduce a pseudotime, $T$, defined by $T = (t - t_0) / \Delta t$, where $t_0$ is the time at the start of the load increment, while $t_0 + \Delta t$ is the time at the end of the load increment, with $0 \leq T \leq 1$. Since $dT/dt = 1/\Delta t$ application of the chain rule to $\sigma'$ and $\varepsilon^p$ in (12) and (13) gives

$$\frac{d\sigma'}{dT} = D^{pp} : \Delta \varepsilon = \left( 1 + \frac{n : D' : \mathbf{m}_{LU}}{H_{LU} + n : D' : \mathbf{m}_{LU}} \right) : \Delta \varepsilon = \Delta \sigma'' - \Delta \lambda D' : \mathbf{m}_{LU} \tag{16}$$

$$\frac{d\varepsilon^p}{dT} = \Delta \lambda \cdot \mathbf{m}_{LU} \tag{17}$$

Where

$$\Delta \lambda = \frac{n : D' : \Delta \varepsilon}{H_{LU} + n : D' : \mathbf{m}_{LU}} \tag{18}$$

Equations (16) and (17) define a classical initial value problem which needs to be
integrated over the pseudo time interval from \( T = 0 \) to \( T = 1 \), where the known values known values in these relations are the imposed strain increments, \( \Delta \varepsilon \), together with the effective stresses and plastic strain at the start of the pseudo time increment. The quantities \( m_{LU} \) and \( n \) are effective stress functions, while parameter \( H_{LU} \) is a function of both the effective stress and the plastic strain.

In order to solve the system of first order ordinary differential equations (16)-(17) Sloan developed a substepping algorithm [5] where the constitutive law is integrated by automatically dividing the strain increment into a number of substeps. An appropriate size for each substep is found through the use of modified Euler or Runge-Kutta-Dormand-Prince formulae, which are specially constructed to provide an estimate of the local error. Later, Sloan and coworkers [6] generalized the 1987 scheme, incorporating new algorithms for handling elastoplastic unloading, computing the yield intersection point, and restoring the stress to the yield surface.

Sloan and coworkers schemes were developed exclusively for classical plasticity based models, including classical and generalized critical state models, where non-linear elastic behavior inside the yield surface is exhibited. In all these models the admissible states in the stress space are constrained to lie within the interior or the boundary of the domain explicitly defined by the yield surface. As this is not the case for generalized plasticity based models, Sloan substepping algorithm should be adjusted in order to be able to integrate this kind of models.

The proposed integration scheme starts with the known strain increment, \( \Delta \varepsilon \), the initial stress \( \sigma_0 \) and initial plastic strain \( \varepsilon_p \) at the start of the increment where \( T = 0 \) and \( t = t_0 \). At the end of the integration process the stresses and plastic strains are obtained at the end of the increment where \( T = 0 \) and \( t = t_f \).

Consider a pseudo time subincrement in the range \( 0 \leq \Delta T_s \leq 1 \) and let the subscripts \( n-1 \) and \( n \) denote quantities evaluated at the pseudo times \( T_{n-1} \) and \( T_n = T_{n-1} + \Delta T_s \), respectively.

Plastic modulus and plastic flow direction in expressions (16)-(17) are dependent on the direction of the effective stress increments therefore differentiation between the two loading classes should be performed before the proper integration process starts. By means of the strain subincrement \( \Delta \varepsilon_n = \Delta T_s \Delta \varepsilon \) the loading class is firstly established through the following expression

\[
n(\sigma'_n) : D' (\sigma'_n) : \Delta \varepsilon_n \tag{19}
\]

If expression (19) is positive an elastoplastic loading process is performed, if negative an elastoplastic unloading process is implied, while an elastic process comes from a zero value.

In the explicit Euler method, the solution for \( \sigma' \), \( \varepsilon' \) at the end of the pseudo time step \( \Delta T_s \) is found from

\[
\sigma'_n = \sigma'_{n-1} + \Delta \sigma'_n, \\
\varepsilon'_n = \varepsilon'_{n-1} + \Delta \varepsilon'_n \tag{20}
\]

Where
\[ \Delta \sigma' = D^o \left( \sigma'_{s-1}, \varepsilon'^{e}_{s-1} \right) : \Delta \varepsilon \]
\[ \Delta \varepsilon'^{p} = \Delta \lambda \left( \sigma'_{s-1}, \varepsilon'^{e}_{s-1}, \Delta \varepsilon \right) \cdot m_{ijkl} \left( \sigma'_{s-1} \right) \]  \hspace{1cm} (21)

A more accurate estimate of the stress and plastic strains at the end of the interval \( \Delta T_s \) can be found using the modified Euler procedure, which is given by
\[ \tilde{\sigma}' = \sigma'_{s-1} + \frac{1}{2} \left( \Delta \sigma' + \Delta \sigma' \right) \]
\[ \tilde{\varepsilon}' = \varepsilon'^{e}_{s-1} + \frac{1}{2} \left( \Delta \varepsilon'^{p} + \Delta \varepsilon'^{p} \right) \]  \hspace{1cm} (22)

Where \( \Delta \sigma' \) and \( \Delta \varepsilon'^{p} \) are obtained from Euler scheme and
\[ \Delta \sigma'_2 = D^o \left( \sigma'_{s-1} + \Delta \sigma'_{s-1}, \varepsilon'^{e}_{s-1} + \Delta \varepsilon'^{e}_{s-1} \right) : \Delta \varepsilon \]
\[ \Delta \varepsilon'^{p}_2 = \Delta \lambda \left( \sigma'_{s-1} + \Delta \sigma'_{s-1}, \varepsilon'^{e}_{s-1} + \Delta \varepsilon'^{e}_{s-1}, \Delta \varepsilon \right) \cdot m_{ijkl} \left( \sigma'_{s-1} \right) \]  \hspace{1cm} (23)

Since the local truncation error [15] in the Euler and modified Euler solutions is \( O(\Delta T^2) \) and \( O(\Delta T^3) \), respectively, the error in \( \sigma_s \) and \( \varepsilon'^p_s \) can be estimated from
\[ \left( \begin{array}{c} \sigma'_s \\ \varepsilon'^p_s \end{array} \right) - \left( \begin{array}{c} \sigma'_{s-1} \\ \varepsilon'^{e}_{s-1} \end{array} \right) = \frac{1}{2} \left( \begin{array}{c} \Delta \sigma'_2 - \Delta \sigma'_{s-1} \\ \Delta \varepsilon'^{p}_2 - \Delta \varepsilon'^{p}_{s-1} \end{array} \right) \]  \hspace{1cm} (24)

Using any convenient norm, this quantity can be used to compute the relative error measure
\[ R_s = \frac{1}{2} \max \left\{ \frac{\| \Delta \sigma'_2 - \Delta \sigma'_{s-1} \|}{\| \tilde{\sigma}' \|}, \frac{\| \Delta \varepsilon'^{p}_2 - \Delta \varepsilon'^{p}_{s-1} \|}{\| \tilde{\varepsilon}' \|} \right\} \]  \hspace{1cm} (25)

Following 1987 Sloan work, the current strain subincrement is accepted if \( R_s \) is not greater than some prescribed tolerance, \( STOL \), and rejected otherwise. Regardless of whether the subincrement is accepted or rejected, the next pseudo time step is found from the simple relation
\[ \Delta T_{s+1} = q \cdot \Delta T_s \]  \hspace{1cm} (26)

where \( q \) is chosen so that \( R_{s+1} \) satisfies the constraint
\[ q \leq 0.8 \sqrt{STOL/R_s}, \quad 0.1 \leq q \leq 1.1 \]  \hspace{1cm} (27)
Two typical controls are finally incorporated. A minimum absolute step size, $\Delta T_{\text{min}}$, and a step size is not allowed to grow immediately after a failed subincrement.

4 RESULTS AND CONCLUSIONS.

The behavior of a smooth rigid strip footing resting on an elastoplastic soil mass, governed by the modified SandPZ model presented above, is consider in order to analyze the performance of the proposed integration scheme. Due to the singularity at the edge of the footing and the strong rotation of the principal stresses, this example is a good test for assessing the integration strategy. As loading is prescribed in the form of displacements, an equivalent uniform pressure is found by summing the appropriate nodal reactions.

To assess the accuracy of the scheme, an estimate of the stress integration error is found directly from

$$\sigma_{\text{error}} = \frac{\|\sigma' - \sigma\|_2}{\|\sigma\|_2}$$

(28)

Where $\sigma'$ are the effective stresses obtained by the proposed integration scheme, $\sigma_{\text{ref}}'$ are the reference effective stresses while $\|\cdot\|_2$ is the Euclidean norm. The reference effective stresses are obtained by the explicit Dormand-Prince integration scheme with a stress tolerance of $STOL = 10^{-9}$. Note that the reference stresses provide a very accurate set of stresses for the given mesh and loading sequence and all values are computed at the end of the last load increment.

The results for the analyses with 10 load increments of equal size are presented in Table 1. It can be observed how the uniform pressure over the footing after applying 4mm of vertical displacement is similar for all of the specified stress tolerances with values varying by less than 0.6% of the reference pressure.

<table>
<thead>
<tr>
<th>Stress Tolerance</th>
<th>Equivalent uniform pressure after a vertical displacement of 4mm [N/m²]</th>
<th>% of the equivalent pressure obtained under Dormand-Prince integration scheme</th>
<th>$\sigma_{\text{error}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$STOL = 10^{-2}$</td>
<td>115320</td>
<td>0.14%</td>
<td>$1.7 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$STOL = 10^{-4}$</td>
<td>115450</td>
<td>0.02%</td>
<td>$1.7 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

The error in the computed stresses for the proposed scheme, as defined by equation (28), is less than the integration tolerance for $STOL = 10^{-2}$ and within the order of magnitude for $STOL = 10^{-4}$. Therefore the tolerance $STOL$ thus gives a required error control.

Figure 1 shows the error spatial distribution induced by the proposed local integration
scheme with \( STOL = 10^{-2} \) stress tolerance.

As expected, the errors derived by the local integration process under the proposed method are almost uniform in the computational domain. An exception can be observed under the edge of the footing where a maximum value of the error is attained. This error distribution is consistent with the boundary value problem considered as the edge of the footing represents a singularity.
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Abstract. This numerical study deals with the analysis of rock specimens from a micromechanical point of view. The analysis is based on the Finite Element Method (FEM) with fracture-based zero-thickness interface elements, and numerically generated micromechanical geometries. In previous studies this approach has been used very successfully to represent the mechanical behaviour of concrete and other quasi-brittle materials under a variety of loading scenarios. The current study, motivated by longer-term research on rock sanding in oil wells, is focused on the capability of the model to represent the type of failure observed near the walls of tunnels or holes bored in a medium subject to initial compressive stresses. In this context, the microstructure of sandstone rock is generated via Voronoi tessellation. Interface elements are inserted along all polygon contacts, and, for some calculations also within the polygons themselves. The two main loading scenarios explored are direct uniaxial compression, and uniaxial extension after hydrostatic loading.Besides a general good capability to represent the desired behaviour, the results show that direct uniaxial compression requires intra-granular cracks in the model in order to reach failure. However, if the same final loading state is reached via initial hydrostatic loading followed by uniaxial extension, (as typical in tunnel or borehole walls), then failure kinematics changes and failure may take place with the inter-granular interfaces exclusively (i.e. no need to consider intra-granular cracks to represent failure).

1 INTRODUCTION

In this paper, a micromechanical approach based on FEM with zero-thickness interface elements is described for the analysis of cemented granular materials such as sandstone rock, including the effects of inter-granular and intra-granular cracking and fracture. Instead of the phenomenological parameters used in the traditional continuum-based formulation of the FEM, the proposed methodology is capable of reproducing complex behaviour using only a few physical parameters, although this is at the expense of discretizing the grain microstructure explicitly. In previous studies this approach has been used very successfully to represent the mechanical behaviour of concrete and other quasi-brittle materials under a
variety of loading scenarios ([1], [2] and [3]).

2 MICROSTRUCTURAL MODELLING

2.1 Microstructure

In the current study, individual grains of the sandstone rock material are represented explicitly in the FE mesh. The geometry of the grains is generated numerically via Voronoi tessellation over a grid of points, which are randomly perturbed from their original regularly-spaced positions. Zero-thickness fracture-based interface elements [4] inserted between adjacent grains represent the behaviour of the inter-granular contact including the cementing material. With regard to the grains themselves, two different options have been explored: (1) the grains are considered as linear elastic and therefore they cannot crack, only inter-granular cracks are allowed in this first option; and (2) additional interface elements are inserted within each grain, along all radial lines connecting each grain corner to its center, so that intra-granular cracking becomes also possible (Fig.1).

![Figure 1: Microstructure representation. o) Micro-photograph from a sandstone sample; a) interface layout considering linear elastic grains (dark lines); and b) interface layout considering also the possibility of intra-granular cracks (pale lines).](image-url)

2.2 Interface constitutive law

An essential ingredient of the approach described is the constitutive equation of the interface elements, which must be formulated in terms of normal and shear stress tractions \((\sigma, \tau)\) and the corresponding relative displacements \((u, v)\). It consists of an elasto-plastic formulation incorporating some concepts of fracture mechanics. The model is defined by a hyperbolic fracture surface (yield surface) described by three parameters: \(c\) (cohesion), 

\[ \text{Equation} \]
χ (tensile strength) and φ (friction angle) (Eq. 1).

$$ F_t = t^2 - |c - \sigma \tan \phi|^2 - |c - \chi \tan \phi|^2 $$

The evolution of the model parameters is controlled by an energy-based history variable $W_{cr}$ (energy spent in fracture processes per unit area of the interface), the increments of which are calculated for each increment of the loading process using different expressions in tension and compression (case in which basic friction is substracted) (eq. 2):

$$ dW_{cr} = \sigma \delta u_{N}^{cr} + \tau \delta u_{T}^{cr} \quad (\sigma \geq 0) $$

$$ dW_{cr} = \tau \delta u_{T}^{cr} + \left(1 - \left|\sigma \tan \phi / \tau\right|\right) \quad (\sigma < 0) $$

The hardening/softening laws then define the evolution of the surface parameters in terms of the history variable $W_{cr}$, incorporating as parameters $G_{fI}$ (fracture energy in mode I) and $G_{fIIa}$ (fracture energy in mode IIa) [4].

The numerical integration of the constitutive law is implemented using an algorithm based on an implicit procedure (backward-Euler) with sub-incrementation [5]. One of the features of this procedure is that it provides an always consistent tangent matrix, even in the case of sub-increments.

### 3 RESULTS FOR THE HOLLOW CYLINDER TEST UNDER EXTERNAL PRESSURE

The study of this test is motivated by long-term research on sand production in oil wells [6]. In that context, the hollow cylinder test under increasing external pressure is widely used to understand wellbore stability problems. [7] and [8].

For simplicity, the numerical model was reduced to the analysis of a 2D transversal cross-section of the cylinder, under the assumptions of small deformation and plane strain (Figure 2). The darker inner corona of the domain was discretized using Voronoi polygons and interfaces, and the external pressure was applied on the outer boundary, while the prescribed nodes are reduced to a minimum of four (see Fig 2) in order to not to restrain the corresponding deformation. Given the material non-linearity provided by the interface elements, the external pressure was applied in small increments.

![Figure 2: Schematic hollow cylinder test section with boundary conditions.](image)
Some preliminary analyses of this case led to unexpected results. Using a friction angle of 30 degrees for the interfaces, under the level of expected failure pressure, the calculation was practically in elastic regime with hardly a few interfaces opening near the inner boundary. In order to get a failure pattern similar to experiments with the same mesh, the friction angle of the interfaces had to be lowered to unphysical values near 5 degrees.

A couple of images of the opened cracks and deformed mesh of the numerical solution in this case are shown in figure 3. As it can be seen in the figure, in spite of the unrealistic friction value, the main failure patterns reported in the experimentation literature [7] are well captured: spalling (tensile break-offs) and shear-bands (breaks in shear compression mode that produce some typical spirals).

![Figure 3: numerical results for tan(5); left, energy spent of fracture at the end of the load application; right, final deformation mesh (x25).](image)

However, unrealistic friction angles were considered unacceptable and attention was turned onto a different option: introducing interface elements across grains, in order to allow for the development of intra-granular cracks. However, introducing intra-granular interface elements in the previous FE mesh, in the way shown in figure 1b, increases considerably the number of degrees of freedom. For this reason the study of this new approach to the problem was first studied on smaller specimens.

### 4 UNIAXIAL COMPRESSION AND EXTENSION TESTS OF 1X1CM SPECIMENS

The specimens considered for introducing inter-granular interfaces are square specimens with dimensions 1x1cm² and grain size of about 0.25 mm, which leads to approximately 40x40 grains over the specimen as represented in figure 4a. In order to open the possibility of intra-granular cracking, zero-thickness interface elements have been inserted, not only along the inter-granular boundaries, but also across grains, as depicted in figure 1b. This specimen has been analysed under uniaxial compression, and under hydrostatic pressured followed by uniaxial extension scenarios.

In order to evaluate the influence of intra-granular cracking, three different assumptions
have been considered regarding the strength parameters of intra-granular interfaces:
   a. They are assumed as linear-elastic (and very high stiffness $K_N$ and $K_T$); in this case these interfaces, even if present, cannot crack.
   b. They are allowed to crack, but strength parameters have double values than those of inter-granular interfaces.
   c. They are allowed to crack, with same strength parameters as inter-granular interfaces.

Table 1 contains the list of parameters used in the calculations.

<table>
<thead>
<tr>
<th>Grain (cont.)</th>
<th>Inter-grain interface</th>
<th>Intra-grain interface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fracture-grain</td>
<td>Fracture-grain (double)</td>
</tr>
<tr>
<td>$E = 34.0e3$ MPa</td>
<td>$K_N = 1.0e9$ MPa/m</td>
<td>$K_n = 1.0e9$ MPa/m</td>
</tr>
<tr>
<td>$\nu = 0.27$</td>
<td>$K_T = 1.0e9$ MPa/m</td>
<td>$K_T = 1.0e9$ MPa/m</td>
</tr>
<tr>
<td>$Tan(\phi) = 0.5773$</td>
<td>$Tan(\phi) = 0.5773$</td>
<td>$Tan(\phi) = 0.8389$</td>
</tr>
<tr>
<td>$\chi = 1.0$ MPa</td>
<td>$\chi = 1.0$ MPa</td>
<td>$\chi = 2.0$ MPa</td>
</tr>
<tr>
<td>$C = 4.0$ MPa</td>
<td>$C = 4.0$ MPa</td>
<td>$C = 8.0$ MPa</td>
</tr>
<tr>
<td>$G_f = 1.0E-5$ MPa*m</td>
<td>$G_f = 1.0E-5$ MPa*m</td>
<td>$G_f = 2.0E-5$ MPa*m</td>
</tr>
<tr>
<td>$\sigma_{dil} = 10.0$ MPa</td>
<td>$\sigma_{dil} = 10.0$ MPa</td>
<td>$\sigma_{dil} = 20.0$ MPa</td>
</tr>
</tbody>
</table>

4.1 Uniaxial compression test

Figure 4 depicts the geometry of the mesh and the boundary conditions used in this case. Load application is performed by means of a prescribed displacement on the upper side of the specimen. Due to the expected softening behaviour, an arc-length strategy was employed to control post-peak response.

Figure 5 shows the average strain-stress curves obtained for the three scenarios of intra-
granular strength. It can be observed that intra-granular strength values influence dramatically the resulting behaviour of the overall material. Not allowing intra-granular cracking leads to an upper bound of the mechanical behaviour for which failure under uniaxial compression is never reached. On the other end, case c) approaches the behaviour of a quasi-brittle material without the granular structure considered (since cracks can develop equally through grains as in between grains), which leads to a lower bound of the overall strength; and finally option b) with the right parameters should represent a more realistic intermediate case.

As it can be also seen in Fig 5, the material post-peak response is also greatly influenced by grain resistance; as intra-grain resistance is increased, the model behaviour becomes more brittle.

![Figure 5: Average strain-stress curves for the uniaxial compression simulations, with the three different assumptions for intra-granular cracking.](image)

In figure 6, the general crack pattern obtained and some enlarged detail of a section of a main macro-crack, are depicted for the three assumptions of intra-granular strength. For case b) with double strength, it may be clearly observed that cracks are basically opening/sliding around grains except at certain very specific points where grains crack due to the high stress concentration, while for case c) this happens systematically, and for case a) this does not happen at all. These details of micromechanical cracking may help understanding the resulting overall stress-strain curves of figure 6. A first conclusion of these results is that the direct uniaxial compression test is very sensitive to grain strength, and that some form of intra-granular cracking must be allowed for a realistic description of the direct uniaxial compression test of a granular material using Voronoi-generated grain geometry.
4.2 Uniaxial extension test

The micro-structural grain geometry and meshes for this analysis are the same used for the uniaxial compression test in the precedent Sect 4.1. The first set of calculations is obtained without allowing intra-granular cracks, i.e. the grains are considered linear elastic. The loading and boundary conditions are represented in figure 7, and are applied in two steps: first, a hydrostatic stress is applied as a distributed load over top and right sides of specimen, while left and lower sides sit on rigid frictionless platens. And second, a progressively increasing horizontal displacement (extension) is prescribed to the right platen, while load is maintained constant in the vertical direction. In this way, the horizontal stress will be progressively decreased, therefore in the limit approaching a uniaxial compression. Note that this is the same final state as applied in the previous section, although in this case this is achieved following a totally different stress path, and that will make a significant difference.
This analysis (with elastic grains) has been repeated for different values of the initial hydrostatic load, and the results obtained are shown in figures 8 and 9. In figure 8, the average stress-strain curves for the specimen are represented, with the (computed) horizontal average stress on the vertical axis, and the corresponding average strains on the left horizontal axis. On the right horizontal axis, the transversal (in this case vertical) average strain is represented. Note that in this direction load is maintained constant. In the curves it is shown that as the initial confinement is higher, the material behaviour becomes more ductile, with a progressively more reduced tensile response, which, eventually (for a sufficiently high initial confinement) disappears altogether.

In figure 9, the horizontal displacement field obtained at the end of the same calculations is shown via deformed meshes with a superimposed gray scale. The diagrams clearly show that the lower the initial confinement stress, the more brittle failure becomes. Likewise, the lower
the initial confinement, the more pronounced the cracking is, and the more clearly localized into macro-cracks the displacement jumps become, in contrast to the almost uniformly distributed cracking observed for the case of highest confinement $\sigma = 40$ MPa (lower right diagram).

\[
\begin{align*}
\sigma_0 = 5 \text{ MPa} & \quad & \sigma_0 = 10 \text{ MPa} \\
\sigma_0 = 20 \text{ MPa} & \quad & \sigma_0 = 40 \text{ MPa}
\end{align*}
\]

**Figure 9:** Deformation meshes (x5) for extension test for different initial confining pressures with elastic grains. a) $\sigma_0 = 5$ MPa; b) $\sigma_0 = 10$ MPa; c) $\sigma_0 = 20$ MPa and d) $\sigma_0 = 40$ MPa.

The effect of intra-granular cracking is also studied for this uniaxial extension test, by carrying out two additional calculations in which intra-granular interfaces are allowed to crack, one of them with same strength parameters as the inter-granular cracks, and the other with roughly double strength (same sets of parameters already used for the uniaxial compression test, see Table 1). Both calculations were performed for the same initial confinement pressure of 10 MPa, and the results can be compared to the results for this level of initial confinement and elastic grains already shown in previous figures 8 and 9.

In figure 10, the average stress-strain curves along the horizontal direction are represented for the two new cases with intra-granular cracking, together with the previous curve of elastic grains. In figure 11 the fields of horizontal deformation obtained in these calculations are depicted. It can be seen that the curves for elastic grains and for fracturing grains with higher
strength (that, from the material perspective, is a definitely more realistic assumption than that of equal strength) look very much alike. This, on the other hand, seems consistent with a kinematics of extension, cracks being opened predominantly in tensile mode I rather than the shear mode observed in the direct compression test (Sec. 4.1).

**Figure 10:** Average strain-stress curves for the extension test, assuming: a) elastic grains; b) fracturing grains (double strength) and c) fracturing grains (same parameters as inter-granular cracks).

**Figure 11:** Horizontal deformation field for the uniaxial extension test for 10 MPa of initial confining pressure, assuming: a) elastic grains; b) fracturing grains (double strength) and c) fracturing grains (same parameters as inter-granular cracks).

5 CONCLUSIONS REMARKS

Micromechanical analysis via FEM with zero-thickness interface elements and Voronoi-
generated geometries seems capable of reproducing fracture propagation in cemented granular rock materials. In particular, the results presented show that, for direct uniaxial compression, intra-granular failure must be considered in the analysis in order to capture the overall failure kinematics and realistic peak loads. However, if the same uniaxial compressive stress failure state is reached via a more complex loading paths such as uniaxial extension in the transverse direction after an initial hydrostatic state, the kinematics of failure changes significantly from sliding to opening, and similar meshes without intra-granular interfaces seem sufficient to realistically represent failure.
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Abstract. A 140m high arch dam in the Pyrenees, built in the 50s, is founded on fractured limestone rock. Since the beginning of the design process, two main families of discontinuities were identified. The dam was built very close to the end of the narrow part of the valley, which raised stability concerns early on. In the late 80s - early 90s, a numerical study of the dam was developed at the Dept of Geotechnical Engineering and Geo-Sciences UPC (School of Civil Engineering) UPC, using a progressively more realistic series of models and approaches, culminating with a 3D discretization of the dam plus rock mass, in which discontinuities were explicitly represented using zero-thickness interface elements with frictional constitutive laws in terms of stress tractions and the corresponding normal and shear relative displacements. In the present study, that dam and its foundation are revisited and reanalyzed with current, more advanced numerical tools and a third family of rock joints which has been identified more recently. The same mesh is used as a departure point, although a much more detailed description is now possible. The analysis is also approached in a different way, now using the traditional $c-\phi$ reduction method developed and implemented specifically for non-linear zero-thickness interfaces.

1 INTRODUCTION

Canelles dam is a 151m high arch dam located in the Pyrenees (Catalunya, Spain), which was completed in April 1958. Since this date, different kinds of analyses have been carried out. Monitoring systems, model tests and numerical analyses have been combined to provide engineering evaluations of the dam safety [3, 4]. The most important one,
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concerning the stability of the dam and both abutments, was performed during the 90s decade. The results and analysis procedures are reported in several references. [1,2,9,13]

The non-linear calculation was carried out for real values of the gravity and water pressure loads, and safety was evaluated a posteriori by post-processing the stresses obtained along all interface families. A number of potential failure mechanisms were selected, and for each of them resisting forces and acting forces were evaluated, and safety coefficients were obtained by assuming a proportional increase of stress tractions with increasing water pressure or a decreasing resistance given by lower friction angle. That first study led to the conclusion that the dam was basically safe and the worst scenario corresponded to a safety coefficient between 2 and 3.

The dam is founded on cretaceous massive limestone that is fractured by two sets of discontinuities (Fig. 1). A main set of vertical joints is oriented parallel to the valley. The other family is a set of N-S planes which dip an average of 55° towards the West (nearly downstream). A Laser-Scanner field campaign in 2009 led to the identification of a third set of discontinuities. In addition, bedding planes dip 45° upstream. Due to the spatial arrangement of the three rock discontinuity families, several rock blocks have fallen down to the canyon, which keeps the facilities and people in danger. That has motivated to consider a new retaining wall in the left abutment. As a consequence, an analysis, this time focused only on the left abutment, has been recently started to evaluate the safety improvement that could be achieved with the construction of the wall.

**Figure 1**: General view of the left abutment and anchorage tunnels

According to the 3D geometry of the canyon and the arch dam, the Finite Element Method is required to reach the analysis purpose. Considering the new set of joints and
other constructive details such as the new wall and four existing anchorage tunnels, the former model has been rebuilt. Moreover, block equilibrium analysis has been performed as a first simplified evaluation of the safety factor, which involves the retaining wall.

Safety analysis in engineering practice often requires simplifications such as the concept of safety factor, which tries to provide a single scalar simplified measure of the distance between the failure state and service conditions.

2 MODELING THE LEFT ABUTMENT

2.1 Geometric model

As described in [1], a safety 3D FEM analysis has a number of requirements, including sufficient number of elements across the dam thickness in order to capture bending, and a sufficient number of joints of each family in the rock mass in order to include the most relevant failure mechanisms.

For the current analysis, the previous discretization has been verified with digital satellite topodata, and has been used as a basis for the new geometric model, including: dam geometry, rock mass surface topography, right abutment retaining wall, grouted curtain and bedding and vertical joint sets. Additionally, left abutment retaining wall, reinforced concrete anchorage tunnel and 4 new family planes have been introduced only in the left abutment. The new family of discontinuities discovered, has been introduced in the geometric model through a total of four planes strategically located so that they cover the most significant mechanisms without generating an excessive number of geometric intersections with the previous existing planes and surfaces. The four selected planes are:

1. Plane defining a mechanism that does not involve the wall projected.
2. Plane intersecting the dam’s top.
3. Plane crossing the new wall’s base.
4. Plane defining a mechanism that is not supported by the anchorage tunnels.

Finally, in terms of rock discontinuities the model includes: 12 vertical joints (jV 1-12), 5 bedding planes (jS 1-5) and 4 new family planes -N-S orientation- (jN 1-4). (Fig. 2)

2.2 Material Parameters

The shear strength parameters were obtained from the existing information form large scale in situ shear tests on vertical joints ($c = 0.124 MPa$ and $\phi' = 18.7^\circ$) and bedding planes ($c = 0.135 MPa$ and $\phi' = 35.2^\circ$) [1]. For the new family planes, an annular shear test of the infill clay was performed yielding a residual strength value of $\phi'_{res} = 27^\circ$.

Normal and shear stiffness moduli of all joints have been taken high as usual in numerical analysis with zero-thickness interfaces, in order to ensure the continuity of both sides of the joint if the shear stress does not reach the shear strength values ($K_n = K_t = 10^5 MPa$).
3 FINITE ELEMENT ANALYSIS

3.1 FEM Code

FEM computations have been performed using code DRAC [5, 14]. This is an in-house developed code which was first applied to rock mechanics problems considering zero-thickness interface elements, and later also used for fracture mechanics and a variety of other material and structural analysis applications. Its main flow diagram consists of 4 nested loops which correspond to:

Stage loop In each stage new geometry can be added (construction) or removed (excavation).

Step loop Load systems can be applied to each geometry.

Increment loop Each load can be applied in increments.

Iteration loop In non-linear analysis, this loop controls the number of iterations to convergence.

3.2 Interface constitutive model

The constitutive model which was implemented in the code and it is the most widely used for geotechnical analysis. It is a general elastoplasticity law which was formulated in terms of normal and shear stress and normal and tangential relative displacements [7]. However, a simplified version exists that permits an explicit integration [8]. The main simplifying assumptions are:
1. Perfect plasticity.
2. No dilatancy.
3. Linear elastic relationship between the normal stress and the normal relative displacement in compression (zero normal stress in tension).

The yield surface in the $\sigma - \tau$ plane, where $\tau = \sqrt{\tau_1^2 + \tau_2^2}$, is defined by (Fig. 3):

$$F = \tau^2 + \tan^2 \phi (\sigma^2 + 2a\sigma) \equiv 0 \quad (1)$$

Due to the expression of the yield surface and the elastic relationship between the normal stress and the normal relative displacement, once the normal stress is known, the ratio between $\tau_1$ and $\tau_2$ is the only unknown in the integration of the constitutive law. The $\theta$ angle, which represents this ratio can be obtained by solving the following differential equation:

$$\frac{d\theta}{\sin(\beta - \theta)} = \frac{K_L}{K_n} \frac{\Delta v}{\Delta u \tan \phi \sqrt{\sigma^2 + 2a\sigma}} \quad (2)$$

Integrating between two instants leads to:

$$\tan \left( \frac{\beta - \theta}{2} \right) = \tan \left( \frac{\beta - \theta_0}{2} \right) \left( \frac{\tau + \sqrt{\tau_0^2 + a^2 \tan^2 \phi}}{\tau_0 + \sqrt{\tau_0^2 + a^2 \tan^2 \phi}} \right) \frac{-K_L}{K_n} \frac{\Delta v}{\Delta u \tan \phi} \quad (3)$$

where $\beta$ relates the imposed tangential relative displacements increments $\Delta v_1, \Delta v_2$.

**Figure 3:** Constitutive model stress and displacement variables definition (left, center). Yield surface (right)

### 3.3 $c - \phi$ reduction

The first reference mentioning the idea of reducing the strength parameters of the material to evaluate the Safety Factor seems to be that of Zienkiewicz et al., 1975 [15], for a slope stability problem in soil. Later, various authors have used this method for other soil mechanics problems [6,10,12] Generally speaking, the Safety Factor (SF) is defined as
the scalar factor by which one has to reduce strength parameters in order to reach failure. Hence, at failure, the following relationships can be established:

\[ c'_{\text{mob}} = \frac{c'}{SF} \quad \phi'_{\text{mob}} = \arctan \left( \frac{\tan \phi'}{SF} \right) \] (4)

In the numerical analysis of geotechnical problems using the FEM there are a few ways to define failure, but the most common (also used in this case) is the lack of convergence of the iterative calculation. In this study, the \( c - \phi \) reduction method has been implemented as a modification of the constitutive model of section 3.2 with evolving \( c \) and \( \phi \). In this new implementation \( c \) and \( \phi \) are being progressively reduced (softening) in connection to some fictitious time \( \alpha \):

\[ \tan \phi = \Phi = \Phi_0 - \frac{\Delta \Phi}{\Delta \alpha} (\alpha - \alpha_0) \] (5)

Therefore, the right hand side of the equation (2) can be reformulated using this variable:

\[ \frac{K_t \Delta v}{\Delta \alpha} \frac{d\alpha}{(-f\alpha + g)\sqrt{A\alpha^2 + B\alpha + C}} \] (6)

where:

\[ f = \frac{\Delta \Phi}{\Delta \alpha} \]
\[ g = \Phi_0 + \frac{\Delta \Phi}{\Delta \alpha} \alpha_0 \]
\[ A = \left( \frac{\Delta \sigma}{\Delta \alpha} \right)^2 \]
\[ B = 2 \left( \sigma_0 \frac{\Delta \sigma}{\Delta \alpha} + a \frac{\Delta \sigma}{\Delta \alpha} - \alpha_0 \left( \frac{\Delta \sigma}{\Delta \alpha} \right)^2 \right) \]
\[ C = \sigma_0^2 + 2a\sigma_0 - 2\sigma_0\alpha_0 \frac{\Delta \sigma}{\Delta \alpha} - 2a\alpha_0 \frac{\Delta \sigma}{\Delta \alpha} + \alpha_0^2 \left( \frac{\Delta \sigma}{\Delta \alpha} \right)^2 \]

In the same way as the previous section an analytical integration can be done to obtain the angle \( \theta \).

3.4 Verification examples

As a first example, a classic rock slope stability problem has been considered [11]. The geometry is represented in Fig.4. For this case, using the Limit Equilibrium Method the Safety Factor can be easily determined using a Mohr-Coulomb type failure criteria:

\[ SF = \frac{T_{\text{res}}}{T_{\text{mob}}} = \frac{2c}{\gamma H \sin \beta \cos \beta} + \frac{\tan \phi}{\tan \beta} \] (7)
Figure 4: Geometric definition of the rock slope, FEM mesh original and deformed at failure.

Figure 5: Geometric definition of the rock slope, FEM mesh deformed at failure.

The numerical example is with the following dimensions and parameters: L=100m, H=45m, $\beta = 45^\circ$, $\tan \phi_{res} = 1.4$, $c=10$kPa (for both Mohr-Coulomb Limit Equilibrium and hyperbolic model). Introducing all these values into (7) a Safety Factor of 1.43864 results.

In the FEM computation a reference increment of $\Delta \tan \phi / \Delta t = -0.05$ was imposed, and the failure occurred for a value of $\tan \phi_{mob} = 1.065$. Hence, a Safety Factor of 1.315 can be obtained using the $c - \phi$ reduction method.

In this case, as the rock matrix was considered linear elastic, the failure could only happen by sliding along the one single rock joint considered. Nevertheless, when more discontinuities are considered the failure mechanism turns out not so obvious.

The second example is also a 2D rock slope stability, but for the case of four joints intersecting each other. As a result, failure mechanisms that involve more than one joint can arise and no simplified formula such as (7) can be used. As can be observed in Fig.5,
two dipping and two vertical joints are considered. The deformed mesh at the end of the calculation reveals that the failure mechanism involves the lower inclined plane and the first vertical.

For that second example the same geometry was taken: \( L=100 \text{m} \) and \( \beta = 45^\circ \) and the initial strength parameters were: \( c=10 \text{ kPa} \) and \( \tan \phi_{\text{res}} = 1.5 \). Also a reference variation of \( \Delta \tan \phi / \Delta t = -0.05 \) was imposed, and the failure occurred when the \( \tan \phi \) had a value of 1.118.

### 3.5 Application to the left abutment of Canelles Dam. Preliminary 2D results

The last example presented in this paper consists of the application of the \( c \)-\( \phi \) reduction method to the stability of the left abutment of Canelles Dam. As a first step in this direction, a 2D vertical cross-section of the rock mass has been extracted from the new 3D geometric model described in section 2. The aim of this preliminary analysis is two-fold: (1) to verify the method performance in a real case and (2) to evaluate the increase of the Safety Factor provided by the construction of the new wall. The vertical cross-section considered is oriented along the maximum dipping direction of the new joint family and intersects the new wall approximately at its gravity center (Fig.6).

![Diagram](image)

Figure 6: Horizontal cross-section at 375m. Bedding planes (E-planes), vertical principal joints family (L-planes) and new joints family (N-planes) are represented.
As it can be observed in Fig.7, three joints have been included in the discretisation: one representing the new joint family dipping 55°, and two more representing the rock-concrete contact joints (at the base and vertical side of the wall).

Figure 7: Geometric definition of the rock slope, FEM mesh deformed at failure.

For this example, the initial strength parameters used are: \( c = 475 \text{ kPa} \) and \( \tan \phi_{\text{res}} = 0.7 \) (rock-rock), and \( c = 10 \text{ kPa} \) and \( \tan \phi_{\text{res}} = 1.0 \) for the rock-concrete contacts. During the \( c - \phi \) reduction process, only the rock-rock interface parameters were reduced (that is, those of the new joint family), while those of rock-concrete contact were assumed to remain constant. The failure occurred when the \( \tan \phi \) had a value of 0.4845, which corresponds to \( \phi = 25.85^\circ \).

4 ON-GOING WORK AND CONCLUDING REMARKS

The results presented show that the procedure implemented is capable of leading to reasonable results of failure analysis in rock masses, via \( c - \phi \) reduction method in 2D vertical cross-sections.

Current on-going effort is devoted to (1) analysing new 2D cross-sections incorporating more joints of various families, and (2) carrying out the full 3D calculations of the left abutment of Canèlles Dam including the three joint families and anchorage tunnels, with and without the new retaining wall. The latter case might require the improvement in the efficiency and robustness of the numerical techniques employed.
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Abstract. This paper describes some issues related to the numerical implementation of a constitutive model for unsaturated soils based on the BBM [1]. The focus of the paper is on the stress variables used and on the numerical algorithms adopted. Conventional stress variable approach (net stress and suction) as well as the approach that takes into account the degree of saturation (Bishop’s stress and suction) are examined. To solve the constitutive stress–strain equations, two stress integration procedures have been implemented, an explicit stress integration scheme with automatic substepping and error control techniques [2] and a fully implicit stress integration scheme based on the Backward-Euler algorithm with substepping [3]. Their performances during the integration of the constitutive laws are compared.

1 INTRODUCTION

There is agreement that at least two constitutive variables are generally required to represent adequately the full range of unsaturated soil behaviour, that is, including strength and deformation. Several review articles on the subject are available [4–6]. Conventional constitutive stress variable, namely net stress ($\bar{\sigma}_{ij} = \sigma_{ij} - u_a \delta_{ij}$) as well as the constitutive stress variable that takes into account the degree of saturation, commonly called Bishop’s stress or average stress ($\bar{\sigma}_{ij} = \sigma_{ij} - u_a \delta_{ij} + S_s (u_a - u_w) \delta_{ij}$) are examined in this paper. In both formulations the second constitutive variable is the suction ($s = u_a - u_w$). $\sigma_{ij}$ are total stresses, $u_a$ the air pressure, $u_w$ the water pressure and $\delta_{ij}$ the Kronecker’s delta. The selection of net stress or Bishop’s stress or other alternative as the constitutive variable remains at present a matter of convenience [6].

Incremental stress-strain equations for unsaturated soils can be solved by a wide range of explicit and implicit integration algorithms. Explicit algorithms, use the gradients of the yield surface and plastic potential at the start of the strain increment, and their accuracy can only be controlled by breaking up the strain increment into sub-increments, special automatic
substepping and error control techniques have been proposed [2,7]. In implicit algorithms, all gradients are estimated at an advanced stress state (which is unknown) and then the resulting non-linear constitutive equations are solved by iteration [3,8]. The relative performance of implicit and explicit methods is strongly dependent on the precise form of the constitutive model. For unsaturated constitutive models, the problem of the non-convexity of the yield surface at the transition between saturated and unsaturated states can significantly complicate the implementation of these models into finite element codes [2,4]. In this paper both stress integration procedures are evaluated.

2 INTEGRATION ALGORITHMS

2.1 General

Integration algorithms will be applied to the elastoplastic BBM model for unsaturated soils [1] defined in terms of either net stresses or Bishop’s stresses. In this model, suction is an additional independent variable. The constitutive equations that characterize the elasto-plastic material can be written in this particular case as:

\[
\begin{align*}
\dot{\varepsilon} & = \dot{\varepsilon}^e + \dot{\varepsilon}^p + \dot{\varepsilon}^{e,s} \\
\dot{\sigma} & = D^e \left( \dot{\varepsilon} - \dot{\varepsilon}^p - \dot{\varepsilon}^{e,s} \right) \\
\dot{\varepsilon}^p & = \lambda \frac{\partial G(\sigma, k, s)}{\partial \sigma} = \dot{\lambda}m \\
\dot{k} & = \dot{P}_0 = \frac{\partial P_e}{\partial \varepsilon^e} 
\end{align*}
\]

(1)

where, \( \dot{\varepsilon}, \dot{\varepsilon}^e \) and \( \dot{\varepsilon}^p \) are increments of the total, elastic and plastic strain tensors respectively and \( \dot{\varepsilon}^{e,s} \) is the contribution of suction to increment of elastic strain tensor (only necessary in the net stress formulation). \( m \) is the flow vector, \( \dot{k} \) represents the increment of hardening parameters (in this case \( P_0 \)) and \( \dot{\lambda} \) is the plastic multiplier. Note that in above equations, \( \sigma \) vector can be either net stress (\( \bar{\sigma} \)) or Bishop’s stress (\( \sigma' \)).

Satisfying the consistency condition,

\[
dF = \left( \frac{\partial F}{\partial \sigma} \right)^T d\sigma + \frac{\partial F}{\partial s} ds + \frac{\partial F}{\partial k} dk = 0
\]

(2)

gives

\[
\dot{\lambda} = \frac{n^T D^e \dot{\varepsilon} + \left( n - n^T D^e b \right) ds}{H + n^T D^e m}
\]

(3)

\[
n = \frac{\partial F}{\partial \sigma}, n_c = \frac{\partial F}{\partial s}, m = \frac{\partial G}{\partial \sigma}, b = \frac{1}{3K}, \delta^e, \delta^p, \delta^m, \delta^r = \{1, 1, 1, 0, 0, 0\}
\]

Note that for Bishop’s stress formulation vector \( b = 0 \). Combining equations (1) and (3), the constitutive equation integration is expressed as,

\[
\begin{align*}
\dot{\sigma} & = D^e \dot{\varepsilon} + W^{e}\dot{s} \\
\dot{k} & = R^{p} \dot{\varepsilon} + Q\dot{s}
\end{align*}
\]

(4)

where
\[ D^p = D' = \frac{D'nD'}{H + n'D'm} \]

\[ W^p = \frac{D'm(n_s - n'D'b)}{H + n'D'm} \]

\[ R^p = B = \frac{n'D'}{H + n'D'm} \]

\[ B = \frac{\partial P}{\partial \varepsilon} \partial \varepsilon \]

\[ Q = B(n_s - n'D'b) \]

In the integration the infinitesimal increments in the above equations (denoted by “d”) are approximated with finite increments (denoted by “∆”).

### 2.2 Explicit algorithm

The more refined versions of the explicit algorithms [2,7] combine sub-stepping techniques with automatic sub-stepping control, error control and yield surface drift correction. An algorithm of this type has been implemented. In this algorithm suction variable is treated as an additional strain component and it is assumed that it may be subincremented at the same rate as the other strain components.

The substepping procedure automatically divides the increment of strain and suction into a number of substeps small enough to ensure that the desired integration accuracy is enforced. The scheme involves splitting the elasto-plastic strain step \((1 - \alpha) \Delta \varepsilon\) and suction step \((1 - \alpha) \Delta s\) into a series of smaller substeps, \(\Delta \varepsilon = \Delta T_n (1 - \alpha) \Delta \varepsilon\) and \(\Delta s = \Delta T_n (1 - \alpha) \Delta s\) (where \(0 < \Delta T_n \leq 1\)), and using a modified Euler approximation for each substep. \((1 - \alpha) \Delta \varepsilon\) and \((1 - \alpha) \Delta s\) are the portions of the strain increment and suction increment, respectively, that are outside of the yield surface. The size of each substep is determined by estimating the error in the stress changes and comparing it to a user-defined tolerance, \(STOL\). The procedure begins assuming that only one substep is necessary. Consequently \(\Delta T_n\) is set to unity and \(T_n\) is set to zero.

A first estimation of the changes in stresses and hardening parameters at the end of the pseudo-time step \(\Delta T_n\) are evaluated using a first order Euler approximation, as,

\[ \Delta \sigma = D^p (\sigma, k)^{\prime} \Delta \varepsilon + W^p (\sigma, k, s)^{\prime} \Delta s \]

\[ \Delta k = R^p (\sigma, k)^{\prime} \Delta \varepsilon + Q (\sigma, k, s)^{\prime} \Delta s \]

where, \(D^p, W^p, R^p\) and \(Q\) are computed using equations (5). Using the above quantities, the stresses and hardening parameters at the end of the substep are \(\sigma + \Delta \sigma\) and \(k + \Delta k\), respectively. These are then used to calculate a second estimate of the changes in stress and hardening parameters over the substep, namely,

\[ \Delta \sigma = D^p (\sigma + \Delta \sigma_i, k + \Delta k_i)^{\prime} \Delta \varepsilon + W^p (\sigma + \Delta \sigma_i, s + \Delta s, k + \Delta k_i)^{\prime} \Delta s \]

\[ \Delta k = R^p (\sigma + \Delta \sigma_i, k + \Delta k_i)^{\prime} \Delta \varepsilon + Q (\sigma + \Delta \sigma_i, s + \Delta s, k + \Delta k_i)^{\prime} \Delta s \]

A more accurate estimate and the end of interval \(\Delta T_n\) is founded using the modified Euler procedure,

\[ \sigma = \sigma + \frac{1}{2} (\Delta \sigma_i + \Delta \sigma_i) \]

\[ k = k + \frac{1}{2} (\Delta k_i + \Delta k_i) \]

A relative error measure is computed as,
The current strain subincrement is accepted if \( R_n \) is not greater than \( STOL \). If \( R_n > STOL \) then the solution is rejected and a smaller step size is computed. After accepting or rejecting the current substep, the size of the next substep is calculated based on the estimated error and the set tolerance. The next pseudo-time step is found from the relation, \( \Delta T_{n+1} = q \Delta T_n \) where \( q \) is chosen so that, \( R_{n+1} \leq STOL \). A conservative choice for \( q \) is, \( q = 0.9 \sqrt{STOL / R_n} \) and it is also constrained to lie within the limits, \( 0.1 \leq q \leq 1.1 \), so that, \( 0.1 \Delta T_{n+1} \leq \Delta T_n \leq 1.1 \Delta T_{n+1} \). The end of the integration procedure is reached when the entire increment of strain and suction is applied so that \( \sum \Delta T_n = T_n = 1 \).

After a successful substep the yield surface consistency condition is verified. If it is violated a drift correction procedure [9] is activated, which must ensure that the current state lies on the yield surface with a certain tolerance (\( \text{YTOL} \)). This correction changes both stress and internal variables but keeps the strain and suction increments unchanged.

### 2.3 Implicit algorithm

A fully implicit stress integration scheme based on the Backward-Euler (BE) algorithm with substepping [3] extended to unsaturated soil has been implemented. Integrating the constitutive equations with the BE methods, leads to an incremental algebraic format which is followed by a plastic corrector of the elastic trial stress violating the current yield surface. In this algorithm the plastic multiplier calculation is integrated with the internal variables updates and the incremental stress-strain relationship in a monolithic fashion.

Time-integration equation with BE scheme yields the following non-linear local problem of the type \( \mathbf{R} = 0 \):

\[
\mathbf{R} \{ \sigma, k, \Delta \lambda \}^{(n+1)} = \\
\begin{bmatrix}
\sigma^{(n+1)} + \Delta \lambda \mathbf{D} \mathbf{m}^{(n+1)} - \sigma^{(n)} - \mathbf{D}^* \Delta \mathbf{e} + \mathbf{D}^* \Delta \mathbf{e}^{\text{ss}} = 0 \\
\frac{\partial}{\partial \mathbf{e}} \mathbf{k}^{(n+1)} - \frac{\partial}{\partial \mathbf{e}} \delta \mathbf{m}^{(n+1)} \Delta \lambda - \delta (k^{(n)}) = 0 \\
\mathbf{F} \{ \sigma^{(n+1)}, k^{(n+1)}, \lambda^{(n+1)} \} = 0
\end{bmatrix}
\]  

(10)

The unknowns of this local problem are the stresses \( \sigma^{(n+1)} \) and the hardening parameters \( k^{(n+1)} \) at time \( t^{(n+1)} \), and the plastic multiplier \( \Delta \lambda \). \( \Delta \mathbf{e}^{\text{ss}} \) is required only for net stress formulation and is a known variable. As in the explicit algorithm, the elasto-plastic strain step and suction step will be subdivided in smaller steps, as, \( \Delta \mathbf{e} = \Delta T_{n+1} (1 - \alpha) \Delta \mathbf{e} \) and \( \Delta s = \Delta T_{n+1} (1 - \alpha) \Delta s \) (where \( 0 < \Delta T_{n+1} \leq 1 \)), in case that no convergence is reached in the iterative process of residual minimisation.

The non-linear system of equation (10) is solved by linearizing the residual and expanding it into a Taylor series, obtaining the following expression,

\[
0 = \mathbf{R} \{ \sigma, k, \Delta \lambda \} + \frac{\partial \mathbf{R} \{ \sigma, k, \Delta \lambda \}}{\partial \sigma} \left[ \frac{\partial \sigma}{\partial \sigma} \right]^{(n)} + \frac{\partial \mathbf{R} \{ \sigma, k, \Delta \lambda \}}{\partial k} \left[ \frac{\partial k}{\partial \sigma} \right]^{(n)} + \frac{\partial \mathbf{R} \{ \sigma, k, \Delta \lambda \}}{\partial \Delta \lambda} \left[ \frac{\partial \Delta \lambda}{\partial \sigma} \right]^{(n)} + O(\delta^2)
\]

(11)

The gradient expression \( \partial_{(\sigma,k,\Delta \lambda)} \mathbf{R} \{ \sigma, k, \Delta \lambda \} \) is the Jacobian matrix \( \mathbf{J} \) (12). Truncating after
the first order terms, $O[\delta^2]$, and solving the linearized system of equations the new iterative update of the eight variables is obtained, as in (13)

$$ J\{\sigma, k, \Delta \lambda\}^{(n+1)} = \begin{bmatrix} I_{en} + \Delta \lambda D \frac{\partial m}{\partial \sigma} & \Delta \lambda D \frac{\partial m}{\partial k} \\ -\Delta \lambda \frac{\partial k}{\partial \sigma} & 1 - \Delta \lambda \frac{\partial m}{\partial F} & -\frac{\partial F}{\partial k} \\ n^T & \frac{\partial F}{\partial m} & 0 \end{bmatrix} $$

(12)

$$ \begin{bmatrix} \delta \sigma^{(n+1)} \\ \delta k^{(n+1)} \\ \delta \lambda^{(n+1)} \end{bmatrix} = -\left[ J\{\sigma^{(n+1)}, k^{(n+1)}, \Delta \lambda^{(n+1)}\} \right]^{-1} R\{\sigma^{(n+1)}, k^{(n+1)}, \Delta \lambda^{(n+1)}\} \right] $$

(13)

Adding the iterative corrector to the old values of the independent variables yields the eight updates:

$$ \begin{bmatrix} \sigma^{(n+1)} \\ k^{(n+1)} \\ \Delta \lambda^{(n+1)} \end{bmatrix} = \begin{bmatrix} \sigma^{(n)} \\ k^{(n)} \\ \Delta \lambda^{(n)} \end{bmatrix} + \begin{bmatrix} \delta \sigma^{(n+1)} \\ \delta k^{(n+1)} \\ \delta \lambda^{(n+1)} \end{bmatrix} $$

(14)

In some cases, when large strain increments are prescribed, the minimization of residual equations (11) is not possible after a given number of iterations. In this case, the strain and suction increments are reduced by $\Delta T_n = q \Delta T_n$, where $q$ is chosen as 0.5. The end of the integration procedure is reached when the entire increment of strain and suction is applied so that $\sum \Delta T_n = T_n = 1$.

In order to start the iteration process, the elastic solution at the contact point with the yield surface is chosen:

$$ \begin{bmatrix} \sigma_0^{(n+1)} \\ k_0^{(n+1)} \\ \Delta \lambda_0^{(n+1)} \end{bmatrix} = \begin{bmatrix} \sigma_0^{(n)} \\ k_0^{(n)} \\ \Delta \lambda_0^{(n)} \end{bmatrix} $$

(15)

To solve the global problem with quadratic convergence it is necessary to use a consistent tangent matrix,

$$ \frac{\partial n+1 \sigma}{\partial n+1 \Delta \epsilon} = P^T \left( J^{n+1} \right)^{-1} PD^T $$

(16)

$p^T = (I, 0, 0)$ is the projection matrix on stress space.

3 APPLICATION AND PERFORMANCE

The triaxial test on compacted Barcelona clayey silt presented in Error! Reference source not found. [10] was selected to examine the performance of the integration algorithms. The tests includes different types of stress paths typically performed on unsaturated soils: A1-A2, loading at constant suction, A2-A3, wetting path at constant net stress, A3-A4 drying path at constant net stress, A4-A4 shear to failure under constant suction.

Performance of numerical integration algorithms (explicit and implicit) is evaluated in terms of CPU time and the number of sub-increments required in each scheme. In all runs the yield surface tolerance is fixed at $YTOL = 10^{-8}$; this parameters is also used to control the
convergence of the residual in the implicit algorithm. Control error tolerance of explicit algorithm varies from \( STOL=10^{-2} \) to \( 10^{-6} \). All CPU times presented are for an Intel Core Duo (2GHz) with 2GB of RAM. Results are presented in bar graphs where average values of the variables evaluated were computed for each stress path.

Figure 1: Stress paths followed by the test used in the evaluation of integration algorithms

Figure 2 shows a comparison between implicit and explicit algorithms for net stress and Bishop’s stress. It is observed that the wetting path (A2-A3) requires both a higher computational cost and higher mean number of sub-increments when Bishop’s stress and the implicit scheme are employed. This is because Bishop’s stress induces a high curvature in this particular stress path. As a consequence, the plastic corrector of implicit scheme has difficulties in returning to the yield surface and the requirement for sub-increments increases. Explicit algorithm is more efficient in this case because proceeds in an incremental fashion where all gradients are estimated at known stress states. Also, it is noted for path A2-A3 that the computational cost of net stress formulation is considerably lower than that of Bishop’s stress and differences between implicit and explicit schemes are minimised. Figure 2 also indicates that during stress path A1-A2 of isotropic load at constant suction, no significant differences are observed between implicit and explicit schemes. During drying path A3-A4, behaviour is elastic and no strain sub-incrementation is needed. Finally, during shearing path A4-A5, the explicit scheme demands a higher number of sub-increments than the implicit one. However, this tendency is not reflected in the CPU time, as the explicit scheme spends slightly less CPU time than implicit one. This may be explained by the fact that the implicit scheme requires second derivatives of yield function and plastic potential and the inversion of the Jacobian matrix.

Figure 3 shows the influence of the error control tolerance (\( STOL \)) on mean number of sub-increments and drift corrections of the explicit algorithm. As expected, the number of sub-increments and drift corrections increases as \( STOL \) is decreased. Due to the fact that the stress
error controls the strain sub-increments in proportion to the square root of $STOL$, their number increases by a factor of roughly $\sqrt{10}$ if $STOL$ is reduced by an order of magnitude.

![Figure 2: Comparison of integration algorithms (STOL=10^{-4} for explicit scheme)](image)

![Figure 3: Influence of STOL on sub-increments and drift corrections of explicit algorithm. Constitutive model](image)

4 CONCLUSIONS

- Net stress is a more simple and practical choice in terms of stress path representation than Bishop’s stress. However, it requires additional assumptions to take into account the shear strength increase with suction and the elastic volumetric strain due to changes in suction. Using Bishop’s stresses this features derive directly from the definition of the constitutive stress. However, the performance of the model using Bishop’s stress is more sensitive to the adopted soil water characteristic curve.

- In terms of the efficiency of numerical algorithms, the explicit scheme is likely to be more robust than implicit scheme to solve the kind of complex stress involved in unsaturated soil behaviour. The use of explicit scheme, however, does not yield quadratic convergence of the full problem.
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Abstract. In this paper, a large deformation formulation for dynamic analysis of the pore fluid-solid interaction in a fully saturated non-linear medium is presented in the framework of the Arbitrary Lagrangian-Eulerian method. This formulation is based on Biot’s theory of consolidation extended to include the momentum equations of the solid and fluid phases, large deformations and non-linear material behaviour. By including the displacements of the solid skeleton, \( u \), and the pore fluid pressure, \( p \), a \((u-p)\) formulation is obtained, which is then discretised using finite elements. Time integration of the resulting highly nonlinear equations is accomplished by the generalized–α method, which assures second order accuracy as well as unconditional stability of the solution. Details of the formulation and its practical implementation in a finite element code are discussed. The formulation and its implementation are validated by solving some classical examples in geomechanics.

1 INTRODUCTION

In quasi-static analysis it is common to assume that soil behaves as either a drained or an undrained medium. Under these conditions a single phase description of the porous medium may provide reasonable and acceptable results. However, in many cases the fully drained or undrained assumptions may lead to inaccurate results due to partial consolidation occurring in the soil, which generally depends on the hydraulic conductivity of the soil as well as the rate of applied loading. By using an analytical solution for dynamic consolidation problems in a \(u-p\) formulation, Zienkiewicz et al.\(^1\) investigated the conditions under which the undrained or quasi-static assumptions can be safely used. For conditions that are intermediate between fully drained and undrained, in which consolidation of the soil will take place, there is an interaction between the solid soil skeleton and the pore fluid flow. Consequently, the equations of motion for the individual constituents involve interaction terms and the stresses, both total and effective, depend on the kinematics of both phases.

Biot\(^2\) presented one of the first theories governing the behaviour of saturated porous media. Later, Small \( et al.\(^3\)\) and Prevost \(4\) extended Biot's theory into the material and geometrically non-linear regimes, respectively. Zienkiewicz and Shiomi \(5\) conducted a comprehensive study...
on solutions of the Biot-type formulation and summarised different analysing methods in three categories namely the (a) \( u-p \), (b) \( u-U \) and (c) \( u-p-U \) formulations. Here \( u \), \( p \), and \( U \) represent the soil skeleton displacements, the pore fluid (water) pressure and the pore fluid (water) displacements, respectively. The finite element method (FEM) facilitates the discretisation of the governing differential equations in the space domain and makes it possible to extend the theory to employ elastoplastic nonlinear constitutive models in order to obtain reliable solutions for displacements and pore water pressures. This study presents an application of the FEM to solve dynamic coupled consolidation problems involving material nonlinearity as well as large deformations. Such an analysis requires a robust time marching scheme. The generalized-\( \alpha \) algorithm (CH) developed by Chung and Hulbert is an implicit integration scheme that possesses the necessary conditions of a standard time integration algorithm such as unconditional stability, second order accuracy and numerical damping capability. Kontoe et al. used this scheme to solve coupled problems of geomechanics. The ability of this method in solving dynamic consolidation problems in geomechanics, particularly in an Arbitrary Lagrangian-Eulerian framework, is investigated in this paper.

Among others, two main sources of nonlinearity, namely material nonlinearity and geometric nonlinearity, can arise in the analysis of porous continua. Geometric nonlinearity is important in many cases such as the analysis of liquefaction, deep penetration of objects into soil layers, and any situation where the strain level is relatively high. This kind of analysis usually involves severe mesh distortion and, therefore, the Lagrangian finite element methods normally fail to provide a complete solution, usually due to the eventual development of a negative Jacobian in some elements. On the other hand, the Arbitrary Lagrangian-Eulerian (ALE) method has been developed to eliminate mesh distortion. In this study the ALE method presented by Nazem et al. is employed to solve dynamic consolidation problems of geomechanics in which the pore fluid interacts with the solid soil skeleton. The first part of this paper briefly describes the governing equations of the saturated porous medium. Time discretization of the governing equations is then presented using the CH method, followed by implementation of the approach in a finite element code. Finally, some numerical examples are presented in order to validate the implementation of the theoretical framework and to demonstrate its application in practice.

### 2 FINITE ELEMENT FORMULATION

The global equations governing the dynamic consolidation of a porous medium can be obtained by combining the overall momentum balance equation of the solid-fluid phase, the momentum balance equation for the pore fluid and the continuity of mass through the principle of effective stresses and the Darcy’s law resulting in the following set of equations (e.g., Zienkiewicz et al.):

\[
\begin{align*}
M\ddot{u} + C\dot{u} + K_{sp}u + Lp &= f^u \\
L^T\dot{u} + Sp - Hp &= f^p
\end{align*}
\]  

where \( M \), \( C \) and \( K_{sp} \) are, respectively, the mass matrix, the damping matrix, and the elastoplastic stiffness matrix of the solid soil skeleton. \( L \), \( H \), and \( S \) represent, respectively, the coupling matrix, the flow matrix, and the compressibility matrix. \( f^u \) is the vector of external nodal forces and \( f^p \) is a fluid supply vector. Classical finite-element algorithms used
in geomechanics usually assume that only small strains occur in the soil. However, this assumption is no longer valid for large deformation problems. Finite element approaches often use an Updated-Lagrangian (UL) formulation to incorporate the effects of finite deformations as well as the volume changes in a large-deformation analysis. However, the UL method fails to provide a solution in problems with relatively large displacements due to mesh distortion. Nonetheless, this method is the main engine of the ALE operator split technique presented in Section 4 of this paper, and thus a brief description of the time-stepping scheme employed to solve the governing equations in an UL framework is given in next section.

3 TIME INTEGRATION

Finite element discretisation of the global equations leads to a system of second-order ordinary differential equations in which time is a continuous variable. In a direct time-integration scheme, Equation (1) is integrated by a numerical step-by-step procedure. Newmark’s scheme is one of the most popular methods in the family of direct time integration techniques. In this method, the displacements and velocities at time $t_{n+1}$ can be approximated by

\[ u_{n+1} = u_n + \Delta t u_n + \frac{\Delta t^2}{2} [(1 - 2\beta) \ddot{u}_n + 2\beta \ddot{u}_{n+1}] \]  
\[ \dot{u}_{n+1} = \dot{u}_n + \Delta t [(1 - \gamma) \ddot{u}_n + \gamma \ddot{u}_{n+1}] \]  

where $\beta$ and $\gamma$ are integration parameters. However, Newmark’s method cannot predict high-frequency modes accurately. Thus, numerical damping is introduced to eliminate spurious high frequency oscillations whilst preserving the important low frequency modes. Algorithmic damping can be introduced to Newmark’s scheme by increasing the value of $\gamma$ (larger than 0.5) and selecting the smallest value of $\beta$ compatible with the stability requirements. However, algorithmic damping influences the low-frequency behaviour, corresponding to a reduction of the accuracy to first order. By using averages with different degrees of forward weighting on the different terms in the equation of motion, the low-frequency properties can be improved, while retaining high-frequency damping. Three different schemes have been investigated in detail: forward weighing of the stiffness and load terms by Hilbert et al., forward weighting of the inertial term by Wood et al. and different forward weighting of the stiffness and the inertial terms by Chung and Hulbert. In the last of these methods, which is known as the generalized-α or CH method, the inertia terms are evaluated at time $t = t_{n+1-\alpha_m}$ of the considered interval $\Delta t$, whereas all other terms are evaluated at some earlier time $t = t_{n+1-\alpha_f}$ ($\alpha_f \geq \alpha_m$). Therefore, using this method equation (1) can be written as

\[ M\ddot{u}_{n+1-\alpha_m} + C\dot{u}_{n+1-\alpha_f} + K\ddot{u}_{n+1-\alpha_f} + Lp_{n+1-\alpha_f} = f_{n+1-\alpha_f} \]  

where

\[ \ddot{u}_{n+1-\alpha_m} = (1 - \alpha_m) \ddot{u}_{n+1} + \alpha_m \ddot{u}_n \]  
\[ \dot{u}_{n+1-\alpha_f} = (1 - \alpha_f) \dot{u}_{n+1} + \alpha_f \dot{u}_n \]  
\[ u_{n+1-\alpha_f} = (1 - \alpha_f) u_{n+1} + \alpha_f u_n \]
\[ p_{n+1-\alpha_f} = (1 - \alpha_f)p_{n+1} + \alpha_f p_n \]  
\[ f_{n+1-\alpha_f} = (1 - \alpha_f)f_{n+1} + \alpha_f f_n \]  

The governing equations of the u-p formulation, defined here as equations (1) and (2), can now be discretised. Equation (1) can be written in incremental form at time \( t = t_{n+1} \) as

\[ M \Delta \ddot{u} + C \Delta \dot{u} + K_{ep} \Delta u + L \Delta p = f^u - \tau f_{\text{int}} - M \dot{u} - C \dot{u} \]

and according to the CH method

\[ M \Delta \ddot{u}_{n+1-\alpha_m} + C \Delta \dot{u}_{n+1-\alpha_f} + K \Delta u_{n+1-\alpha_f} + L \Delta p_{n+1-\alpha_f} = f^u_{n+1-\alpha_f} - \tau f_{\text{int}} - M \dot{u}_n - C \dot{u}_n \]

where \( \tau f_{\text{int}} \) denotes the internal forces at the previous time step \( (t=t_n) \). Expressing Equations (6-9) in incremental form and substituting them in Equation (12) yields:

\[ \frac{(1 - \alpha_m)}{(1 - \alpha_f)} M \Delta \ddot{u} + C \Delta \dot{u} + K \Delta u + L \Delta p = \frac{1}{(1 - \alpha_f)} [f^u_{n+1-\alpha_f} - \tau f_{\text{int}} - M \dot{u}_n - C \dot{u}_n] \]

Similarly, Equation (2) may be written as

\[ L^T \ddot{u}_{n+1} + S \dot{p}_{n+1} - H p_{n+1} = \frac{1}{(1 - \alpha_f)} [f^p_{n+1-\alpha_f} - \alpha_f L^T \dot{u}_n - \alpha_f S \dot{p}_n + \alpha_f H p_n] \]

Newmark’s recurrence relations in (3) and (4) can be written in incremental form as

\[ \Delta \ddot{u} = \frac{\Delta u - u^I}{\beta \Delta t^2} - \ddot{u}_n \]  
\[ \Delta \dot{u} = \dot{u}^I - \frac{\gamma}{\beta \Delta t} (u^I - \Delta u) - \dot{u}_n \]

Moreover, the pore water pressure at \( t = t_{n+1} \) can be estimated by a first order approximation as

\[ \Delta p = p^I + \theta \Delta t p_{n+1} \]

Note that \( u^I, \dot{u}^I, \) and \( p^I \) appearing in the above Equations are considered as auxiliary variables to simplify the formulation, and they contain the known variables from the previous time step as

\[ u^I = \Delta t \ddot{u}_n + \Delta t^2 \left( \frac{1}{2} (1 - 2 \beta) \dddot{u}_n \right) \]
\[ \dot{u}^I = \ddot{u}_n + \Delta t (1 - \gamma) \dddot{u}_n \]
\[ p^I = \Delta t (1 - \theta) p_n \]

Finally, introducing Equations (15) and (16) into Equations (13) and (14), the system of equations governing the dynamic consolidation of the continuum is obtained:

\[ \begin{bmatrix} \frac{(1 - \alpha_m)}{\beta \Delta t^2 (1 - \alpha_f)} M + \frac{\gamma}{\beta \Delta t} C + K_{ep} & L \\ L^T & \gamma \left( S \Delta t - H \right) \end{bmatrix} \begin{bmatrix} \Delta u \\ \Delta p \end{bmatrix} = \begin{bmatrix} F^u \\ F^p \end{bmatrix} \]
where

\[
\mathbf{F}^u = \frac{1}{(1-\alpha_f)} \left\{ \mathbf{f}^u_{n+1-\alpha_f} + \mathbf{M} \left[ (1-\alpha_m) \mathbf{u}^i - \alpha_m \mathbf{u}_n \right] + \mathbf{C} \left[ (1-\alpha_f) \left( \frac{\gamma}{\beta} \frac{\nu}{\beta} \mathbf{u}^i - \mathbf{u}^i \right) - \alpha_f \mathbf{u}_n \right] - \mathbf{f}_{int} \right\}
\]

\[
\mathbf{F}^p = \frac{\beta \Delta t}{\gamma (1-\alpha_f)} \left\{ \mathbf{f}^p_{n+1-\alpha_f} + \mathbf{L}^T \left[ (1-\alpha_f) \left( \frac{\gamma}{\beta} \frac{\nu}{\beta} \mathbf{u}^i - \mathbf{u}^i \right) - \alpha_f \mathbf{u}_n \right] + \mathbf{S} \left[ \frac{(1-\alpha_f)}{\theta \Delta t} \mathbf{p}^i - \alpha_f \mathbf{p}_n \right] + \mathbf{H} \mathbf{p}_n \right\}
\]

The unconditional stability of the scheme is guaranteed when

\[
\alpha_m \leq \alpha_f \leq 0.5 , \quad \beta \geq \frac{1 + 2(\alpha_f - \alpha_m)}{4} , \quad \theta > 0.5
\]

and second order accuracy is attained when

\[
\gamma = 0.5 - \alpha_m + \alpha_f
\]

4 ARBITRARY LAGRANGIAN-EULERIAN METHOD

In an Updated Lagrangian description of the motion of a body the mesh follows the material points. Consequently, the mesh can become excessively distorted in problems with relatively large deformations. In contrast, in an Eulerian description the mesh is fixed in space and the grid nodes are no longer coincident with material particles during the analysis. This may avoid mesh distortion but makes it difficult to describe the material boundaries. The ALE method attempts to combine the advantages of the Lagrangian and the Eulerian meshes. In this method, the computational grid does not necessarily adhere to the material points, and it can move arbitrarily. A common form of the ALE method is the operator split technique during which the analysis is performed in two steps: an Updated-Lagrangian step followed by an Eulerian step. In the first (Lagrangian) step the governing equations are solved to fulfill equilibrium and to obtain the material displacements. In the second (Eulerian) step the mesh is refined to eliminate the possible distortion. After refining the mesh, all kinematic and static variables must be transferred between the two meshes. In a coupled displacement-pore water pressure ALE analysis, the state parameters to be transformed at integration points include the effective stresses, hardening parameters, voids ratios and coefficients of permeability, while the pore-water pressures are transformed from old nodes to new nodes. The ALE operator split technique and the mesh refinement strategy used in this study were first presented by Nazem et al. for the analysis of geotechnical problems. Nazem et al. and Nazem et al. applied the method to solve static consolidation problems and dynamic problems involving large deformations, respectively.

5 NUMERICAL EXAMPLES

The numerical time-integration scheme explained in Section 3 has been implemented into SNAC, a finite element code developed by the geomechanics group at the University of Newcastle, Australia. SNAC was used to analyse the two numerical examples presented in this section.

5.1 One-dimensional finite elastic consolidation

In order to validate the coupled formulation presented here, we study a 10 m deep column
of fully saturated soil and we compare the results with available analytical and numerical solutions. Figure 1 shows the geometry of the problem as well as the boundary conditions and applied load types. To simulate one-dimensional behaviour all nodes are restrained in the horizontal direction. Drainage can only take place through the top boundary of the model.

![Figure 1: One-dimensional dynamic consolidation problem](image)

de Boer\textsuperscript{15} presented an analytical solution for a one dimensional transient wave propagation problem under a time-dependent load assuming small strains, an elastic material model and an incompressible pore fluid. The response of the soil column to step loading (type a) as well as a sinusoidal loading (type b) is investigated here. The material parameters are in accordance with de Boer\textsuperscript{15}, i.e., the Young’s modulus of the soil is $E = 30\text{MPa}$, Poisson’s ratio $\nu = 0.2$, the soil porosity $n = 0.33$ and the permeability $k = 0.01\text{m/s}$. Figure 2a shows the vertical displacement of the soil column versus time due to load type (a) and at depths 0.0 and 1.0m, whereas Figure 2b depicts the response of the pore water pressure at different depths and times. Figure 2 shows that the results obtained in this study are in good agreement with the analytical solution. For the case of a sinusoidal load, the pore water pressure response is plotted versus time in Figure 3, which indicates negative values (suction) in the vicinity of the loading surface. According to de Boer\textsuperscript{15} this result is due to the recovery of the elastic skeleton matrix close to the surface during the sinusoidal loading, where the pore water does not squeeze out but is absorbed into the pores accompanied by fluid suction.
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de Boer 15 presented an analytical solution for a one dimensional transient wave propagation problem under a time-dependent load assuming small strains, an elastic material model and an incompressible pore fluid. The response of the soil column to step loading (type a) as well as a sinusoidal loading (type b) is investigated here. The material parameters are in accordance with de Boer 15, i.e., the Young’s modulus of the soil is $E = 30\,\text{MPa}$, Poisson’s ratio $\nu = 0.2$, the soil porosity $n = 0.33$ and the permeability $k = 0.01\,\text{m/s}$. Figure 2a shows the vertical displacement of the soil column versus time due to load type (a) and at depths 0.0 and 1.0m, whereas Figure 2b depicts the response of the pore water pressure at different depths and times. Figure 2 shows that the results obtained in this study are in good agreement with the analytical solution. For the case of a sinusoidal load, the pore water pressure response is plotted versus time in Figure 3, which indicates negative values (suction) in the vicinity of the loading surface. According to de Boer 15 this result is due to the recovery of the elastic skeleton matrix close to the surface during the sinusoidal loading, where the pore water does not squeeze out but is absorbed into the pores accompanied by fluid suction.

Figure 2: (a) Vertical settlement under step loading vs. time. (b) pore pressure profile of the soil column at different times.

Figure 3: Response of pore water pressure vs. time to sinusoidal loading
To assess the large deformation capability of the code, the soil column was subjected to a uniformly distributed step load $q$ at the free surface according to the load type (c) illustrated in Figure 1. Five load levels of $0.2E$, $0.4E$, $0.6E$, $0.8E$, and $1.0E$ were applied on the column, and the predicted results are compared with those reported by Meroi et al. We assume $E = 1\text{GPa}$, $\nu = 0.0$, $n = 0.3$ and $k = 0.01\text{m/s}$. The applied pressure normalised by $E$ is plotted versus the total consolidation settlements (at large time) normalized by the column depth ($H$) in Figure 4. The results obtained by SNAC are compared to those reported by Meroi et al.

![Figure 4: Normalised vertical settlement $s$ versus load level.](image)

### 5.2 Undrained analysis of a strip footing

In the second example an undrained soil layer under a rough rigid footing is considered. The mesh for the right half of the problem and the boundary conditions are shown in Figure 5. The mesh consists of 872 6-node plane strain triangular elements and 1817 nodal points. In this example we investigate the ability of the dynamic consolidation formulation to predict the undrained deformation response of the soil undergoing a dynamic load and large deformations. First we assume that the soil behaves as a Tresca material model under undrained conditions and we only consider the displacement degrees-of-freedom in the analysis. A non-associated Mohr-Coulomb material model is then used to predict the soil response by conducting a coupled consolidation analysis. Assuming zero initial geostatic stresses, the drained and undrained material properties of the soil must satisfy the following equations

$$E_u = \frac{3E'}{2(1+\phi')}$$

$$\frac{c_u}{c'} = \frac{2\sqrt{N_\phi}}{1+N_\phi}$$

where the subscript $u$ and the superscript ' denote an undrained and a drained quantity, respectively, $c$ represents the cohesion of the soil, $\phi$ is the friction angle, $E$ is the Young’s modulus of the soil, $\theta$ is Poisson’s ratio and $N_\phi$ is obtained according to
To assess the large deformation capability of the code, the soil column was subjected to a uniformly distributed step load $q$ at the free surface according to the load type (c) illustrated in Figure 1. Five load levels of $0.2E$, $0.4E$, $0.6E$, $0.8E$, and $1.0E$ were applied on the column, and the predicted results are compared with those reported by Meroi et al. We assume $E = 1\text{GPa}$, $\nu = 0.0$, $n = 0.3$ and $k = 0.01\text{m/s}$. The applied pressure normalised by $E$ is plotted versus the total consolidation settlements (at large time) normalized by the column depth ($H$) in Figure 4. The results obtained by SNAC are compared to those reported by Meroi et al.

The material parameters used here are $E'/c' = 200$, $\phi' = 0.3$, $\phi = 20$ (the angle of dilation), with $\theta = 0.49$ to simulate elastic incompressibility. A unit mass density is assumed for the soil. In the undrained analysis the load is applied at a rate of $15c_u/s$, i.e., a total uniform pressure $15c_u$ is applied on the footing in 1 second. The settlement of the footing, normalised by its half width, is plotted versus the applied pressure, normalised by $c_u$, in Figure 6. A clear collapse load, similar to the Prandtl’s undrained collapse load at small strain, $q = 5.14c_u$, is not identifiable in this analysis. The higher soil stiffness predicted by the dynamic analysis results from inertia effects alone since material rate effects have not been considered in this analysis.

$$N_D = \frac{1 + \sin \theta}{1 - \sin \theta}$$

(28)

Simultaneous analysis was performed utilizing the dynamic coupled consolidation algorithm with drained Mohr-Coulomb parameters, including a dilatancy angle of zero, to represent the behaviour of the soil skeleton. The soil response obtained from the dynamic consolidation analysis is also depicted in Figure 6. The results obtained from both analyses are in excellent agreement. It is worth noting that the large deformation results presented in Figure 6 were obtained by the ALE method and the UL method could not simulate the dynamic response under rapid loading due to the severe mesh distortion.
6 CONCLUSIONS

A numerical procedure for the analysis of dynamic consolidation problems involving material nonlinearity as well as geometrical nonlinearity was presented in this study. Dynamic coupled equations were discretised in the time domain by using the generalized-\( \alpha \) method, and the numerical algorithm was implemented in a finite element code. For the problems solved, the numerical results are in a good agreement with results available in the literature and analytical solutions. Also, it was shown that the generalised-\( \alpha \) method can be used in large deformation analysis of consolidation problems with dynamic loads.
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Abstract. The paper is focused to a determination of spatial passive earth pressure (soil resistance) in the embedded part of the soldier pile. The analysis of 3D passive earth pressure is done numerically in software Plaxis 3D Tunnel v 2.2. The analysis of 3D passive earth pressure (soil resistance) is done for cantilever soldier pile walls in sand. The parameters for constitutive models were calibrated based on laboratory tests (triaxial – CD and oedometric tests). Hardening soil model is used in analysis. Outputs of the numerical analysis present a comparison for the resulting passive earth force in case of different \( \frac{b}{d} \) ratios and different angles of internal friction, parameter \( \omega_R \) which is used in approach by Weissenbach and finally the magnitude of 3D passive earth pressure coefficients \( (K_{P,3D}) \) for different soldier pile distance \( (L) \), embedment depth \( (d) \) and angles of internal friction \( (\phi') \). Numerical analysis showed that the 3D passive earth pressure is higher than currently presented approach by Weissenbach. The other present theories don’t take to account the behaviour for higher slenderness ratio and influence adjacent soldier pile no way.

1 INTRODUCTION

Passive earth pressure analysis plays an important role in geotechnical design process. Primarily, it is a spatial effect which is significant for local structural elements analysis (for example soldier pile, piles with long axial distances etc.) and therefore it might be important for designers and engineers to gain new knowledge and information about this problem. The topic of spatial passive earth pressure has been analysed by various authors who used three different methods: the limit equilibrium method, the slip-line method and the limit analysis method. The first mentioned method is used by Blum [2] for analysing the 3D passive earth pressure. The resulting force of passive earth pressure is defined by

\[
E_{ph,Blum} = \frac{1}{2} \gamma d^2 b t g^2 \left( \frac{\pi}{4} + \frac{\phi}{2} \right) + \gamma d^3 t g^2 \left( \frac{\pi}{4} + \frac{\phi}{2} \right)
\]  

(1)

The disadvantage of Blum solution was, that interface between soil and structural element
was neglected and also the shape of 3D wedge was simplified. The author who firstly analysed the soldier pile wall was Weissenbach [10]. Weissenbach divided relation for determination of 3D earth passive pressure to two components. The first component includes the unit soil weight and the second equation member includes the cohesion of soil. He defined parameters $\omega_R$ and $\omega_K$, which depend on the embedment depth (d) and width (b) of structure element and angle of internal friction of soil. In 1964 Ovesen [3] performed number of test on using dense sand. He found out that 3D passive earth pressure is significantly influenced by the structure element thickness. He also found out that structural members with smaller width give significantly higher passive earth pressures than it has ever been considered.

Another theory, limit analysis applying upper bound limit theorem, is widely used for determination of 3D earth passive earth pressure in the present. This theory was firstly applied by Soubra and Regenass [6]. Their calculations were based on determination of kinematically admissible multi-block failure mechanism, which consisted of one ore more rigid blocks. The blocks were labeled as „one-block, multiblock a truncated multiblock“. The last-mentioned block is based on reduction of „multiblock“ mechanism. The upper bound theorem within the framework of limit analysis theory is also considered in research works done by authors Škrabl, Macuh [7], Vrecl-Koic, Škrabl [9] and Škrabl [8]. First mentioned authors took into account rotational failure mechanism. This mechanism is bounded by logarithmic spiral in vertical section and by hyperbolic shape in plan. On the contrary, Vrecl-Koic, Škrabl [9] continued the work of Soubra a Regennas [6], who used translational failure mechanism, and they slightly modified it. The results of this analysis showed that the passive earth pressure coefficient is lower in comparison with Soubra and Regennas. These results were also confirmed by Škrabl [8] who updated his previous model using non-linear passive earth pressure distribution on non-rigid structural element.

Previously mentioned procedures used the change of structural element width to determinate the passive earth pressure coefficients for different d/b ratio. However, this procedure is not appropriate for soldier pile walls, where the change of embedment depth is more dominant than structural element width change.

The article is focused on the analysis of passive earth pressure for geotechnical structures where 3D effect is predominant (for example: soldier beam wall – Fig. 1). The above mentioned authors determined the 3D passive earth pressure for ratio $b/d > 0.25$. Benmebarek et al. [1] used minimal $b/d$ ration 0,1. In our study, ration $b/d < 0.14$ has been taken into account. This range of b/d ratio is more common in case of using soldier pile walls, where a soldier pile is actually a slender structural element (usually I, IPE or HEB profile). For these small rations comparison of the resulting passive earth pressure force is done. It is compared with theory of Weissenbach [10] - (2) and Blum [2] - (1).

$$E_{ph, Weissenbach} = \frac{1}{2} \gamma \omega_K d^3 + 2\alpha \omega_K d^2$$

The resulting passive earth pressure force in our study is determined from 3D numerical analysis, which is briefly described in the next chapter.
2 NUMERICAL MODELS

The numerical calculations were done in software Plaxis 3D Tunel V2.4. The only one soldier pile is modelled and horizontal distance between them is done the width of model (Fig. 4). The width of soldier pile is 275 mm and it is supposed as very stiff. The soldier pile is installed in sand. The variable parameters are horizontal distance between soldier pile $L$ (1; 1.5; 2; 2.5 and 3 m), embedment depth $d$ (1;2;3m) and angle of internal friction $\varphi$ (30°;35°;40°). The numerical analysis. The interface between soldier pile and soil is neglected in our analysis ($\delta'\varphi = 0$). The movement of soldier pile was the same longwise of embedment depth and the movement was done by function horizontal incremental. The output was resulting force of passive earth pressure which corresponded to stabilization of activation force during increasing movement of soldier pile.

2.1 Input parameters

Numerical modelling has been carried out in sand and for the description of the soil the Hardening soil model – HS (Fig. 2) has been used. The sand was classified according to EN ISO 14688-1 as "Sa". The void ratio was $e = 0.524$ in the natural state [11]. The sample was taken to conduct an extensive and complex laboratory tests to determine the input parameters for selected constitutive models. Oedometer, shear box and triaxial (CD test) test were performed on the samples. Oedometer test was used to determination of modulus $E_{oed}^{ref}$ for HS model with the reference stress $p_{ref} = 100$ kPa. The result from oedometer and its calibration of HS model is shown in Fig. 3a. Angle of friction $\varphi_{ef}$ and the cohesion $c_{ef}$ were determined from shear box test. Triaxial CD test was used to determination of reference modulus $E_{S0}^{ref}$ and $E_{ur}^{ref}$ for HS model with the reference stress $p_{ref} = 100$ kPa. In order to determine $E_{ur}^{ref}$ parameter, unloading of the sample was carried out. Figure 3b shows stress-strain diagram from experiment (blue line) and calibrated stress – strain diagram with usage HS model. The laboratory tests were done in the geotechnical laboratory of the Faculty of Civil Engineering, Brno University of Technology.
The input parameters for Hs model are summarized in Table 1.

**Table 1**: Input parameters for sand

<table>
<thead>
<tr>
<th>$\gamma_{\text{unsat}}$</th>
<th>$E_{50}^{\text{ref}}$</th>
<th>$E_{\text{red}}^{\text{ref}}$</th>
<th>$E_{\text{ur}}^{\text{ref}}$</th>
<th>$m$</th>
<th>$c'$</th>
<th>$\varphi'$</th>
<th>$\nu_{\text{ur}}$</th>
<th>$R_f$</th>
<th>$p_{\text{ref}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[kN/m$^3$]</td>
<td>[MPa]</td>
<td>[MPa]</td>
<td>[MPa]</td>
<td>[-]</td>
<td>[kPa]</td>
<td>[°]</td>
<td>[-]</td>
<td>[kPa]</td>
<td>[-]</td>
</tr>
<tr>
<td>17.6</td>
<td>22,567</td>
<td>11,22</td>
<td>59,14</td>
<td>0.50</td>
<td>0.1</td>
<td>40</td>
<td>0.2</td>
<td>0.8</td>
<td>100</td>
</tr>
</tbody>
</table>

### 2.2 Description of numerical calculations

For 2D calculations the plane strain condition is considered. General tensor of proportional deformations consists of 6 terms (3) in plane by equitation (4) reduce to triple tensor (5).

\[
\varepsilon_{3D}^T = \{\varepsilon_{xx}; \varepsilon_{yy}; \varepsilon_{zz}; \gamma_{yz}; \gamma_{zx}; \gamma_{xy}\}
\]

\[
\varepsilon_{zz} = -\frac{\partial W}{\partial z} = 0; \quad \gamma_{yz} = -\frac{\partial W}{\partial y} \frac{\partial V}{\partial z} = 0; \quad \gamma_{zx} = -\frac{\partial W}{\partial x} \frac{\partial U}{\partial z} = 0
\]

\[
\varepsilon_{3D}^T = \{\varepsilon_{xx}; \varepsilon_{yy}; \gamma_{yy}\}
\]

The restrction of the deformation in the plane of retaining system cannot take into account...
spatial character of the earth pressure under the bottom of the excavation with limited effective width. It leads to the conservative calculation of the passive earth pressure which can flow into non-economic design of such a retaining structure. For the purpose of examination of the passive earth pressure redistribution under the bottom of the excavation, the software Plaxis 3D Tunel v 2.2 has been used. For the example analysis the cut-out from the excavation pit with the high of 4m has been modelled. The example has been modelled as symmetrical with the axis in the middle distance between the soldier piles. The soldier piles have been embedded 2m, 3m and 4m under the bottom of the excavation. The distance of the soldier piles in the spatial analysis has been 1,0m; 1,5m; 2,0m; 2,5m and 3,0m. The soldier pile has been modelled as stiff element with the plan dimensions 275x275mm. The dimensions of 3D models are 10,25m (high), 13,5m (depth) and width is variable. The number of elements varies from 6030 to 7596. In the calculations only a part under the bottom of the excavation has been modelled mainly because of the time savings. The part above the bottom of the excavation has been substituted by equivalent geostatic stress. When considering the excavation pit 4m high and the bulk density 20kN/m³ of the soil above the bottom, the upper edge of the models has been loaded by the distributed load of 80kPa. Figure 4 represent 3D model with the distance of the soldier piles 3,0m and the embedded depth of 4,0m.

In order to mobilise passive earth pressure the soldier pile has been subjected to prescribe deformation. This prescribe load has been increasing until the steady state of the passive force. The construction staged are summarised in Table 2.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name of Stage</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initial conditions</td>
<td>For simulation of geostatic stress above the bottom of excavation POP=80kPa</td>
</tr>
<tr>
<td>2</td>
<td>Soldier Pile Construction</td>
<td>Staged construction</td>
</tr>
<tr>
<td>3</td>
<td>Primary prescribe deformation – 5mm</td>
<td>Staged construction</td>
</tr>
<tr>
<td>4</td>
<td>Increasing of prescribe deformation</td>
<td>Staged construction - incremental multipliers, M_dis=2.0</td>
</tr>
</tbody>
</table>

The variations of the calculations in the parametrical studies are summarised in the Tab. 3.
Table 3: Description of performed calculations

<table>
<thead>
<tr>
<th>ID-3D</th>
<th>( \varphi ) (°)</th>
<th>( L ) (m)</th>
<th>( t ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a; 1b; 1c</td>
<td>30,35,40</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>2a; 2b; 2c</td>
<td>30,35,40</td>
<td>1.00</td>
<td>3.00</td>
</tr>
<tr>
<td>3a; 3b; 3c</td>
<td>30,35,40</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>4a; 4b; 4c</td>
<td>30,35,40</td>
<td>1.50</td>
<td>2.00</td>
</tr>
<tr>
<td>5a; 5b; 5c</td>
<td>30,35,40</td>
<td>1.50</td>
<td>3.00</td>
</tr>
<tr>
<td>6a; 6b; 6c</td>
<td>30,35,40</td>
<td>1.50</td>
<td>4.00</td>
</tr>
<tr>
<td>7a; 7b; 7c</td>
<td>30,35,40</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>8a; 8b; 8c</td>
<td>30,35,40</td>
<td>2.00</td>
<td>3.00</td>
</tr>
<tr>
<td>9a; 9b; 9c</td>
<td>30,35,40</td>
<td>2.00</td>
<td>4.00</td>
</tr>
<tr>
<td>10a; 10b; 10c</td>
<td>30,35,40</td>
<td>2.50</td>
<td>2.00</td>
</tr>
<tr>
<td>11a; 11b; 11c</td>
<td>30,35,40</td>
<td>2.50</td>
<td>3.00</td>
</tr>
<tr>
<td>12a; 12b; 12c</td>
<td>30,35,40</td>
<td>2.50</td>
<td>4.00</td>
</tr>
<tr>
<td>13a; 13b; 13c</td>
<td>30,35,40</td>
<td>3.00</td>
<td>2.00</td>
</tr>
<tr>
<td>14a; 14b; 14c</td>
<td>30,35,40</td>
<td>3.00</td>
<td>3.00</td>
</tr>
<tr>
<td>15a; 15b; 15c</td>
<td>30,35,40</td>
<td>3.00</td>
<td>4.00</td>
</tr>
</tbody>
</table>

3 RESULTS AND DISCUSSION

In the previous studies and analysis, primarily, small slenderness ratios were taken into account and the interaction between the adjacent structural elements was not considered (Fig. 5). The objective of the performed numerical analysis in this study was to investigate just the range of higher slenderness. Blum approach [2], Weissenbach approach [10] and partially Benmebarek et al. [1] should be used for comparisons because their researches partially covers the range of higher slenderness, but still without taking into account the interaction between the adjacent passive wedges. Only exception is the theory derived by Weissenbach which is used in German standard in order to design the soldier beam walls.

In the first step, the comparisons for the resulting passive earth force \( E_{ph} \) in case of different \( b/d \) ratios and different angles of internal friction were done (Fig. 6-8). The numerically determined values of \( E_{ph} \) forces are then compared with resulting passive forces calculated by Weissenbach approach [10]. The values of \( E_{ph} \) forces are calculated for two cases. Firstly, the adjacent passive wedges overlap each other (6a). Secondly, the adjacent passive wedges do not overlap each other (6b). The value of \( E_{ph} \) (1) force calculated by Blum [2] is also shown in the graphs.

\[
L < 0.5d \land \delta = 0 \Rightarrow E_{ph} = \frac{1}{2} \cdot \gamma \cdot \omega_{ph} \cdot L \cdot d^2 \land c = 0 \quad \Rightarrow \quad \omega_{ph} = K_{ph} \quad (6a)
\]

\[
L \geq 0.5d \land \delta = 0 \Rightarrow E_{ph} = \frac{1}{2} \cdot \gamma \cdot \omega_{ph} \cdot d^3 \land c = 0 \quad \land \quad \omega_{k}[5] \quad (6b)
\]

The analysis confirmed that the effect of adjacent elements is not negligible. It is apparent from the results that the increase of soldier pile distance for constant \( b/d \) ratio causes also the passive earth force increase. This tendency is related to the overlapping of passive wedges for the case of small soldier pile distances \( L \). The results also showed rapid rise in passive force for lower \( b/d \) ratio. There is a reasonable consistency in resulting forces between computed results and results according to Weissenbach [10]. Blum [2] indicates lower forces values in contrary to the numerical results. It is probably caused by the fact that the simplified passive
wedge geometry is used in Blum solution.

In the second step we focused on the parameter $\omega_R$ determination which used Weissenbach in his approach in order to affect spatial character of the passive earth pressure in case of analysing the constructions with limited width. This parameter was derived from (6a and 6b) where numerically calculated value of $E_{ph}$ was substitute to the left part of the equation. Zero cohesion was assumed in soil parameters; the second equation member is therefore equals to zero. The numerically determined values of $\omega_R$ coefficient were compared again with values according to Weissenbach (Fig. 9÷11). It is apparent from the results that the $\omega_R$ values are directly proportional to the soldier pile distance, which confirms previous statement that the passive earth force is directly proportional to the soldier pile distance. The numerically determined values of $\omega_R$ are higher in comparisons with values by Weissenbach. These difference results in higher passive earth forces in case of FEM analysis. This tendency is even more evident for higher b/d ratio.

Figure 5: Scheme - influence of adjacent passive wedges

Figure 6: Comparison of $E_{ph}$ with Weissenbach and Blum for $\varphi = 30^\circ$ and $\delta/\varphi = 0^\circ$ for different values of b/d ratio.

Figure 7: Comparison of $E_{ph}$ with Weissenbach and Blum for $\varphi = 35^\circ$ and $\delta/\varphi = 0^\circ$ for different values of b/d ratio.
Chalmovsky, J., Fiala, R. and Mica, L.

Figure 8: Comparison of $E_{pb}$ with Weissenbach and Blum for $\phi = 40^\circ$ and $\delta/\phi = 0^\circ$ for different values of $b/d$ ratio.

Figure 9: Comparison of $\omega_R$ with Weissenbach and Blum for $\phi = 30^\circ$ and $\delta/\phi = 0^\circ$ for different values of $b/d$ ratio.

Figure 20: Comparison of $E_{pb}$ with Weissenbach and Blum for $\phi = 35^\circ$ and $\delta/\phi = 0^\circ$ for different values of $b/d$ ratio.

Figure 31: Comparison of $\omega_R$ with Weissenbach and Blum for $\phi = 40^\circ$ and $\delta/\phi = 0^\circ$ for different values of $b/d$ ratio.

The last step of the analysis was determination of 3D passive earth pressure coefficients ($K_{P,3D}$) for different soldier pile distance ($L$), embedment depth ($d$) and angles of internal friction ($\phi'$). Using $K_{P,3D}$ (7) coefficients instead of $\omega_r$ might by also the way how to involve the spatial effect in 2D solution.

\[
E_{pb} = \frac{1}{2} \times \gamma \times d^2 \times b \times K_{P,3D}
\]

\[
K_{P,3D} = \frac{2 \times E_{pb}}{\gamma \times d^2 \times b}
\]

(7)

The computed values of passive earth coefficient $K_{P,3D}$ are listed in Table 4. The table shows that the passive earth pressure coefficient value are not only depended on distance $L$ and angle of internal friction $\phi'$, but also on the embedment depth $d$. For large values of embedment
length \( d \), the 3D effect decrease the value of \( K_{p,3D} \) for small distances \( L \). The rate of decreasing is also affected by angle of internal friction \( \varphi \). Note: In all presented analysis is values of soil-wall interface friction \( \delta/\varphi = 0^\circ \).

<table>
<thead>
<tr>
<th>( b/d )</th>
<th>( \varphi )</th>
<th>( L )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>0.07</td>
<td>30°</td>
<td>22.92</td>
</tr>
<tr>
<td>0.09</td>
<td>35°</td>
<td>31.18</td>
</tr>
<tr>
<td>0.14</td>
<td>40°</td>
<td>37.64</td>
</tr>
<tr>
<td>0.07</td>
<td>30°</td>
<td>22.99</td>
</tr>
<tr>
<td>0.09</td>
<td>35°</td>
<td>31.58</td>
</tr>
<tr>
<td>0.14</td>
<td>40°</td>
<td>38.86</td>
</tr>
</tbody>
</table>

### 4 SUMMARY AND CONCLUSIONS

Set of 3D numerical models were created in order to analyse the distribution of passive earth pressures behind the soldier pile wall, which is a truly spatial phenomenon. Parallel horizontal prescribed displacement with no rotation was applied on the soldier pile. Soldier pile was modelled as a rigid member. The interface elements were not used. The FEM calculation results are presented in form of passive earth forces.

The passive earth pressure increase with increasing soldier pile distance. This is due to the passive wedges overlapping. Passive earth force also grows exponentially with increasing slenderness. Calculated forces are in reasonable match with Weissenbach [10]. Blum [2] indicates lower forces values in contrary to the numerical results.

Numerical analysis have showed, that the coefficients \( \omega_R \) respectively \( \omega_{ph} \) are directly proportional to the soldier pile distance, which is in agreement with Weissenbach, however Weissenbach underestimates the \( \omega_R \) respectively \( \omega_{ph} \) values in comparisons to the numerical results. The differences are bigger for higher values of slenderness.

Final part of the article was focused on comparison of passive earth pressure coefficients \( K_{p,3D} \) for different soldier pile distances and embedment length. It is obvious from the result that coefficient \( K_{p,3D} \) is directly proportional to the soldier pile distance. The differences are, however, smaller for bigger soldier pile distances, because of the fact, that passive wedges doesn’t influence each other for bigger distances and they start to be independent on soldier pile distance.

For further research, parametric study with non-zero soil-wall friction angles, with another type of deformation (rotation) and also with considering non-rigid soldier pile will be undertaken. Spatial passive earth pressure for cohesive soils will be also analysed.
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SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>Width of soldier pile (m)</td>
</tr>
<tr>
<td>c</td>
<td>Cohesion, effective (kPa)</td>
</tr>
<tr>
<td>d</td>
<td>Embedment depth (m)</td>
</tr>
<tr>
<td>$E_{oed}^{ref}$</td>
<td>Tangent stiffness for primary oedometer loading (kPa)</td>
</tr>
<tr>
<td>$E_{s0}^{ref}$</td>
<td>Secant stiffness in standard drained triaxial test (kPa)</td>
</tr>
<tr>
<td>$E_{ur}^{ref}$</td>
<td>Unloading/reloading stiffness (kPa)</td>
</tr>
<tr>
<td>$E_{ph}$</td>
<td>Resulting passive earth pressure force (kN)</td>
</tr>
<tr>
<td>$K_{p,3D}$</td>
<td>3D passive earth pressure coefficients</td>
</tr>
<tr>
<td>L</td>
<td>Horizontal distance of soldier pile (m)</td>
</tr>
<tr>
<td>m</td>
<td>Power for stress-level dependency of stiffness (-)</td>
</tr>
<tr>
<td>$R_f$</td>
<td>Failure ratio (-)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Unit weight of soil (kNm$^{-3}$)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Angle of internal friction, effective (°)</td>
</tr>
<tr>
<td>$\nu_{ur}$</td>
<td>Poisson’s ratio for unloading-reloading (-)</td>
</tr>
<tr>
<td>$\omega_R/\omega_{ph}$</td>
<td>Coefficient by Weissenbach</td>
</tr>
</tbody>
</table>
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Abstract: The paper, based on ANSYS/LS-DYNA software, made a computational study on the overload characteristic curves of projectile penetrating metal objects. Adopting Lagrange method, Lagrangian-Eulerian coupling algorithm and SPH method, respectively, simulated the over-load characteristics of projectiles penetrating single-layer steel plates and multi-layer steel and aluminum alloy plates. The results affirmed that the curves agreed well with each other. The curves reached its peak during every penetrating layer and the accelerator peak declined with layers increasing. And the overload value fluctuated around zero during the penetrating interval. The fact, gained from the velocity curves, was that it dropped gradually, however, reached a plateau during the interval, suggesting that the velocity kept constant, and overload value came to zero. The simulation and the experimental results of penetrating the multi-layer aluminum alloy plates were in well accord. Besides, the overload curves shared the same trends with penetrating the multi-layer steel plates.

1 INTRODUCTION

As for studies about penetrating, consulting the references available, no matter experimental and simulation study, mechanism study gained the major focus. Nesterenko et al [1], using the steel-made columned and conical projectiles to penetrate into the targets of Ti–6Al–4V alloy, study the microstructure, and analyzed its effect on the anti-penetration property. Bøvik et al [2-6] and Dey et al [7-9], made a series of computational simulations and experiments to penetrate the Weldox 460 E steel plates systemically, to investigate the size effect. And Bøvik et al [10-11] also made some studies about penetrating the AA5083-H116 and AA6005-T6 plates. Besides, Gupta et al [12-13] focused on the penetrating mechanism changes ascribed from the projectiles’ figure, plates’ thickness, by using the penetrating experiments of 1100-H12 aluminum alloy plates with thickness below 3mm. The studies concentrated on the distortion mechanism of the targets and the projectile velocities after penetrating, but it would be difficult to get the overload characteristic curves
from the results, especially, the projectile overload curves could be seldom offered in the simulation study.

Based on the actualities, the paper, based on the ANSYS/LS-DYNA code, made studies about the overload characteristic curves by simulating the penetrating steel, aluminum alloy plates with different layers.

2. THE SELECTION OF CONSTITUTIVE MODELS

(1) Projectile
In order to get fine comparisons with experimental results[14], projectiles, which were made of 35CrMnSiA, with weight 3.2 kg, diameter 62 mm, length 215 mm, and its head arc semi-diameter 70 mm, impacted the target plates with the speed 800 m/s.

(2) Target plates
The target plates, were made of 45# steel, with the size of 10 mm×1200mm×1200mm.

(3) Ascertaining material model and parameters
The plastic Kinematic Model in the LS-DYNA code was adopted, with rate enhancement Cowper-Symonds model [15]. Table.1 showed the materials parameters after consulting Hu Changming et al [15].

<table>
<thead>
<tr>
<th>Material</th>
<th>Density / (kg/m³)</th>
<th>Modula /GPa</th>
<th>Yield strength /MPa</th>
<th>Plastic harding modula/GPa</th>
<th>Passion ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>35CrMnSiA</td>
<td>8.0×10³</td>
<td>206</td>
<td>1 275</td>
<td>2.0</td>
<td>0.284</td>
</tr>
<tr>
<td>45#steel</td>
<td>7.85×10³</td>
<td>200</td>
<td>496</td>
<td>0.5</td>
<td>0.28</td>
</tr>
</tbody>
</table>

3 OVERLOAD CURVES SIMULATIONS DURING PENETRATING

3.1 penetrating the single steel plate with the thickness 10mm

Adopting Lagrange method, Lagrangian-Eulerian coupling algorithm and SPH method in LS-DYNA code, simulated penetrating and got the over-load characteristic curves, in consequence

(1) Lagrange method
Considering the ratio of the target plate to the projectile diameter, and for optimal computation, a relevant axial symmetry model was built with the adoption of 4-node-2D axial symmetry mesh. And the section along the thick direction of the target plate model was divided into 24 meshes, which adopted single point integrals and sandglass control. The chart.1 showed the penetrating model and the local meshes schematically. And plastic
Kinematic model were selected for the projectile and target plate material.

![Penetrating model and the local meshes of Lagrange method axial symmetry model](chart1)

The over load curves, gained from computational simulation, was showed in Chart 2, displaying that over load peak reached about 93,000g, and the length of the pulse came to about 60 μs.

![Overload curves got from Lagrange method axial symmetry model](chart2)

(2) Lagrangian-Eulerian coupling algorithm
The whole model was divided into single-node integration hex meshes, and a quarter was used to make computing simulation, just for optimal computation. The center section of the target plate was compartmentalized densely into Eulerian finite meshes. Chart 3 gave the schematic of the whole projectile mesh, and the diagram of penetrating the target plate at 120 seconds, respectively.
And the result of the computational simulations, showed in Chart 4, told that, the overload peak came to 92,000g around, with about 60μs’ pulse length.

Chart 4: Overload curve from Lagrangian-Euler coupling algorithm

(3) SPH method

The center section of the target plate with the dimension of 100mm×100mm×10mm was defined as SPH particles, with the number of 100×100×10 respectively. The rest were divided by Lagrangian hexahedron mesh. The contact between particles and lagrangian mesh was defined as boundary contact, whereas the contact between particles and projectile was defined as the contact of node to face. The chart 5 showed the schematic of the penetrating process.
The overload curve of the simulation, shown as chart 6, revealed the maximum of the acceleration can reached about 90,000, with the pulse length of 60μs around.

Comparing with the over-mentioned results, rather difference could be found between the 3 methods. The axial symmetry model have predominated for its rather small computational amount and enough complexity. Thus, the axial symmetry model would be elected in the following simulations.

3.2 The investigation into the overload curves of penetrating multi-layer steel plates

Same to the above-mentioned conditions, over load curves were simulated to investigate into the penetrating into the multi-layer steel plates. The model diagram were shown as Chart 7, with the gap 250 mm, the thickness of 14 mm, 10 mm for two layers, three layers steel plates respectively.
Chart 7: The model diagram of penetrating multi-layer steel plates

Chart 8: The distortion schematic after penetrating multi-layer steel plates

Chart 9 and 10 displayed the overload curves and velocity curves after penetrating two typical plates shown as the above charts.

Chart 9: The overload and velocity curves of penetrating two layers steel plate
The chart 9 and 10 displayed that three distinct peaks could be gained during the penetrating each layer (shown as (a)), and the accelerator sharply descend as the layer increased. During the penetrating interval, the over load fluctuated around zero. Besides, the velocity curve revealed that, during the penetrating each layer, the curve value dropped linearly, whereas during the interval, the value came to a plateau which explained the values kept about constant and the over load value went down towards zero.

3.3 The simulation of penetrating the multi-layer aluminium alloy plates

(1) Establishing model

45# mild steel was elected as the projectile material, and the projectile was modeled with the diameter of 12.7mm, length of 51mm, the mass of 48.5g, and the half ball head. The target plate was modeled as a sandwiched structure, made of the two layers (LY12-CZ, and 2mm in thickness), and foam core (10mm in thickness) sandwiched within the layers. The dimension of the target plate is 300 mm×300 mm×(2 mm+10 mm+2 mm). The Plastic Kinematic Model was elected as the material model for the projectile and the target plate. LY12-CZ was adopted as no strain rate effect.

The table 2 showed the material parameters.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density / kg/m³</th>
<th>Modula / GPa</th>
<th>Yield strength /MPa</th>
<th>Plastical harding modula/GPa</th>
<th>Passion ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>LY12-CZ</td>
<td>2 780</td>
<td>72</td>
<td>345</td>
<td>0.69</td>
<td>0.3</td>
</tr>
<tr>
<td>foam</td>
<td>200</td>
<td>0.9</td>
<td>8.3</td>
<td></td>
<td>0.33</td>
</tr>
<tr>
<td>45# steel</td>
<td>7 850</td>
<td>200</td>
<td>496</td>
<td>0.5</td>
<td>0.28</td>
</tr>
</tbody>
</table>
(2) Computational model
As shown as the chart 11, a quarter of the whole model was used for simulation, and the impact section (within the three times of the projectile diameter) was compartmentalized densely in order to ensure the enough accuracy. The rest was divided normally for proper computational amount.

Chart 11: finite element model of penetrating the aluminum alloy plate

(2) Computational results
The table 3 showed the experimental initial velocity, residual velocity and the computational residual velocity.

<table>
<thead>
<tr>
<th>Sandwiched plate</th>
<th>Initial velocity</th>
<th>Residual velocity (Exp.)</th>
<th>Residual velocity (Com..)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>191.3</td>
<td>169.8</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>93.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>104.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>109.2</td>
<td>26.4</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>73.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abstracted from the table 3, the conclusion was that the simulation velocity went to the experimental velocity very nearly, thus the computational simulation could captured the experiments well.

The accelerator curves and velocity curves were shown as chart 12, gain from the simulation with the initial projectile velocity from 109 m/s, 191 m/s and 250 m/s.
Chart 12: Model I simulation results
The chart 12 displayed that the over load peaks increased sharply with the initial velocity gaining, resulting in the penetrating time shortening. During the penetrating with the initial velocity of 109 m/s, the accelerator value could reach 38,000g around for the first peak, the second could drop to about 30,000g, and the whole penetrating time could span about 0.44ms. As for the initial velocity of 191 m/s, the accelerator value could reach 45,000g around for the first peak, the second could drop to about 35,000g, and the whole penetrating time could span about 0.18ms. For the initial velocity of 250 m/s, the accelerator value could reach 78,000g around for the first peak, the second could drop to about 62,000g, and the whole penetrating time could span about 0.12ms.

4. CONCLUSION

(1) Based on the Lagrange method, Lagrangian-Eulerian coupling algorithm and SPH method, the computational results were in satisfactorily agreement among them.

(2) Simulating penetrating the multi-layer steel with certain distance, the results explained that the over load value reached its peak within penetrating the each layer, and the accelerator value dropped with the layer increasing. But during the interval, the over load values fluctuated about zero. Abstracted from the velocity curves of penetrating each steel plate, the curve descended linearly, whereas, the curve reached a plateau within the interval, meaning the velocity kept constant, and the over load value went to zero.

(3) Comparing with the experimental and simulation results from penetrating the foam core sandwiched with two layers, the results were in well agreement. The computational overload curve shared the same trend with the penetrating the multi-layer steel plate.
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Abstract. The proposed paper presents a numerical study on the formation of shear bands at localized regions in two ferrite steel alloys, HSLA-65 and DH-36, subjected to certain range of velocity impact. Constitutive relations developed by the author [1] for ferritic steels is utilized in simulating the thermal and athermal parts of the flow stress over a wide range of temperatures and strain rates. The proposed plasticity model is implemented into the commercially well-known finite element software ABAQUS through VUMAT user subroutine. This implementation enables studying the shear band formation over a wide range of initial temperatures and strain rates in a cylindrical hat-shaped specimen with certain dimensions where the location of shear localization preceding shear band formation is forced to be between the hat and the brim. Sensitivity analysis is performed on different mesh configurations in order to select the optimum mesh. Another sensitivity analysis is also performed on the constitutive plasticity model material parameters to study their effect on the shear bands formation. Several conclusions related to the width of the shear bands considering the velocity load and initial temperatures will be discussed throughout this work.

1 INTRODUCTION

Numerous studies on the formation of shear bands (shear localization) were conducted due to their importance as deformation mechanism especially during high speed loading (i.e. impact loading). The high concentration of strains in a particular location of a steel structure is a physical phenomenon that can be observed in reality and in laboratory testing. Areas of high strain concentrations can be developed in specimens prepared in the lab and tested under wide range of strain rates and temperatures. Even when the strain rate is low, the increase of plastic strains in the areas of strain concentration is fast and associated with higher than average dissipation of energy. Studying the development of shear bands is very important because they dominate the deformation and fracture modes in many metals. It is usual to observe strain localization in ductile materials like metals, but also can be observed in composite structures made of brittle and ductile components. The newly developed physically based constitutive viscoplastic model by the author [1] is utilized in investigating shear localization in ferrite steel over wide range of temperatures and strain rates. This proposed model is implemented in the well-known commercial finite element software ABAQUS.
through the material subroutine VUMAT. This implementation is utilized in this study to investigate the dynamic simulation of adiabatic shear localization in a cylindrical hat-shaped sample where large shear strains are generated in a small region during compression mode [2].

Two high strength steels were considered in the proposed comparisons: DH-36 and HSLA-65 that are used in naval and other structural applications. They may be subjected, in their naval use, to high-rate loading due to collision or impact which, in turn, requires high toughness and high strength under variable conditions including various temperatures and strain rates. High strength low alloy (HSLA) steels were first used in 1960s by developing alloy of low-carbon steels with Niobium (Nb), Vanadium (V) and Titanium (Ti). HSLA-65 was recently developed with 65 ksi (450MPa) yield strength allowing the use of thinner plates to reduce the weight of the structure. DH-36 is commonly used in the manufacture of vessels and submarines. As ship hull steel, especially in high-speed sealift vessels, it may be subjected to high-rate loading due to collision, impact, or explosion. The major alloy content of the two investigated steels is given by Nemat-Nasser and Guo [3-4]. In addition to more than 97% of iron, the microstructure of HSLA-65 and DH-36 is mainly composed of 1.4% and 1.37% of Manganese (Mn), 0.24% and 0.22% of Silicon (Si), and 0.08% and 0.14% of Carbon (C), respectively. Moreover, the alloy content of HSLA-65 contains very small portion of copper (<0.01%) as compared to DH-36 (0.14%).

2 MICROSTRUCTURE-BASED VISCOPLASTICITY IN FERRITIC STEEL

Accurate determination of plasticity models capable of predicting the flow stress of metals in general and steel in particular is not easy because of the coupling effects of strain, strain rate and temperature. The flow stress dependency of the above-mentioned three parameters becomes very significant at higher temperatures and strain rates. It was observed experimentally by different authors that the variation of stress strain curves at a certain strain rate and different temperatures or at certain temperature and different strain rates appear at yielding point and almost no variation was noticed in the hardening curves. The proposed model additively decomposes the flow stress into athermal and thermal components which coincides with the experimental observation. The athermal component is independent of strain rate and related to strain hardening, \( R(p) \), and small portion of the yield stress, \( Y_a \). The thermal component is mainly controlled by yield stress and shows a coupled effect of temperature and strain rate. The static definition of the yield function represented by the athermal flow stress is shown in Eq. (1):

\[
f = \sigma_{eq} - Y_a - R(p)
\]

The thermal component represents the dynamic stress that exceeds the static yield surface. This stress is related to the reference viscosity, \( \eta_{op} \), and threshold yield stress, \( \hat{Y} \). The reference viscosity is the minimum value that can be achieved at very high temperature. The viscosity parameter (known as relaxation time), \( \eta_{op} \), is very important when it comes to finite element implementation of viscoplasticity because it helps in introducing a physical length
scale that is used in regularizing some problems encountered in finite elements computation. It also allows the spatial difference operator in the governing equations to retain its ellipticity. The dynamic stress is presented by Eq. (2) and viscoplastic multiplier is shown in Eq. (3) by rearranging Eq. (2).

\[ \sigma_{th}^\nu = \dot{Y}(1 - (-\beta_2 T \ln(\eta^\nu_0 \dot{\lambda}^\nu))(\eta^\nu_0)^{\frac{1}{\mu}})^{\frac{1}{\eta^\nu}} \]  

(2)

\[ \dot{\lambda}^\nu = \frac{1}{\eta^\nu(T)} \phi(\sigma_{th}^\nu, T, \dot{Y}) \]  

(3)

The overstress function presented in Eq. (4) and the viscosity parameter shown in Eq. (5) are explicitly temperature related variables. \( \dot{Y} \) is chosen in normalizing the overstress function.

\[ \phi(\sigma_{th}^\nu, T, \dot{Y}) = \exp(1 - \left( \frac{1}{\beta_2 T} \right)^{\frac{1}{\eta^\nu}}) \]  

(4)

\[ \eta^\nu = \eta^\nu_0 \exp(\frac{1}{\beta_2 T}) \]  

(5)

The hardening \( R(p) \) which is strain dependent component of flow stress is defined in Eq. (6).

\[ R(p) = B(1 - e^{-\lambda\gamma})^2 \]  

(6)

where the reference viscosity parameter, the threshold yield stress, the athermal yield stress and the parameter \( \beta_2, B \) are related to the microstructure physical quantities as follows:

\[ \tilde{B} = m \alpha_0 \mu_0 \left( \frac{m}{k} \right)^{\frac{1}{2}} \; \eta^\nu_0 = (m b \rho_d)^{-1} \tau_{wo} \]

\[ \dot{Y} = m \alpha_0 \mu_0 \frac{b^2}{A_0} ; \; Y_o = \alpha \mu \left( \frac{b}{D_g} \right)^{\frac{1}{2}} \; \beta_2 = \frac{K}{G_o} \]  

(7)

Where \( b \) is the magnitude of the Burger vector, \( m \) is the orientation factor that relates the shear stress to the normal stress \( \sigma = m \tau \) where \( m = \sqrt{3} \) for the case of the von Mises flow rule, \( \mu \) is the shear modulus; \( \alpha \) is an empirical coefficient, \( K \) is the Boltzmann’s constant, \( G_o \) is the Gibbs energy at zero Kelvin temperature, \( M \) represents the dislocation multiplication factor, \( k \) is the annihilation factor, \( D_g \) is the grain size, \( \tau_{wo} \) is the time that a dislocation wait at
an obstacle and \( \tau_{\text{mov}} \) is the lowest value, 
\[
m = \sqrt{M_y M_y}
\]
where \( M_y \) is the Schmidt orientation tensor, \( d \) is average distance the dislocation moves between the obstacles, \( \rho_y = l_y^2 \) is the initial dislocation density and \( l_y \) is the initial dislocation distance. An explicit definition of the length scale parameter \( l \) which is taken as initial value of dislocation distance can be derived in terms of microstructure physical quantities by rearranging the definition of the viscosity parameter in Eq. (7) as follows:
\[
l = \left( a c \eta_{\text{o}} \right) \frac{1}{c}, \quad \text{where: } a = m b; \quad c = d / t_w
\]
(8)
The \( c \) parameter in Eq. (8) is actually the elastic wave propagation velocity in the material whereas \( a \) parameter is a proportional factor that depends on the particular initial boundary value problem under consideration. Once the viscosity parameter is calculated, the viscoplastic strain tensor is obtained by the following relation:
\[
\dot{\lambda}^{\text{vp}} = \dot{N}^{\text{vp}} \frac{\partial f}{\partial \tau} = \dot{\lambda}^{\text{vp}} \frac{\partial \sigma^{eq}}{\partial \tau}
\]
(9)
Where:
\[
\partial \sigma^{eq} = \left( 3 \tau_y \tau_y / 2 \right)^{1/2}
\]
represents the equivalent stress, which is defined based on von Mises yield criterion in terms of the deviatoric stress, \( \tau_y = \sigma_{yy} - \delta_{mm} \delta_{yy} / 3 \). The evolution equation for the dislocation density utilized in deriving the proposed ferrite steel model resulted in an exponential relation for the strain hardening as shown in Eq.(10) which shows the combined athermal and thermal stresses.
\[
\sigma = c_1 + c_2 \sqrt{1 - e^{-\dot{\varepsilon}_p}} + c_4 \left( 1 - (c_5 T - c_6 T \ln \dot{\varepsilon}_p)^{q_1} \right)^{q_2}
\]
(10)
The material parameters \( c_1-c_6 \) appeared in the above constitutive relations are related to the microstructure physical quantities as explained before in Eq. (7) as follows:
\[
c_1 = Y_c; \quad c_2 = B; \quad c_3 = k; \quad c_4 = \dot{Y}; \quad c_5 = \beta_2 \ln \left( \frac{1}{\eta_{\text{o}}^{\text{p}}} \right); \quad c_6 = \beta_2
\]
(11)
The above relation clearly shows the coupling effect of strain rate and temperature on the yield stress where \( \sigma \) is the equivalent stress, \( \dot{\varepsilon}_p \) is the equivalent plastic strain, \( \dot{\varepsilon}_p \) is the equivalent plastic strain rate, \( T \) is the temperature in Kelvin, and \( q_1 \) & \( q_2 \) are constants defining the shape of the short-range barriers. The material constants \( c_2 \) and \( c_3 \) define the strain dependent athermal component of the flow stress, \( c_1 \) represents an additional athermal stress, \( c_4 \) represents the threshold yield stress at which the dislocation can overcome the barriers without the assistance of thermal activation, \( c_5 \) and \( c_6 \) are two thermal activation parameters characterizing the thermal component of the flow stress and are related to the reference Gibbs energy at zero absolute temperature, Boltzmann's constant, reference dislocation velocity, and initial dislocation density [1]. In Eq. (10), the thermal component of
the flow stress is non-negative, thus, the term \((c_s T - c_6 T \ln \varepsilon \dot{p})\) should be set equal to zero when the temperature exceeds the critical value. The critical temperature defines the stage of deformation at which the thermal stress is completely vanished. This critical value; however, is strain rate dependent and can be defined as follows:

\[
T_{cr} = (c_s - c_6 \ln \varepsilon \dot{p})^{-1}
\]  

(12)

3 SHEAR LOCALIZATION IN CLYNDYRICAL HAT-SHAPED SAMPLES

The developed constitutive model is implemented in ABAQUS via user's material subroutine VUMAT. ABAQUS/Explicit version is used to perform finite element simulation on hat-shaped modeled specimens and to investigate the formation of shear bands in ferrite steel such as HSLA-65 and DH-36. Experimental investigation of the dynamic deformation response of hat-shaped specimen shown schematically in Figure 1(a) was adopted by different authors. The dimensions of the specimens used in these studies differ from one author to another. The dimensions of the hat-shaped sample used in this study are presented in Table 1 and correspond to a study done by Perez-Prado [6]. The geometry was chosen in such a way that the inner diameter of the brim is shorter than the inner diameter of the hat by approximately 4.5% in order to sustain large amount of shear strain.

Table 1: Dimensions (mm) for ferrite steel hat-shaped sample

<table>
<thead>
<tr>
<th>r1</th>
<th>r2</th>
<th>r3</th>
<th>h1</th>
<th>h2</th>
<th>h3</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.53</td>
<td>4.85</td>
<td>5.08</td>
<td>15</td>
<td>7.0</td>
<td>6.97</td>
</tr>
</tbody>
</table>

Figure 1: (a) geometric description of the cylindrical hat-shaped specimen (b) FE model for a quarter portion of the hat-shaped specimen using axisymmetric mesh elements.
The geometry of the hat-shaped specimen enables modeling it using four-node axisymmetric elements of CAX4R ABAQUS type with shear region zone limited between the upper hat and lower brim portions. The advantage of the hat-shaped specimen is that the location of shear localization preceding shear band formation is forced to be between the hat and the brim. This is because the dimensions of the specimen were chosen in this study so that there is mismatching between inner radius of the brim ($r_2$) and the hat radius ($r_3$) to create an overlapping region. A region of high strain concentration is created as a consequence. The axisymmetric specimen is subjected to compression dynamic velocity load from the top at the hat and movement is restrained at the bottom as illustrated in Figure 1(b).

Three different mesh configurations were used to mesh the model geometry and the region of shear deformation as shown in Figure 2 (a). Mesh 1 represents a coarse mesh whereas Meshes 2 and 3 are of higher resolution. Figure 2(b) shows true path distance (Path-1) passing through the shear zone and perpendicular to the shear band. Simulations were carried out with the three mesh configurations to study the sensitivity of the results to mesh refinement. It was found out that shear stress-displacement curve presented in Figure 3(a) and plotted for an element located in the middle of the shear zone is not varying much when comparing with meshes 2 and 3. The same observation regarding mesh sensitivity was noticed when plotting the equivalent plastic strain along path 1 as presented in Figure 3(b). It is obvious that the coarse mesh 1 is not able to capture a reasonable value for the equivalent plastic strain along the same true path and is of no match to the results obtained from meshes 2 and 3. Mesh 2 was chosen to carry out the rest of the dynamic simulations since it achieved balance between the accuracy of the results and reducing the computational time especially when it comes to dynamic explicit integration computational scheme.
The geometry of the hat-shaped specimen enables modeling it using four-node axisymmetric elements of CAX4R ABAQUS type with shear region zone limited between the upper hat and lower brim portions. The advantage of the hat-shaped specimen is that the location of shear localization preceding shear band formation is forced to be between the hat and the brim. This is because the dimensions of the specimen were chosen in this study so that there is mismatching between inner radius of the brim (r2) and the hat radius (r3) to create an overlapping region. A region of high strain concentration is created as a consequence. The axisymmetric specimen is subjected to compression dynamic velocity load from the top at the hat and movement is restrained at the bottom as illustrated in Figure 1(b).

Figure 2: (a) Mesh refinements in the shear zone (b) Path 1 through the shear zone of the hat-shaped specimen

Three different mesh configurations were used to mesh the model geometry and the region of shear deformation as shown in Figure 2 (a). Mesh 1 represents a coarse mesh whereas Meshes 2 and 3 are of higher resolution. Figure 2(b) shows true path distance (Path-1) passing through the shear zone and perpendicular to the shear band. Simulations were carried out with the three mesh configurations to study the sensitivity of the results to mesh refinement. It was found out that shear stress-displacement curve presented in Figure 3(a) and plotted for an element located in the middle of the shear zone is not varying much when comparing with meshes 2 and 3. The same observation regarding mesh sensitivity was noticed when plotting the equivalent plastic strain along path1 as presented in Figure 3(b). It is obvious that the coarse mesh 1 is not able to capture a reasonable value for the equivalent plastic strain along the same true path and is of no match to the results obtained from meshes 2 and 3. Mesh 2 was chosen to carry out the rest of the dynamic simulations since it achieved balance between the accuracy of the results and reducing the computational time especially when it comes to dynamic explicit integration computational scheme.

Figure 3: (a) Shear stress for three different meshes configuration; (b) Distribution of the equivalent plastic strain for HSLA-65 across path 1 for different meshes configuration.

4 NUMERICAL SIMULATIONS RESULTS

The axisymmetric model was subjected to wide range of velocities and initial temperatures. The velocities applied were 0.5 m/s, 1 m/s 10 m/s, 20 m/s and 30 m/s whereas the temperatures were 77 K, 200 K, 296 K, 400 K and 500 K. The modeled specimen was dynamically compressed up to a total displacement of 0.20 mm. It was observed that the shear stress first reaches a peak value before it decreases with increasing displacement which means that the hardening mechanism of ferrite steel prevails at the initial stage during plastic deformation. When the plastic deformation evolves, the softening mechanism becomes dominant as heat is accumulating in the shear zone especially when the specimen is subjected to high rate adiabatic deformation. Figure 4 shows contour plot of the equivalent plastic strain (shear bands) in three-dimensional shape corresponding to three fourths of the hat-shaped specimen. The plastic strain concentration is obvious in the shear zone region.

Figure 4: Contour plot of the equivalent plastic strain (shear bands) at velocity =25 m/s and T0 = 296 K
A comparison between shear bands corresponding to simulation at different temperatures at the same velocity load is presented in Figures 5 and 6 for both HSLA-65 and DH-36 steels. It was observed that widths of the shear bands increase with temperature increasing. Figure 7 presents the distribution of the equivalent plastic strain in both steels at the end of the applied displacement along Path-1 passing through the center of the shear zone (shear band) at 25 m/s velocity and different temperatures. The distribution of the equivalent plastic strain is interpreted as the shear band width. The figures show that that the plastic strain peak is greatest when the temperature is lowest. For instance, the largest plastic strain is achieved at lowest temperature = 77 K. They also show the shear band width variation with respect to each initial temperature at the same compression velocity load. The widths of the shear zones range approximately from 0.5 to 1.0 mm in both steels depending on the initial temperatures and applied velocities. It can be concluded that the width of the shear band (localization) varies considerably with different initial temperatures.

Figure 5: Contours of the equivalent plastic strain (shear bands) at 0.2 mm axial displacement and different temperatures, HSLA-65 Steel at V = 25m/s

Figure 6: Contours of the equivalent plastic strain (shear bands) at 0.2 mm axial displacement and different temperatures, DH-36 steel at V = 25m/s
A comparison between shear bands corresponding to simulation at different temperatures at the same velocity load is presented in Figures 5 and 6 for both HSLA-65 and DH-36 steels. It was observed that widths of the shear bands increase with temperature increasing. Figure 7 presents the distribution of the equivalent plastic strain in both steels at the end of the applied displacement along Path-1 passing through the center of the shear zone (shear band) at 25 m/s velocity and different temperatures. The distribution of the equivalent plastic strain is interpreted as the shear band width. The figures show that the plastic strain peak is greatest when the temperature is lowest. For instance, the largest plastic strain is achieved at lowest temperature = 77 K. They also show the shear band width variation with respect to each initial temperature at the same compression velocity load. The widths of the shear zones range approximately from 0.5 to 1.0 mm in both steels depending on the initial temperatures and applied velocities. It can be concluded that the width of the shear band (localization) varies considerably with different initial temperatures.

On the other hand, less variation in the shear bands widths was noticed at different velocities at the same initial temperature as illustrated in Figure 8 which show the equivalent plastic strain distribution along Path-1 at initial temperature of $T_o=77$ K and different velocities for both steels.

Figure 7: Equivalent plastic strain at $V=25$ m/s, 0.2 mm axial displacement and different temperatures along path-1: (a) HSLA-65, (b) DH-36

Figure 8: Equivalent plastic strain at initial $T=77$K, 0.2mm axial displacement and different velocities: (a) HSLA-65, (b) DH-36
4 MODEL PARAMETERS SENSITIVITY ANALYSIS

Simulating the effect of impact load on steel structures requires choosing a robust plasticity finite element constitutive model. Some of these models are empirically, semi-physical or physically based. In other words, the material parameters of some models are obtained empirically whereas the material parameters in some other models are related to the microstructure quantities of the material such as the proposed model. Complex statistics methods could be applied on a set of experimental data to determine the material parameters of plasticity model. Certain inaccuracy in the value of the determined material parameter might be encountered during the process of obtaining them which also depends on the accuracy and amount of the experimental data. Hence, it is recommended to study the sensitivity of a certain output to a change in one or more of the material constants. In this study, sensitivity analysis on the six constants of the developed model is performed, $c_1, c_2, c_3, c_4, c_5$ and $c_6$. It is expected to detect a change in the shear band width at certain velocity and temperature when changing one of the model parameters while keeping all others constant.

Comparisons between formed shear bands corresponding to simulations at the same conditions (velocity = 10 m/s and temperature = 77K) are conducted for all constants. For better quantification for the shear band width sensitivity to changes in the material parameters, the equivalent plastic strains were plotted along Path-1 which is perpendicular to the shear band. Figure 9 shows a sample of these comparisons for the effect of constant $c_5$ on the the width of the localized region at the shear zone at 10m/s velocity and 77K initial temperature for both HSLA-65 and DH-36 steels. It is clearly shown that increasing the material constants $c_5$ which is related to the thermal stress component of the VA model leads to increasing the value of the equivalent plastic strain. The width of the shear zone is increased consequently.

![Figure 9: Equivalent plastic strain when changing the model parameters $c_5$, at 0.2mm axial displacement for (a) HSLA-65 steel and (b) DH-36 steel.](image-url)
CONCLUSIONS

In this work, the shear band formation in hat-shaped specimen were studied under different dynamic velocities (0.5, 1.0, 10, 20, 30 m/s) and initial temperatures (77, 200, 296, 400, 500K). The simulations were carried out using the new developed constitutive model for ferrite steel after being implemented in ABAQUS via VUMAT user subroutine. It was observed that the width of the shear band increases with increasing the initial temperature in both HSLA-65 and DH-36 steels. The width of the shear band doesn't vary considerably when comparing at several applied dynamic velocities and at the same initial temperature. Sensitivity analysis was also performed on the model constants, by studying their variation effect on the width of the shear band. It was observed that increasing the value of material parameter $c_5$ increases the width of the shear band.
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Abstract. A new computational procedure for the steady state elastoplastic analysis of structures under cyclic loading is presented. The procedure is based on the decomposition of the unknown steady state residual stress distribution into Fourier series. The coefficients of the series are evaluated in an iterative way by satisfying equilibrium and compatibility at some preselected time points inside the cycle. The procedure in the present work is applied to a simple 1-D three bar structure and to a 2-D plate. Various load cases are examined which may lead to elastic adaptation, alternating plasticity or incremental collapse.

1 INTRODUCTION

Structures such as nuclear reactors, aircraft gas turbine propulsion engines, etc. operate in high levels of loads and temperature. High levels of loading exist also in civil engineering structures like heavy traffic on bridges and pavements, earthquake loading etc.

The complete response of a structure, which is subjected to a given thermo-mechanical loading and exhibits inelastic time independent plastic strains, is quite complex. The reason of the complexity is the need to perform calculations over the lifetime history of the structure. The computation of the whole loading history, however, leads to lengthy and expensive incremental calculations, especially for structures with large number of degrees of freedom. Therefore, it is very useful to develop computational approaches for straightforward calculations of the possible stabilized state under repeated thermo-mechanical loading.

Direct cyclic methods offer this alternative. The ingredient of these methods is the existence of a steady state at the end of the loading procedure for structures made of ductile material [1].

The advantage that direct methods offer with respect to time-stepping ones has been
exploited by many researchers. Most of these methods aim at the evaluation of the limit or the shakedown loading of a structure. This is normally done using the framework of linear or nonlinear mathematical programming and most of these approaches are reduced to efficiently solve this problem with the means of algorithms like the simplex method or more recently by the interior point methods([2]-[4]).

A different direct method of an incremental-iterative type has been presented in [5]. A more “physical” approach which is based on spatially varying of the elastic modulus is the Linear Matching Method. This method has been extended up to the ratchet limits ([6]-[8]).

A direct method has been proposed by Spiliopoulos [9] in the context of the cyclic loading analysis of creeping structures. The irreversibility of the nonlinear material dictates the existence of residual stresses together with the elastic stresses. It is the distribution of the residual stresses that is sought at the cyclic stress state. The method is based first on decomposing the unknown residual stress in Fourier series and then trying to find the coefficients of this series in an iterative way by satisfying equilibrium and compatibility at some preselected time points inside the cycle.

In the present work a computational procedure is proposed, that has the same foundations and may be applied to structures made of elastic perfectly plastic material. The whole procedure is formulated within the framework of the finite element method and examples of application to 1- and 2- dimensional structures are presented.

2 RESIDUAL STRESS DECOMPOSITION

The main ingredient of the method is the time decomposition of the unknown residual stress distribution $\rho(t)$ into Fourier series. Since in the steady state this stress also becomes periodic, it may be decomposed in its Fourier series over the period of loading, as this can be done for any periodic function:

$$\rho(t) = \frac{a_0}{2} + \sum_{k=1}^{\infty} \left( a_k \cos \frac{2k\pi t}{T} + b_k \sin \frac{2k\pi t}{T} \right)$$

where the coefficients $a_k$, $a_k$, and $b_k$, $k=1,2,\ldots$ are the Fourier coefficients of the Fourier series. Vectors and matrices are denoted by bold letters.

Thus the problem is converted to a problem of evaluating the Fourier coefficients of the various terms of the series. Following, in short, the procedure developed in [9] we may get

$$\rho(t) = \frac{2\pi}{T} \sum_{k=1}^{\infty} \left( (-a_k) \sin \frac{2k\pi t}{T} + b_k \cos \frac{2k\pi t}{T} \right)$$

Making use of the orthogonality properties of the trigonometric functions we can get expressions that may be used to evaluate these coefficients in terms of the time derivative $\dot{\rho}(t)$:

$$a_k = -\frac{1}{k\pi} \int_0^T \rho(t) \sin \frac{2k\pi t}{T} dt$$

$$b_k = \frac{1}{k\pi} \int_0^T \rho(t) \cos \frac{2k\pi t}{T} dt$$
On the other hand, if we integrate \( \rho(t) \) over the period \( T \), we get

\[
\int_0^T \rho(t) \, dt = \rho(T) - \rho(0) = \left( \frac{a_n(T)}{2} + \sum_{k=1}^{\infty} a_k(T) \right) - \left( \frac{a_n(0)}{2} + \sum_{k=1}^{\infty} a_k(0) \right)
\]

(5)

where use of the expression (1) was made at the beginning and at the end of the cycle period. Equation (5) may be used to evaluate the coefficient \( a_0 \).

If one satisfies equilibrium and compatibility at some discrete preselected time points inside the cycle, the time derivatives of the residual stresses themselves may be expressed in terms of the Fourier coefficients we seek to find.

3 FINITE ELEMENT FORMULATION

In order to evaluate the time derivatives of the residual stresses we may discretize our structure with the aid of the finite element method.

Let us denote by \( \dot{r} \) the vector of the time rates of the time displacement of the nodal points of the discretized structure at some time \( t \).

The total strain rates \( \dot{\varepsilon} \) at the Gauss integration points are given in term of \( \dot{r} \) by

\[
\dot{\varepsilon} = B \dot{r}
\]

(6)

Decomposing \( \dot{\varepsilon} \) into two terms \( \dot{\varepsilon}^{el} \) and \( \dot{\varepsilon} \),

\[
\dot{\varepsilon} = \dot{\varepsilon}^{el} + \dot{\varepsilon} = \dot{\varepsilon}^{el} + \dot{\varepsilon}^{pl} + \dot{\varepsilon}^{pl}
\]

(7)

In the above equation the residual strain rate term has been itself decomposed into elastic and plastic parts.

At the same time the stress also can be decomposed into two terms an elastic one and a residual stress part

\[
\sigma(t) = \sigma^{el}(t) + \rho(t)
\]

(8)

The elastic strain rates are related to their corresponding stress rates by

\[
\dot{\varepsilon}^{el} = C \sigma^{el}
\]

\[
\dot{\varepsilon}^{pl} = C \rho
\]

(9)

where \( C \) is the tensor of the elastic constants.

For the plastic component the associate flow rule gives

\[
\dot{\varepsilon}^{pl} = \frac{\partial \Phi}{\partial \sigma}
\]

(10)

where \( \Phi \) is a strictly convex yield surface.

Combining the above equations (7) and (9) we may write

\[
\rho = D \left( \dot{\varepsilon} - \dot{\varepsilon}^{el} - \dot{\varepsilon}^{pl} \right)
\]

(11)

where \( D \) is the elasticity matrix (inverse of \( C \)).
Since the strain rates are compatible and the residual stress rates are self-equilibrated, from the principle of virtual work (P.V.W.) we may obtain
\[ \dot{\epsilon}^r \dot{\rho} dV = 0 \] (12)
where "^r" denotes the transpose of a vector or a matrix.

After the substitution of (6) and (11), in (12) we get
\[ \dot{r} \cdot \int_V B^T D \left( B \dot{r} - \dot{\epsilon}^e - \dot{\epsilon}^{p} \right) dV = 0 \] (13)
and since this equation must hold for any \( \dot{r} \)
\[ \left[ \int_V B^T DB dV \right] \dot{r} = \int_V B^T \dot{\sigma}^e dV + \int_V B^T \dot{\sigma}^{p} dV \] (14)
or
\[ K \dot{r} = \dot{R}^{ext} + \int_V B^T \dot{\sigma}^{p} dV \] (15)
where \( K \) is the stiffness matrix of the structure and \( R^{ext} \) is the nodal vector of the time rate of the given loading.

4 ITERATIVE PROCEDURE

The form of the expressions (3), (4) and (5) allow us to evaluate the Fourier series (1) in an iterative procedure. The proposed numerical procedure has the following steps during a current iteration \( \mu \):

1. Calculation of the total stresses \( \sigma^{(\mu)}(t) = \sigma^{e}(t) + \rho^{(\mu)}(t) \) at some preselected time points inside the cycle; \( \sigma^{e}(t) \) is the cyclic elastic stress and \( \rho^{(\mu)}(t) \) is a self equilibrating stress system due to plasticity.

2. Checking for every Gauss point if \( \overline{\sigma}(t) > \sigma_y \) and calculation of the amount \( \Delta \sigma^{(\mu)}(t) = \xi \cdot \sigma^{(\mu)}(t) \) where \( \xi = \frac{\overline{\sigma}^{(\mu)}(t) - \sigma_y}{\overline{\sigma}^{(\mu)}(t) - \rho^{(\mu)}(t)} \). \( \overline{\sigma}(t) \) and \( \rho^{(\mu)}(t) \) are the corresponding effective total and residual stresses, \( \sigma_y \) is the yield stress. If \( \overline{\sigma}^{(\mu)}(t) \leq \sigma_y \) we set \( \xi = 0 \) and continue to the next step.

3. Solving the expanded rate equilibrium equation \( K \dot{r}^{(\mu)}(t) = \dot{R}^{ext}(t) + \int_V B^T \Delta \sigma^{(\mu)}(t) dV \) where \( B \) is the compatibility matrix and \( \dot{R}^{ext}(t) \& \dot{r}(t) \) are the corresponding vectors of the time rates of the external loads and displacements of the nodal points of the discretized structure at some time \( t \). In this step we get the new vector \( \dot{r}(t) \)

4. Calculation of \( \dot{\rho}^{(\mu)}(t) = DB \dot{r}^{(\mu)}(t) - \dot{\sigma}^{e}(t) - \Delta \sigma^{(\mu)}(t) \).
5. Perform numerical time integration over all the time points and update the Fourier coefficients for the next iteration:

\[
a_{i}^{(\mu+1)} = -\frac{1}{k\pi} \int_{0}^{T} \left\{ \rho^{(\mu)}(t) \left[ \sin \frac{2k\pi t}{T} \right] \right\} dt
\]

\[
b_{i}^{(\mu+1)} = \frac{1}{k\pi} \int_{0}^{T} \left\{ \rho^{(\mu)}(t) \left[ \cos \frac{2k\pi t}{T} \right] \right\} dt
\]

\[
a_{0}^{(\mu+1)} = -\sum_{i} d_{i}^{(\mu+1)} + \frac{a^{(\mu)}}{2} + \sum_{i} d_{i}^{(\mu)} + \int_{0}^{T} \rho^{(\mu)}(t) dt
\]  

(16)

6. Checking the convergence between two successive iterations using the Euclidian norm of the residual stress vector according to the following criterion:

\[
\frac{\| \rho^{(\mu)} \|}{\| \rho^{(\mu+1)} \|} \leq tol
\]

(17)

where \( tol \) is a pre-specified tolerance. If convergence occurs we get the final stresses \( \rho^{(\mu)} = \rho^{(\mu+1)} = \rho^{(\text{final})} \) and continue to the next step. Otherwise we go to the next iteration and return to the step 1.

7. In order to predict the cyclic behaviour of the structure we calculate the value

\[
a = \left\| \Delta \sigma^{(\mu)}(t) dt \right\|
\]

If \( a \neq 0 \), the considered loading case leads the structure to incremental collapse.
If \( a = 0 \), we check if \( \| \Delta \sigma^{(\mu)}(t) \| \) for every time point \( t \) inside the cycle. If this is the case we have elastic adaptation; otherwise we have alternating plasticity.

5 EXAMPLES

5.1 Three bar truss

A first example of application of the methodology presented above is the three bar structure which is shown in Fig. 1. The structure is subjected to cyclic loads \( V(t), H(t) \) which are applied at node 4. All the members of the truss have equal cross section \( A \) and are made of steel. The following geometrical, material data were used: \( L = 300\text{cm} \), Young’s modulus \( E = 21 \times 10^3 \text{kN/cm}^2 \) and yield stress \( \sigma_y = 40\text{kN/cm}^2 \). All the elements of the truss have an equal cross-sectional area of \( A = 5\text{cm}^2 \). Three cases of loading have been considered to test the procedure. Each of these cases leads to different cyclic behaviour. The results for the elements 1, 3 are equal to the ones of element 2, but with opposite sign.

a) The first cyclic loading case has the following variation with time:

\[
V(t) = 300\sin^2\left(\pi t / T\right), H(t / T) = 0
\]
The analysis shows that bar 2 yields in tension and bars 1, 3 remain elastic. As it may be observed, the residual stress remains constant inside the cycle (Fig. 2), therefore this load case leads to elastic adaptation. The cyclic steady state residual stress distribution for the element 2 inside a cycle may be seen in Fig. 2.

**Figure 1**: Three bar truss example

b) The second cyclic loading case has the following variation with the time:

\[ V(t) = 300 \sin \left( \frac{2\pi t}{T} \right), \quad H \left( \frac{t}{T} \right) = 0 \]

The analysis shows that during the first half of the cycle bar 2 yields in tension and during the second half, bar 2 yields in compression. We also see that the plastic strain rates for the bar 2 are equal and of opposite sign in the first and second half of the cycle. Therefore this load case leads the structure to alternating plasticity. The cyclic steady state residual stress
distribution for the element 2 inside a cycle may be seen in Fig. 3.

![Figure 3](image-url)

**Figure 3**: Cyclic state residual stress distribution inside a cycle for load case b (element 2)

c) The third cyclic loading case includes a variation with time of both the vertical and the horizontal load:

\[
V(t) = 350 \sin^2 \left( \frac{\pi t}{T} \right), \quad H(t) = 220 \sin \left( \frac{2\pi t}{T} \right)
\]

![Figure 4](image-url)

**Figure 4**: Cyclic state residual stress distribution inside a cycle for load case c (element 2)

The results obtained by the analysis show that during the first half of the cycle bar 2 yields in tension and during the second half bar 3 yields also in tension. Also the value
\[ a = \int_0^T \Delta \sigma^{pl}(t) \, dt \] referred to in the numerical procedure which is an indirect measure of the total change in plastic strains over the cycle is non zero; therefore this load case leads the structure to incremental collapse. The cyclic steady state residual stress distribution inside a cycle for the element 2 may be seen in Fig. 4.

5.2 Square plate with a hole

The second example of application is a plane stress concentration problem of a square plate with dimensions \( 20 \times 20 \text{cm} \) and having a circular hole in its middle of a diameter of \( 2 \text{cm} \). The loading is applied in equal pairs along the two vertical edges of the plate. Due to the symmetry of the structure and the loading we only analyze one quarter of the structure with \( a = 10 \text{cm} \) and \( b = 1 \text{cm} \). Ninety-eight 8-noded isoparametric elements with \( 3 \times 3 \) Gauss integration points were used for the finite element discretization (Fig. 5).

\[ P(t) = P_0 \times \sin \left( \frac{\pi \cdot t}{T} \right) \]

The following material data was used: Young’s modulus \( E = 21 \times 10^5 \text{kN/cm}^2 \) and yield stress \( \sigma_y = 24 \text{kN/cm}^2 \). Two cases of loading have been considered that leads the plate to either elastic shakedown or alternating plasticity. The cyclic steady state residual stress distribution inside a cycle for the Gauss point 1 may be seen in Fig. 6, 7. This point is the nearest integration point to the corner where the longitudinal elastic stress is maximum.

a) The first cyclic loading case has the following variation with time where the maximum value of the cyclic loading is \( P_0 = 20 \text{kN} \):

The cyclic steady-state residual stress distribution inside a cycle for Gauss point 1 may be seen in Fig. 6. As it may be observed, the residual stress remains constant inside the cycle. Therefore this load case leads to elastic adaptation.
b) The second cyclic loading case has the above variation with time while the maximum value of the cyclic loading being $P_0 = 20kN$:

$$P(t) = P_0 \cdot \sin\left(\frac{2\pi t}{T}\right)$$

The cyclic steady-state residual stress distribution inside a cycle for Gauss point 1 may be seen in Fig. 7. We also see that the plastic strain rates for the Gauss point 1 are equal and of opposite sign in the first and second half of the cycle. Therefore this load case leads the structure to alternating plasticity.
In Fig. 8 one can see the convergence characteristics of the proposed method. It may be realized that the approach is very stable and with uniform convergence.

The observed behaviour of elastic shakedown, alternating plasticity or incremental collapse for both the one and two dimensional examples was found to coincide with the one obtained by a time-stepping finite element program, (ABAQUS [10]). Within [10] an explicit time integration scheme was considered and in order to get higher accuracy this time stepping program had to go through many time increments to get the steady-state solution and to predict the cyclic behavior of the structure, especially for the second example.

6 CONCLUSIONS
- In the present work a direct method is proposed that may be used for the cyclic steady state elastoplastic analysis of structures under cyclic loading.
- It is based on the decomposition of the residual stress distribution into Fourier series whose coefficients are calculated by iterations.
- The method allows approaching directly the long-term effects on the structure without following laborious time-stepping calculations.
- A very few number of terms of the Fourier series generally proved sufficient.
- A limited number of time points inside the cycle are needed, mainly to properly describe the time variation of the cyclic load.
- For all the examples that were presented above the cyclic steady-state was reached in a few iterations.
- The stiffness matrix needs to be formulated and decomposed only once.
- The procedure is stable and has uniform convergence.
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Abstract. In this paper, a generalized–FEM technique is presented in modeling of arbitrary interfaces in large deformations. The method is used to model the internal interfaces and arbitrary geometries using a uniform non-conformal mesh. The technique is applied to capture independent deformations at both sides of separated element cut by the interface in a uniform regular mesh. In this approach, a uniform non-conformal mesh is decomposed into sub-elements that conform to the internal interfaces. The geometry of interface is used to produce various triangular, quadrilateral and pentagonal elements at the intersection of interface with regular FE mesh, in which the extra degrees-of-freedom are defined along the interface. The level set method is employed to describe the material geometry on the background mesh. The technique is used to extrude any arbitrary geometry from an initial background mesh and model under different external effects. The most feature of the technique is to introduce the conformal decomposition finite element method, in which the new conforming elements are produced in the uniform structured mesh by decomposing the uniform mesh into elements that is conformed to the material interfaces. Finally, several numerical examples are analyzed to demonstrate the efficiency of proposed technique in modeling arbitrary interfaces in large deformations.

1 INTRODUCTION

In computational mechanics, modeling the internal interfaces and arbitrary geometries using a non-conformal uniform mesh is of great importance. Adaptive mesh strategy and conforming mesh generation for preserving the mesh to the shape of geometry at various stages of solution may consume high expenses of capacity and time. Thus, it is necessary to perform an innovative procedure to alleviate these difficulties by allowing the internal interfaces and arbitrary geometries to be mesh-independent. In fact, an approach that avoids the remeshing is preferable not only in the cost of creating a new mesh, but the tremendous overhead associated with adapting post-processing techniques, such as time histories of specified points, to sequences of meshes in evolution problems. The major appeal of such technique for incorporating discontinuities in finite elements is that it does not require the mesh to conform to discontinuities in the approximation function, or its derivatives.
There are several approaches proposed by researchers over past few decades to model discontinuity problems based on the mesh-free methods [1–3], the moving mesh technique [4], the incorporation of a discontinuous mode on an element level [5] and etc. Among various techniques, the generalized finite element method (G-FEM) [6, 7] and the extended finite element method (X-FEM) [8, 9] have been successfully employed for the weak and strong discontinuities. The capability of X-FEM has been shown in various problems, including: fracture mechanics problems [10–14], large plastic deformations [15–17], and contact friction problems [18–20]. A technique was proposed by Ventura et al. [21] based on a local enrichment of FE space by closed form solutions for dislocations in infinite media via the local partition of unity. Fries and Belytschko [22] proposed a method for arbitrary discontinuities without additional unknowns. A technique was introduced by Gracie et al. [23] in modeling of multiple dislocations based on interior discontinuities.

The X-FEM technique has been extensively employed to minimize the requirement of mesh generation in the problem with internal interfaces. In this method, the enrichment functions are defined to deal with the discontinuity of displacement inside the enriched element. In fact, the X-FEM method addresses the arbitrary interfaces without generating a boundary-fitted mesh by defining the extra degrees-of-freedom in the elements cut by the interfaces. Additional unknowns may be assigned to the mesh entities, such as: elements, nodes, or edges, by introducing additional equations for these unknowns based on the quadrature techniques for the resulting discontinuous interpolation [24, 25]. In this study, an alternative approach is presented, in which a uniform non-conformal mesh is decomposed into triangular, quadrilateral and pentagonal elements that conform to the internal interfaces and arbitrary geometries. The geometry of interface is used to define the extra degrees-of-freedom by adding nodal points that lie on the interfaces. The technique may be considered as a generalized finite element method introduced by Li et al. [26] using a Cartesian Grid with Added Nodes into the unstructured finite elements. In the FE based Cartesian Grid with Added Nodes method, the added nodes increase the size of the linear system of equations and significantly affect the structure of the matrix, which makes it undesirable compared to other generalized FEM techniques, such as Immersed FE methods. However, in the conformal decomposition finite element method proposed here, the new conforming elements are produced in the uniform structured mesh by decomposing the uniform mesh into elements that is conformed to the material interfaces. This method can be used for the multi-material problems, in which the mesh does not necessary to be conformed to the geometry of the materials. In order to describe the material geometry on the background mesh, the level set method is employed to represent the decomposition of non-conformal elements into the conformal sub-elements [27, 28]. The level set technique is used to extrude any arbitrary geometry from an initial background mesh and model under different external effects.

The construction of conforming finite elements based on polygonal meshes was proposed by Sukumar and Tabarraei [27]. The method provides a great flexibility in mesh generation of solid mechanics problems, which involve a significant change in the domain of material. The trial and test functions of polygonal finite elements have been generally constructed based on the approximation functions of mesh-free methods and computational geometry. A particular and notable contribution is based on the mesh-free, or natural–neighbor, basis functions on a canonical element combined with an affine map to construct conforming approximations on convex polygons. This numerical formulation enables the construction of conforming
approximation on any polygons, and hence extends the potential applications of finite elements to convex polygons of arbitrary order [28]. The present study illustrates the presentation of the conformal decomposition finite element method in large deformations, in which the new conforming elements are generated in the uniform structured mesh by decomposing the uniform mesh into sub-elements that is conformed to the material interfaces.

The plan of the paper is as follows; Section 2 is devoted to the concept of conforming polygonal finite elements. The implementation of conforming–FEM technique based on the polygonal elements is demonstrated in section 3. The procedure, in which the new conforming elements are produced in the uniform structured mesh by decomposing the uniform mesh into sub-elements, is described in this section. In section 4, several numerical examples are analyzed to demonstrate the efficiency of proposed technique in modeling arbitrary interfaces in large deformations. Finally, some concluding remarks are given in section 5.

Figure 1. A pentagon element; Element definition

2 CONFORMING POLYGONAL FEM

The construction of barycentric co-ordinates and the evaluation of shape functions on irregular polygons were originally proposed by Wachspress [29] based on the rational basis functions on polygonal elements. Wachspress [29] employed the principles of perspective geometry [30] to validate the nodal interpolation and linearity on the boundaries. Various aspects of the Wachspress basis function were presented in literature, including: the implementation in numerical analysis by Gout [31], the generalization to convex polytopes by Warren [32], the implementation to construct surface patches by Dahmen et al. [33], etc. The Wachspress basis function was employed into the finite element method by Dasgupta and Malsch [34, 35] to construct the shape functions for concave elements. Rashid and Gullett [36] proposed the technique to construct the shape functions for convex and non-convex elements using a constrained minimization procedure. The construction of conforming finite elements based on polygonal meshes was performed by Sukumar and Tabarraei [27].

An expression for the Wachspress shape functions was given by Meyer et al. [37] as

\[ \phi^w_i(x) = \frac{w_i(x)}{\sum_{j=1}^{s} w_j(x)} \]  

(1)

Where
Figure 2. Decomposition of non-conformal elements cut by the interface into conformal sub-elements; Original nodal points, ◦ New degrees-of-freedom along the interface.

\[ w_i(x) = \frac{A(p_{i-1}, p_i, p_{i+1})}{A(p_{i-1}, p_i, p) A(p_i, p_{i+1}, p)} = \frac{\cot \gamma_i + \cot \delta_i}{\|x-x_i\|^2} \]  

where \( A(a,b,c) \) is the signed area of triangle \([a,b,c]\), and \( \gamma_i \) and \( \delta_i \) are shown in Figure 1. Since \( \cot \gamma_i + \cot \delta_i = \sin^2(\gamma_i + \delta_i)/\sin^2(\gamma_i, \sin \delta_i) \), the shape functions \( \phi_i^w(x) \) have non-negative values and the polygon must be convex, i.e. \( \gamma_i + \delta_i < \pi \). The evaluation of the Wachspress basis function can be carried out using the elementary vector calculus operations, as demonstrated by Meyer et al. [37]. Considering the coordinates of the vertices of triangle \((p_i, p_{i+1}, p)\) as \((a_1, a_2)\), \((b_1, b_2)\) and \((x_1, x_2)\), respectively, the value of \( \cot \delta_i \) can be computed by

\[ \cot \delta_i = \frac{(p_{i+1} - p_i) \cdot (p - p_i)}{\|p_{i+1} - p_i\| \times \|p - p_i\|} = \frac{(b_i - a_1)(x_i - a_1) + (b_2 - a_2)(x_2 - a_2)}{(b_i - a_1)(x_2 - a_2) - (x_1 - a_1)(b_2 - a_2)} = \frac{C}{S} \]

and its derivatives can be evaluated as

\[ \frac{\partial (\cot \delta_i)}{\partial x_i} = \frac{(b_i - a_1) - \cot \delta_i (a_2 - b_2)}{S} \]

\[ \frac{\partial (\cot \delta_i)}{\partial x_j} = \frac{(b_2 - a_2) - \cot \delta_i (b_i - a_1)}{S} \]  

The value of \( \cot \gamma_i \) and its derivatives can be computed in a similar manner. Finally, the Wachspress shape function \( \phi_i^w(x) \) can be obtained according to relation (1).
3 GENERALIZED FEM WITH POLYGONAL ELEMENTS

In order to model arbitrary interfaces in a uniform mesh, the regular non-conformal mesh is decomposed into sub-elements that conform to the internal interfaces. In this approach, the concept of conformal decomposition finite element method is used to produce the conforming polygonal elements in the uniform structured mesh by decomposition of the uniform mesh into sub-elements that is conformed to the material interfaces. The geometry of interface is used to produce various polygonal elements at the intersection of interface, as shown in Figure 2, in which the extra degrees-of-freedom are defined along the interface. The position of material interface is determined according to the initial uniform mesh by using the level set method.

The level set method is employed to describe the material interface by extruding arbitrary geometry from the initial background mesh. The technique is used to represent the geometry of interface on the structured, non-conformal mesh. The level set method performs the decomposition of non-conformal elements into conformal sub-elements by introducing the material interface based on the sign of level set function. The performance of this conformal decomposition affects the quality of conformal sub-elements. In general, the conformal decomposition must be robustly handled for unacceptable and degenerate cases. These situations can be occurred whenever the interface passes through a nodal point. In such case, a robust scheme is needed for handling nearly degenerate cases. If nearly degenerate elements are not addressed, the resulting matrix system may be numerically singular.

A general procedure for handling the conformal decomposition can be performed by determination of the edges of non-conformal elements cut by the material interface. An edge is assumed to be cut by the interface if the level set values of two nodal points supported by the edge have different signs. The procedure to handle the nodal points with zero level set values, or nearly zero level set values is optional, but they must be handled consistently. For
the edge of element cut by the interface, new degrees-of-freedom are introduced at the edge of non-conformal element, as shown in Figure 2. The coordinates of this point can be obtained by linear interpolation on the edge of element. For an edge with nodal level set values of \( \varphi_i \) and \( \varphi_2 \), the coordinates of new point can be obtained as

\[
x_i = x_i^* + \alpha (x_2 - x_i^*)
\]

(5)

\( x_i \) and \( x_i^* \) are the coordinates of new point and the value of \( \alpha \) is defined by a linear interpolation as \( \alpha = \frac{\varphi_i}{h} \), with \( h \) denoting the size of element. However, if \( \alpha < \varepsilon \), or \( \alpha > 1 - \varepsilon \), in which the parameter \( \varepsilon \) is assumed to be 0.05, the new point is not generated. In this case, the interface passes through the nearest nodal point of the edge, and the level set value is set to zero at the nearest node. A detailed study of the sensitivity analysis to this decomposition parameter has not been performed here. However, it is obvious that a large value of parameter \( \varepsilon \) may cause significant errors due to deficiency between the prescribed geometry and the decomposed geometry. In addition, a small value of parameter \( \varepsilon \) results in multiple nodal points that is numerically coincident.

Figure 5: different mesh sizes used for error analysis

Figure 6: Displacement relative error L2 norm versus Mesh size

where \( x_i \) and \( x_i^* \) are the coordinates of new point and the value of \( \alpha \) is defined by a linear interpolation as \( \alpha = \frac{\varphi_i}{h} \), with \( h \) denoting the size of element. However, if \( \alpha < \varepsilon \), or \( \alpha > 1 - \varepsilon \), in which the parameter \( \varepsilon \) is assumed to be 0.05, the new point is not generated. In this case, the interface passes through the nearest nodal point of the edge, and the level set value is set to zero at the nearest node. A detailed study of the sensitivity analysis to this decomposition parameter has not been performed here. However, it is obvious that a large value of parameter \( \varepsilon \) may cause significant errors due to deficiency between the prescribed geometry and the decomposed geometry. In addition, a small value of parameter \( \varepsilon \) results in multiple nodal points that is numerically coincident.
For the conformal sub-elements, the new point along the interface is added to the original vertex nodal points. Since the new point may be coincident with the vertex nodal points, different cases can be occurred for the conformal sub-elements. Various polygonal elements can be generated according to the position of interface in the regular uniform mesh, including the triangular, quadrilateral and pentagonal elements. If the interface passes through a nodal point, or nearest nodal point \( \alpha < \varepsilon \) or \( \alpha > 1 - \varepsilon \), it results in the triangular–quadrilateral sub-elements. If the interface cuts two edges of non-conformal element, the conformal decomposition results in two quadrilateral sub-elements, or the triangular–pentagonal sub-elements. The conformal decomposition strategy of degenerate cases depends on the path of interface across the edge and nodal points of the element. The conformal decomposition may result in two triangular sub-elements with no new degrees-of-freedom. If the interface passes through the edge of an element, or nearest nodal points of the edge, there is no conformal decomposition and no new degrees-of-freedom. By defining the material interface in the uniform non-conformal mesh and performing the conformal decomposition to generate various polygonal sub-elements, the standard elements and conformal sub-elements within the material zone must be first determined; those elements or sub-elements which are not within the material zone must be then removed, as shown in Figure 3, and the generalized finite element model is finally analyzed under the external loading.

![Figure 7](image-url). Pressing of an elastic ring; Problem definition

### 3 NUMERICAL RESULTS

In order to illustrate the accuracy and versatility of the generalized-FEM technique several numerical examples with curve interfaces are presented. The examples are solved using both the G-FEM and FEM techniques, and the results are compared. In order to perform a real comparison, the same number of elements are assumed for both the 'coarse' and 'fine' meshes independent of the shape of discontinuity to assess the accuracy of discretization. All numerical examples are modeled by a plain strain representation and the convergence tolerance is set to \( 10^{-14} \).
3.1 DISPLACEMENT RELATIVE ERROR L2 NORM ANALYSIS

For determining accuracy of the method, we investigate the accuracy of the problem using error analysis of the method. We consider a simple problem as depicted in Figure 4. The problem is a general rectangular specimen with an inclined internal interface which have two different materials in each side of the interface. We constrained bottom edge of specimen and apply a uniform displacement on the top edge. For error analysis we use a dens standard FEM mesh as reference depicted in Figure 5a. For determining the sensitivity of the GFEM to mesh size we use 5 mesh with different sizes as depicted in Figure 5b to 5f. The result of displacement relative L2 error norm is depicted in figure 6, which shows the GFEM converges to FEM result by reducing the mesh size with a reasonable rate.

![Figure 8](https://example.com/fig8.png)

**Figure 8.** Pressing of an elastic ring; a) FEM mesh of 740 elements, b) FEM mesh of 264 elements, c) Generalized–FEM mesh of 1813 elements, d) Generalized–FEM mesh of 1000 elements

![Figure 9](https://example.com/fig9.png)

**Figure 9.** Deformed configurations at 1.4 cm; a) FEM mesh of 740 elements, b) FEM mesh of 264 elements, c) Generalized–FEM mesh of 1813 elements, d) Generalized–FEM mesh of 1000 elements

3.2 PRESSING OF AN ELASTIC RING

The last example refers to the pressing of an elastic ring, as shown in Figure 7. The ring is restrained at the right edge, and a uniform deformation of 1.48 cm is imposed at the left edge.
The ring is assumed to be elastic with the Young modulus of $2.1 \times 10^9$ Kg/cm$^2$ and Poisson ratio of 0.35. Two conformal meshes of 740 and 264 quadrilateral elements are employed in the FEM analysis and two uniform non-conformal meshes of 1000 and 1813 quadrilateral elements in the G-FEM analysis, as shown in Figure 8. In G-FEM, the non-conformal grid is decomposed into sub-elements, in which the geometry of interface is used to produce various polygonal elements at the intersection of interface together with the extra degrees-of-freedom defined along the interface. As can be observed from Figures 8(c–d), the elements and sub-elements that are not within the material zone are removed, and the G-FEM model is analyzed under the prescribed displacement. The deformed configurations of the G-FEM and FEM models are shown in Figure 9 at the deformation of 1.48 cm. In Figure 10, the distribution of normal stress $\sigma_x$ contours are presented for both techniques at the final stages of pressing. A good agreement can be seen between the G-FEM and FEM approaches. Finally, a comparison of the reaction force versus vertical displacements is performed between the G-FEM and FEM in Figure 11.

(a)                          (b)                            (c)                           (d)

Figure 10. The distribution of normal stress contours at 1.4 cm; a) FEM mesh of 740 elements, b) FEM mesh of 264 elements, c) Generalized–FEM mesh of 1813 elements, d) Generalized–FEM mesh of 1000 elements

4 CONCLUSION

In the present paper, a generalized–FEM technique was presented in modeling of arbitrary interfaces in large deformation problems. A technique was proposed by conformal decomposition of FEM, in which the new conforming sub-elements were generated in the uniform structured mesh that conform to the internal interfaces. The method was used to model the arbitrary geometries using a uniform non-conformal mesh. The geometry of interface was used to produce various triangular, quadrilateral and pentagonal elements at the intersection of interface with regular FE mesh, in which the extra degrees-of-freedom were defined along the interface. The level set method was employed to describe the material geometry on the background mesh by extruding arbitrary geometry from an initial background mesh. By defining the material interface in the non-conformal mesh and performing the conformal decomposition to generate various polygonal sub-elements, the standard elements and conformal sub-elements within the material zone were determined, and
those elements or sub-elements which are not within the material zone were removed. Finally, the proposed generalized FE model was performed to demonstrate the efficiency of technique in modeling of arbitrary interfaces in large deformations by several numerical examples. Numerical simulations of problems with re-relationship complex geometry were presented. The examples were solved using both the G-FEM and FEM techniques and the results were compared. The numerical results clearly demonstrate the capability of proposed technique in modeling large elastic deformations with multiple material interfaces.

![Figure 11](image.png)

**Figure 11.** The variations of reaction force with horizontal displacement; A comparison between the FEM and generalized-FEM techniques
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Abstract. A new method for the incremental analysis of elastoplastic associated materials is presented. The method fully retains all the equations and variables of the problems at the same level and uses a sequential quadratic programming with equality constraints to solve in an efficient and robust fashion the elastoplastic step equations derived by means of a suitable mathematical programming formulation of the problem. The new proposal is compared with standard strain driven formulations which use a return mapping by closest point projection schemes. The numerical tests performed show a good performance and a great robustness of the proposed formulation also in the case of multi–surface elasto-plasticity.

1 INTRODUCTION

The finite element incremental elastoplastic analysis is commonly performed by means of a strain driven (SD) step by step procedure in which each step implements a return mapping strategy. The latter is based on the formulation of a finite step holonomic equation obtained from the irreversible incremental elastoplastic laws by using an integration process which evaluates all the quantities at the end of the step starting from the known values at the beginning of the step and from a prescribed value of the displacement field (strain driven). Among the available integration processes the backward–Euler scheme is the most used.

In standard FEM implementations, the plastic flow rule and consistency conditions are solved exactly and, for an assigned value of the displacements, the return mapping process imposes these equations for each Gauss point of the element. The major advantage of this approach is that the inequality constraints arising from the constitutive laws are eliminated from the step equations using the closest point projection scheme which solves a small optimization problem on each Gauss point of the finite element, so defining the
stress parameters in terms of the displacement ones. The finite step equations are so transformed into a nonlinear system of equations, without inequalities, easily solved by means of standard arc–length strategies. The global description of the algorithm is always performed in terms of displacement variables alone.

The use of descriptions based on displacement variables alone would not be the best choice and potentially more efficient and robust analysis algorithms could be obtained by directly solving the finite step equations, maintaining all the variables of the problems at the same level. Few attempts in this direction have been made and, among these we recall the use of nonsmooth Newton methods proposed by Cristiansen [1] or the use of interior point methods to solve an optimization problem exactly equivalent to the elastoplastic step of Krabbenhoft et al. [2].

In this work a new algorithm for the FEM elastoplastic analysis of structures is presented. The proposed algorithm uses the stress, displacement and plastic multiplier parameters introduced in the discretized form of the problem as primary variables. Adopting the mathematical programming point of view, which allows the use of a theoretically robust environment now endowed with several efficient solution algorithms, a sequential quadratic programming (SQP) formulation is proposed to solve the problem. All the equations describing the finite step are solved at the same level using an equality constraints sequential quadratic programming (EC-SQP) [3] which exploits the particular structure of the equations of the elastoplastic step in order to improve efficiency also for large dimensional problems. In particular an equality constrained sequential quadratic programming (EQ-SQP) is employed. The algorithm is subdivided in two phases: i) a suitable estimate of the active constraints at the current iteration is performed employing the closest point projection scheme; ii) the solution of a quadratic programming that retains only the active constraints is performed. In this way the solution of each QP problem is far easier than the general case and it also makes it possible to deal with very large dimension problems. In particular the solution of the QP subproblem can be performed after condensation of the locally defined quantities (stresses and plastic multipliers) so maintaining, at the global level of analysis, a pseudo compatible system that has the same structure used in standard elastoplastic analysis. The overall algorithm has then the same organization as standard SD-CPP ones and only a few modifications of the existing codes are required to implement the present proposal.

The finite elements used are of mixed type, see [4], but plastically enriched in order to work well also in the elastoplastic field. They are based on a three field interpolation and are so well suited for the application of the proposed algorithm. They also allow the new formulation to be tested in a more severe multi-surface case. The numerical results show how a great improvement in terms of robustness is achieved with respect to the standard SD-CPP algorithms. The proposed algorithms can painlessly undergo large steps sizes or singular yield conditions while the SD-CPP approach shows serious convergence difficulties or, also with respect to small step sizes, line search addiction is mandatory to obtain convergence.
2 THE DISCRETE EQUATIONS FOR THE ELASTOPLASTIC STEP

In the following, the elastoplastic step equations are derived by a backward Euler integration process and then are rewritten in terms of discrete algebraic expressions by introducing the finite element description. The chosen FEM format is based on the general three field interpolation presented in [4] but any other more usual finite element format could be considered by assigning the appropriate meaning to the discrete parameters used in the following.

2.1 The elastoplastic step equations for the continuum body

The nonlinear response of an elastoplastic body $\Omega$ subjected to bulk load $b$ and tractions $t$, increasing proportionally to a scalar multiplier $\lambda$, can be evaluated by using a standard step-by-step strategy based on the incremental computation of a sequence of discrete points along a time/loading process. In the following we will denote with a superscript $(n-1)$ the quantities relative to the current instant/load in which the solution is known and with a superscript $(n)$ the unknown quantities at the new instant. The stress $\sigma^{(n)}$ and the plastic multiplier $\gamma^{(n)}$ are evaluated by performing a time integration of the constitutive laws once the displacement field $u^{(n)}$ at the end of the step is assigned. In this way the path–dependent elastoplastic behavior is transformed into a sequence of finite holonomic steps. In particular using a backward-Euler time integration scheme and omitting from now on the dependence of quantities on $x$ for an easier reading, the $n$-th finite step equations can be written, using a standard vector notation, as follows:

\[
\begin{aligned}
\text{Compatibility:} & \quad \begin{cases}
D\Delta u = C^{-1}\Delta \sigma + \Delta \gamma \frac{\partial \phi}{\partial \sigma} & \text{in } \Omega, \\
\vec{u}^{(n)} = \vec{\bar{u}} & \text{on } \partial \Omega_u;
\end{cases} \\
\text{Admissibility and consistency:} & \quad \phi[\sigma^{(n)}] \leq 0 , \ \Delta \gamma \geq 0 , \ \Delta \gamma \phi[\sigma^{(n)}] = 0.
\end{aligned}
\]

The symbol $\Delta(\cdot) = (\cdot)^n - (\cdot)^{n-1}$ will denote, from now on, the difference between quantities in $(n)$ and $(n-1)$, $C^{-1}$ the elastic compliance operator, $D$ the compatibility operator, $\phi$ the convex yield function and $\bar{u}$ the prescribed displacement on $\in \partial \Omega_u$. In the previous equations and from now on the finite increment of plastic strain is evaluated using an associated flow rule.

The holonomic finite step is then completed with the equilibrium equations:

\[
\begin{aligned}
\begin{cases}
D^T \sigma^{(n)} + \lambda^{(n)} b = 0 & \text{in } \Omega, \\
n\sigma^{(n)} = \lambda^{(n)} t & \text{on } \partial \Omega_t
\end{cases}
\end{aligned}
\]

where $n$ is the matrix collecting the normal to the loaded boundary $\partial \Omega_t$. 
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2.2 The weak form of the finite step equations

Following [5], the finite step equations (1a) can be rewritten in a weak form as

\[ \int_{\Omega} \delta \sigma^T (C^{-1} \Delta \sigma - D \Delta u + \Delta \gamma \frac{\partial \phi}{\partial \sigma} \bigg|_n) = 0 \quad \forall \delta \sigma, \] (2a)

\[ \int_{\Omega} \delta \gamma \phi [\sigma^{(n)}] = 0 \quad \forall \delta \gamma \geq 0, \] (2b)

where Eq. (2b) expresses, in a weak sense, the plastic admissibility condition for the material. In a similar fashion the weak statement of the equilibrium condition (1b) becomes

\[ \int_{\Omega} (D\delta u)^T \sigma^{(n)} - \lambda^{(n)} \left( \int_{\Omega} \delta u^T b + \int_{\partial \Omega} \delta u^T t \right) = 0 \quad \forall \delta u. \] (2c)

Finally, the use of a path-following Riks algorithm to solve the step equations, requires the introduction of the arc-length parameters \( \Delta \xi^{(n)} \). The following definition can be exploited

\[ \delta \lambda \left( \int_{\Omega} \Delta u^T b + \int_{\partial \Omega} \Delta u^T t - \Delta \xi^{(n)} \right) = 0 \quad \forall \delta \lambda. \] (2d)

2.3 The FE finite step equations

Following [4] where more details can be found, we adopt a finite element formulation based on the interpolation of three fields: displacement, stress and plastic multiplier. These interpolations can be expressed as:

\[ u := N d_e \quad \sigma := S \beta_e \quad \gamma := G \kappa_e, \] (3)

where \( N, S \) and \( G \) are the matrices containing the interpolation functions and \( d_e, \beta_e \) and \( \kappa_e \) are the vectors collecting the finite element parameters. The non–negativeness of the interpolation functions \( G \) allows the condition \( \gamma \geq 0 \) to be easily expressed by making \( \kappa_e \geq 0 \), where, from now on, vector inequality will be considered in a componentwise fashion. Moreover an important aspect which will allow the nonlinear algorithm to be casted in the format described in the following regards the continuity order of the assumed interpolations, in particular the displacement field has to be capable of assuring the inter-element continuity while \( \sigma \) and \( \gamma \) can be defined locally inside the element.

From now on we omit reporting the superscript \( ()^{(n)} \) that defines the step.

2.3.1 Local equations

On the basis of the interpolations we obtain the discrete counterpart of the flow rule, plastic admissibility and consistency condition

\[ \begin{cases} r_\sigma = H_e \Delta \beta_e - Q_e \Delta d_e + A_e [\beta_e] \Delta \kappa_e = 0 \\ r_\mu = \Phi_e [\beta_e] \leq 0, \quad \Delta \kappa_e \geq 0, \quad \Delta \kappa_e^T \Phi_e [\beta_e] = 0, \end{cases} \] (4)
where $A_e[\beta_e]$ represents the discrete form of the plastic flux direction and is defined by

$$A_e[\beta_e] := \int_{\Omega_e} S^T \partial \phi / \partial \sigma [\beta_e] G$$

while the discrete operators

$$Q_e := \int_{\Omega_e} S^T D N \quad H_e := \int_{\Omega_e} S^T C^{-1} S$$

are the usual compatibility/equilibrium and elastic flexibility matrices respectively and

$$\Phi_e[\beta_e] := \int_{\Omega_e} G^T \phi [\beta_e],$$

corresponds to the element representation of the yield function and it depends on the final value of the stress parameters. As Eqs. (4) are expressed in terms of quantities locally defined on the element, or at the Gauss points for standard finite element interpolations, they will be denoted from now on as local equations.

### 2.3.2 Global equations

The discrete form of the equilibrium equations and the arc length condition to be used in the numerical solution of the problem are:

$$A_e \{ Q^T_e \beta_e - \lambda p_e \} = 0, \quad A_e \{ \Delta d^T_e p_e \} = \Delta \xi,$$

$A_e$ being the standard assembling operator which takes into account the inter-element continuity conditions on the displacement field and

$$p_e := \int_{\Omega_e} N^T b + \int_{\partial \Omega_e} N^T t$$

is the element load vector. For the sake of the following discussion egs. (7) can be rewritten as

$$\begin{cases} r_u \equiv Q^T \beta - \lambda p = 0 \\ r_\lambda \equiv \Delta d^T p - \Delta \xi = 0, \end{cases}$$

where $\beta$, $d$ and $p$ denote the global vectors collecting all the stress parameters $\beta_e$, the displacement parameters $d_e$ and the applied loads $p_e$. 
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2.4 The mathematical programming point of view

Noting that

$$A_e[\beta_e] := \left( \frac{\partial \Phi_e[\beta_e]}{\partial \beta_e} \right)^T$$

each finite step is characterized by the set of nonlinear equalities and inequalities defined
by Eqs. (4) and (9) which represent the first order conditions of the following nonlinear
convex optimization problem:

$$\text{maximize } \Delta \xi^{(n)} \lambda^{(n)} - \frac{1}{2} \sum_e (\Delta \beta_e)^T H_e \Delta \beta_e,$$

subject to

$$Q^T \beta^{(n)} = \lambda^{(n)} p,$$

$$\Phi_e[\beta_e^{(n)}] \leq 0 \quad \forall \beta_e.$$ (10)

Assuming this point of view the actual solution strategy can be implemented on the basis
of a nonlinear programming technique suitable for solving (10).

Note how more standard finite element formulations based on the numerical integration
on the Gauss points could be easily framed inside the optimization problem defined by
Eq. (10), by considering the quadratic terms of the objective function as the result of
the sum of the contributions of the Gauss points of each element while the admissibility
condition is imposed on each Gauss point.

3 A NEW SOLUTION SCHEME FOR ELASTOPLASTIC ANALYSIS

In the following section we will present an application of the SQP method to solve
Eq. (10). The algorithm exploits the problem structure allowing its solution at the global
level by means of a Newton (Riks) scheme which is characterized by minimal implementa-
tional differences with respect to standard SD-CPP formulations.

3.1 The linearized equations for the elastoplastic step and the sequential
quadratic programming (SQP) formulation

The estimate of the unknowns relative to the new step, $$z^{(n)} = \{\lambda^{(n)}, \beta^{(n)}, d^{(n)}, \kappa^{(n)}\},$$
will be denoted by $$z^{j+1} = z^j + \dot{z}$$ where, in order to make the notation simpler, the
superscript relative to the step number has been dropped leaving only the indication for
the current j-th iteration. The starting point for the new algorithm is the linearization
of the finite step equation (10) which yields the local equations (4) again, i.e.

$$\begin{cases}
-H_{\beta} \dot{\beta}^j + Q_e \dot{d} - A_j \dot{\kappa}^j_e = -r_{\sigma}^j, \\
\Phi_e^{j+1} \leq 0, \ k_e^{j+1} \geq 0, \ (k_e^{j+1})^T \Phi_e^{j+1} = 0.
\end{cases} \forall e$$ (11a)

Where

$$H_{\beta} = H_e + \sum_k k_{\beta k} \frac{\partial^2 \Phi_{ek}}{\partial \beta_k^2} \bigg|_{\beta_e = \beta_e^2}, \quad A_j = \frac{\partial \Phi_e}{\partial \beta_e} \bigg|_{\beta_e = \beta_e^2},$$
3.1 The linearized equations for the elastoplastic step and the sequential computational differences with respect to standard SD-CPP formulations. Eq. (10). The algorithm exploits the problem structure allowing its solution at the global condition is imposed on each Gauss point. Moreover, the linearization of the global finite step equations (9) gives:

\[
\begin{align*}
Q^T \dot{\beta} - \dot{\lambda} p &= -r_u, \\
- d^T p &= -r_{\lambda j}.
\end{align*}
\] (11b)

Eq. (11) could also be obtained by applying a sequential quadratic programming (SQP) approach to (10) obtaining

\[
\begin{align*}
\text{maximize} \quad & \Delta \xi \dot{\lambda} - \sum_e \left( \beta_e^T H_e \Delta \beta_e^i - \frac{1}{2} \beta_e^T H_{el} \beta_e \right) \\
\text{subject to} \quad & Q^T \dot{\beta} - \dot{\lambda} p + r_u^j = 0, \\
& (A^i)^T \dot{\beta} + \Phi_e [\beta^j] \leq 0,
\end{align*}
\] (12a)

whose solution gives the new estimate \( z^{j+1} \) in the form

\[
z^{j+1} = \{ \lambda^j + \dot{\lambda}, \beta^j + \dot{\beta}, \beta^j, d^j + d, \kappa^{j+1} \}. \] (12b)

However the solution of the QP sub-problems (12a) with a standard SQP algorithm requires however a great computational effort due to the coupling action exerted by the equilibrium constraints. A method to efficiently solve Eq. (11) or problem in (12a) will now be examined.

3.2 The EC-SQP formulation

First the SQP problem in (12) is solved by using an equality constraint sequential quadratic programming (EC-SQP) approach [3]. Each iteration of the EC-SQP approach consists of two phases: i) estimation of the active set of constraints; ii) solution of an equality constrained quadratic program that imposes the apparently active constraints and ignores the apparently inactive ones. The idea is to identify the active constraints for the actual estimate of the solution using information available at a point near to \( z^{j+1} \), a point which in the sequel will be denoted by \( \bar{z}^{j+1} \).

3.2.1 The detection of the active set of constraints

The estimation of the active constraints is performed by advocating the decomposition point of view, i.e. solving an optimization problem obtained by the original ones (11a) for a fixed, properly assumed, value of the displacements \( \bar{d}^{j+1} = d^j \). The series of decoupled problems obtained in this way have the same form as a standard CPP scheme and it can
be easily solved at the local element level in a way as efficient as, or also more, than the standard SD-CPP approach.

At the iteration $j+1$ then the active set of constraints is obtained by solving (11a) assuming $\dot{d}_{j+1} \approx \dot{d}_j$ and so $d = 0$. The result is a problem that is now decoupled at the local level, i. e.

$$\begin{align*}
- H_{el} \dot{\beta}_e - A^T_{el} \dot{\kappa}_e &= -r^j, \\
\Phi^j_{e+1} &\leq 0, \quad \kappa^j_{e+1} \geq 0, \quad (\kappa^j_{e+1})^T \Phi^j_{e+1} = 0, \quad \forall e
\end{align*} \tag{13}$$

where the symbols with a bar denote the estimates of the new quantities. In particular Eqs.(13) are the first order conditions of the following QP problem:

$$\begin{align*}
\min_{(\beta_e)}: & \frac{1}{2} (\dot{\beta}_e^T H_{el} \dot{\beta}_e + (\dot{\beta}_e^T g^j), \\
\text{subj.}: & A^T_{el} \dot{\beta}_e + \Phi^j_{e} \leq 0, \quad \forall e
\end{align*} \tag{14}$$

where $\Phi^j_{e} = \Phi_e[\beta^j_{e}]$, $g^j = H_{el}(\beta^j_{e} - \beta^*_{e})$. The solution of Eqs (14), which can be seen as the quadratic problems arising from an SQP approximation of the CPP projection scheme, gives the actual estimate of the stress and plastic multiplier parameters $\dot{\beta}^j_{e+1} = \beta^j_{e+1} + \beta^*_{e}$, $\kappa^j_{e+1}$. In particular the QP problem (14) is efficiently solved by using the Goldfarb-Idnani active set method, see [6] for further details.

### 3.2.2 The solution of the QP equality constraint scheme

After the detection of the set of active constraints, and assuming that this set is not void, we have to solve Eqs. (11) by means of the following system of equations in which only the residuals of the active constraints are considered:

$$\begin{align*}
\begin{bmatrix}
\cdot & \cdot & A^T_{el} & \cdot & \cdot \\
- A^j_{e} & -H_{el} & Q_{e} & \cdot & \cdot \\
\cdot & Q^T_{el} & \cdot & -p^T_{e} & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot
\end{bmatrix}
\begin{bmatrix}
\dot{\kappa}_{e} \\
\beta_{e} \\
\dot{\beta}_{e} \\
\dot{\lambda}
\end{bmatrix}
= -
\begin{bmatrix}
\cdot \\
\cdot \\
r^j_{\mu} \\
r^j_{\sigma} \\
r^j_{u} \\
r^j_{\lambda}
\end{bmatrix},
\quad z^{j+1} = z^j + \dot{z},
\end{align*} \tag{15}$$

where the further condition $\kappa_{j+1} \geq 0$ needs to be imposed.

System (15) is easily solved by static condensation of the local defined quantities. In particular, recalling that the QP scheme in (14) solves the first two equations of (11a) zeroing the displacements $\dot{d}_e$, we obtain

$$\begin{align*}
\dot{\beta}_e &= H^{-1}_{el} (r^j_{\sigma} + Q_{e} \dot{d}_e - A^j_{e} \kappa_e) = \dot{\beta}_e + H^{-1}_{el} Q_e \dot{d}_e, \\
\dot{\kappa}_e &= W (r^j_{\mu} + A^T_{j} H^{-1}_{el} r^j_{\sigma} + A^T_{j} H^{-1}_{el} Q_e \dot{d}_e) = \dot{\kappa}_e + WA^T_{j} H^{-1}_{el} Q_e \dot{d}_e,
\end{align*} \tag{16}$$

where $W = [A^T_{j} H^{-1}_{el} A^j_{e}]^{-1}$. 
At the global level then we have to assemble the condensed element contribution as

\[ A_e \left( Q^T_e E_s Q_e \right) \dot{d} - \dot{\lambda} p = -A_e \left( \tilde{r}^j u \right), \quad -p^T \dot{d}_e = -r^j_{\lambda}, \]  

(17)

where

\[ \tilde{r}^j u = r^j u + Q^T e (E \dot{r}^j_{\sigma} - H^{-1}_{et} A_j W r^j_{\mu}) \quad \text{and} \quad E_t = H^{-1}_{et} - H^{-1}_{et} A_j W A^T_j H^{-1}_{et}. \]

\( E_t \) has the same expression as the algorithmic tangent matrix evaluated by standard SD-CPP formulation.

System (17) is coincident with a standard SD-CPP iteration scheme except for the new definition of quantities \( \tilde{r}^j u \). Note that \( E_t \) and \( H^{-1}_{et} A_j W \) are evaluated at each step of the QP problem, by the optimization algorithm used, so only the evaluation of \( \tilde{r}^j u \) is required. In the case of an element with zero active constraints the solution is obtained from previous scheme by deleting the first row and column from system (15).

4 NUMERICAL RESULTS

A series of numerical tests, in plane stress/strain conditions has been performed in order to evaluate the performance of the proposed algorithm in the elastoplastic analysis of 2D problems under the action of various kinds of loads (traction tests characterized by stress concentration, in-plane bending actions) and for different materials (Von Mises and Drucker-Prager materials). The finite elements adopted are those proposed in [4] where the interpolation of the displacement, stress and plastic multiplier fields is adopted. In particular, among the elements proposed in the cited work, only the FC\(_4\) element, with a piecewise-constant interpolation over 4 subareas into which the internal area of the element is divided, has been used. This choice allows to test the robustness of the proposed algorithm with respect to more severe and more nonlinear cases. Further details of the finite elements used can be found in [4].

The convergence to a new equilibrium point will be considered as achieved when the norm of residuals is less than a given tolerance, i.e. \( \| r_u \| + \| r_{\sigma} \| + \| r_{\mu} \| \leq \text{toll} \), while the analysis is stopped when the displacement component of a specified point reaches a prescribed value. The number of points required by the Riks strategy to evaluate the equilibrium path will be denoted with steps while the iterations required for each step will be denoted with loops. The arc-length scheme adopted does not use any globalization technique, such as line search. In the case of convergence failure the algorithm simply restarts from the last point evaluated but with a reduced arc-length increment. A line search is performed in the return mapping process of the SD-CPP algorithm to allow the possibility of handling with large step sizes. Moreover, in order to test the robustness of the proposed EC-SQP algorithm, that is the possibility of convergence to an equilibrium point also starting very far from it, the analyses were repeated by increasing the value of the first step length \( \Delta \xi^{(1)} \) selected in order to force the value of the observed component of the displacement to a prescribed amplitude. In this way the analysis works with larger
step sizes, this last one being controlled through an extrapolation parameter calculated by the formula \( 1 - \frac{1}{2} \frac{lps - lps_d}{lps + lps_d} \), where \( lps \) is the number of loops required by the last step and \( lps_d \) the desired number of loops. However if the step is not closed within the maximum number of loops the analysis is restarted with a smaller initial step size. Then, for each test, a report is presented which shows the evaluated collapse load multiplier and the relative error, the number of steps, the total number of loops and the number of step failures (i.e. the steps not closed within \( lps_m \)). In this way a deep comparison of the SD-CPP and EC-SQP algorithm is performed. In the following only one test, representing well the behavior of the algorithm, will be presented.

4.1 Square plate with circular hole

This test is depicted in Fig. 1 and is known as square plate with circular hole. The analyses were performed in plane stress conditions on the basis of four different meshes of \((2^n \times 2^n)\) elements each denoted as mesh \( n \) and was stopped when the vertical component of node \( A \) reaches the value \( 5e^{-3} \).
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**Figure 1**: Plate with circular hole. Problem description and discretization meshes.

The results obtained on all the meshes using both the standard SD-CPP algorithm and the new EC-SQP algorithm are summarized in Tab. 4.1. The capability of the proposed algorithm to sustain even very large step sizes without affecting the computed
collapse load, regardless of the mesh considered, is clear. In contrast the standard SD-CPP algorithm has no particular problem for the first values of the assigned initial increment of the monitored displacement component, i.e. $5e-5$ and $1e-4$. Afterward, for the bigger increments, the algorithm makes some false steps until the step size is not reduced to a value that can be sustained.

$$\lambda_{c} \text{ stps lps flrs incr.}$$

<table>
<thead>
<tr>
<th>Mesh 1 (dofs 98)</th>
<th>Mesh 2 (dofs 338)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{c}$</td>
<td>$\lambda_{c}$</td>
</tr>
<tr>
<td>0.8100</td>
<td>0.8030</td>
</tr>
<tr>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>58</td>
<td>77</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5e-5</td>
<td>5e-5</td>
</tr>
<tr>
<td>0.8100</td>
<td>0.8030</td>
</tr>
<tr>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>55</td>
<td>73</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1e-4</td>
<td>1e-4</td>
</tr>
<tr>
<td>0.8100</td>
<td>0.8030</td>
</tr>
<tr>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>55</td>
<td>72</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>1e-3</td>
<td>1e-3</td>
</tr>
<tr>
<td>0.8100</td>
<td>0.8030</td>
</tr>
<tr>
<td>21</td>
<td>25</td>
</tr>
<tr>
<td>57</td>
<td>84</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>5e-3</td>
<td>5e-3</td>
</tr>
<tr>
<td>0.8100</td>
<td>0.8030</td>
</tr>
<tr>
<td>22</td>
<td>25</td>
</tr>
<tr>
<td>65</td>
<td>86</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>1e-2</td>
<td>1e-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mesh 3 (dofs 1250)</th>
<th>Mesh 4 (dofs 4802)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{c}$</td>
<td>$\lambda_{c}$</td>
</tr>
<tr>
<td>0.8015</td>
<td>0.8006</td>
</tr>
<tr>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td>105</td>
<td>113</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5e-5</td>
<td>5e-5</td>
</tr>
<tr>
<td>0.8015</td>
<td>0.8006</td>
</tr>
<tr>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>91</td>
<td>109</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1e-4</td>
<td>1e-4</td>
</tr>
<tr>
<td>0.8015</td>
<td>0.8006</td>
</tr>
<tr>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>97</td>
<td>118</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>1e-3</td>
<td>1e-3</td>
</tr>
<tr>
<td>0.8015</td>
<td>0.8006</td>
</tr>
<tr>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>106</td>
<td>136</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>5e-3</td>
<td>5e-3</td>
</tr>
<tr>
<td>0.8015</td>
<td>0.8006</td>
</tr>
<tr>
<td>27</td>
<td>31</td>
</tr>
<tr>
<td>100</td>
<td>128</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>1e-2</td>
<td>1e-2</td>
</tr>
</tbody>
</table>

Table 1: Plate with circular hole. Analysis report, $v_{A_{\text{max}}} = 5e-3$, $toll = 1e-4$, $desired = 6$, $max = 50$.

### 5 CONCLUSIONS

In this paper a new method for the incremental elastoplastic analysis of structures has been presented. The method is based on a SQP approximation of the finite element representation of the holonomic step equations that retains as primary variables, and at each iteration, all the variables of the problems. In the solution process, based on the equality constrained approach, the set of active constraints is obtained by solving a simple
quadratic programming problem which has the same structure and variables of a standard return mapping by closest point projection scheme, i.e. it is decoupled and it can be solved at a local level (finite element, Gauss point). The solution of the equality constraint problems is performed by means of a static condensation of the locally defined variables, that is stress and plastic multiplier parameters, for which the inter element continuity is not required so obtaining at the global level a nonlinear pseudo-compatible scheme of analysis that has the same structure as classic path following arc-length methods.

The numerical results are performed for plane stress/strain problems using both von Mises and Drucker-Pragher yield functions and adopting the finite element interpolation proposed in [4]. This finite element uses a three field interpolation and requires a multi-surface return mapping solution in the SD-CPP case, representing a good test for the robustness and efficiency of the incremental elastoplastic algorithm proposed here. A large number of numerical results performed for both single or multi–surface elastoplastic cases shows the great improvement in robustness and efficiency with respect to standard return mapping strain driven formulations.

The presentation and the application are limited to the perfect plasticity case but its extension to other more complex associated cases would be simple.
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Abstract. This paper illustrates how to implement effectively solvers for elasto-plastic problems. We consider the time step problems formulated by nonlinear variational equations in terms of displacements. To treat nonlinearity and non-smoothness we use semismooth Newton method. In each Newton iteration we have to solve linear system of algebraic equations and for the numerical solution of the linear systems we use TFETI algorithm. In our benchmark we compute von Misses plasticity with isotropic hardening and use return mapping concept.

1 INTRODUCTION

The goal of paper is to show how to implement effectively solvers for elasto-plastic problems. Such problems with hardening lead to quasi-static initial-boundary value problems, so the history of loading is taken into account. The problems are often solved by an incremental finite element method, see e.g [1]. For the time-discretisation we can use the explicit or implicit Euler methods or the return mapping concept. Each time-step problem may be formulated in different ways by variational equalities or inequalities described in terms of stress, plastic strain, hardening parameter, and displacements. In this paper, we consider the time-step problems formulated by nonlinear variational equations in terms of displacements. To treat nonlinearity and non-smoothness we use the semismooth Newton method introduced in [2] and used in [3] for elasto-plastic problems.

In each Newton iteration we have to solve an auxiliary (possibly of large size) linear system of algebraic equations. The key idea of our approach is to use for the numerical solution of the linear systems arising in each Newton step the FETI method with optimal convergence properties proposed by Farhat et al. [4] for parallel solution of linear problems. Using this approach, a body is partitioned into non-overlapping subdomains, an
elliptic problem with Neumann boundary conditions is defined for each subdomain, and intersubdomain field continuity is enforced via Lagrange multipliers. The Lagrange multipliers are evaluated by solving a relatively well conditioned dual problem of small size that may be efficiently solved by a suitable variant of the conjugate gradient algorithm. The first practical implementations exploited only the favorable distribution of the spectrum of the matrix of the smaller problem, known also as the dual Schur complement matrix, but such algorithm was efficient only with a small number of subdomains. Later, Farhat, Mandel, and Roux introduced a “natural coarse problem” whose solution was implemented by auxiliary projectors so that the resulting algorithm became in a sense optimal [4]. In our approach, we use the Total-FETI [5] variant of FETI domain decomposition method, where also the Dirichlet boundary conditions are enforced by Lagrange multipliers. Hence all subdomain stiffness matrices are singular with a-priori known kernels which is a great advantage in the numerical solution and also in the theory.

The paper is organized as follows. After introducing a model problem, we briefly review the TFETI methodology that transforms the large primal problem in terms of displacements into the smaller and better conditioned dual one in terms of the Lagrange multipliers whose conditioning is further improved by using the projectors defined by the natural coarse grid. Then we introduce a modification of the conjugate gradient algorithm for the solution of the resulting quadratic programming problem with equality constraints enforced by the orthogonal projector onto the subspace defined by the constraints. Further we briefly review the elasto-plasticity methodology for von Mises plasticity with isotropic hardening. We illustrate the efficiency of our algorithm on the solution of 3D elasto-plastic model benchmark and give encouraging results of numerical experiments.

2 PROBLEM OF ELASTOSTATICS

Let us consider an isotropic elastic body represented in a reference configuration by a domain \( \Omega \) in \( \mathbb{R}^d \), \( d = 2,3 \), with the sufficiently smooth boundary \( \Gamma \) as in Fig. 1. Suppose that \( \Gamma \) consists of two disjoint parts \( \Gamma_U \) and \( \Gamma_F \), \( \Gamma = \Gamma_U \cup \Gamma_F \), and that the displacements \( U : \Gamma_U \to \mathbb{R}^d \) and forces \( F : \Gamma_F \to \mathbb{R}^d \) are given. The mechanical properties of \( \Omega \) are defined by the Young modulus \( E \) and the Poisson ratio \( \nu \).

Let \( c_{ijkl} : \Omega \to \mathbb{R}^d \) and \( g : \Omega \to \mathbb{R}^d \) denote the entries of the elasticity tensor and a vector of body forces, respectively. For any sufficiently smooth displacement \( u : \Omega \to \mathbb{R}^d \), the total potential energy is defined by

\[
J(u) = \frac{1}{2} a(u, u) - \int_\Omega g^T u \, d\Omega - \int_{\Gamma_F} F^T u \, d\Gamma,
\]

where

\[
a(u,v) = \int_\Omega c_{ijkl} e_{ij}(u) e_{kl}(v) d\Omega, \quad e_{kl}(u) = \frac{1}{2} \left( \frac{\partial u_k}{\partial x_l} + \frac{\partial u_l}{\partial x_k} \right).
\]

We suppose that the elasticity tensor satisfies natural physical restrictions so that

\[
a(u,v) = a(v,u) \quad \text{and} \quad a(u,u) \geq 0.
\]
Now let us introduce the Sobolev space \( V = H^1(\Omega)^d \) and let \( K \) denote the set of all kinematically admissible displacements, where \( K = \{ v \in V : v = U \text{ on } \Gamma_U \} \). The displacement \( u \in K \) of body in equilibrium satisfies
\[
J(u) \leq J(v) \quad \text{for any } v \in K. \tag{3}
\]

Conditions that guarantee existence and uniqueness may be expressed in terms of coercivity of \( J \). More general boundary conditions, such as prescribed normal displacements and periodicity, may be considered without any conceptual difficulties.

3 TFETI DOMAIN DECOMPOSITION

To apply the TFETI domain decomposition, we tear body from the part of the boundary with the Dirichlet boundary condition, decompose body into subdomains, assign each subdomain a unique number, and introduce new “gluing” conditions on the artificial intersubdomain boundaries and on the boundaries with imposed Dirichlet condition.

More specifically, the body \( \Omega \) is decomposed into a system of \( s \) homogeneous isotropic elastic subdomains, each of which occupies, in a reference configuration, a subdomain \( \Omega^p \) in \( \mathbb{R}^d, d = 2, 3 \). After decomposition each boundary \( \Gamma^p \) of \( \Omega^p \) consists of three disjoint parts \( \Gamma^p_U, \Gamma^p_F, \) and \( \Gamma^p_G, \Gamma^p = \Gamma^p_U \cup \Gamma^p_F \cup \Gamma^p_G, \) with the corresponding displacements \( U^p \) and forces \( F^p \) inherited from the originally imposed boundary conditions on \( \Gamma \). For the artificial intersubdomain boundaries, we use the following notation: \( \Gamma_{pq}^G \) denotes the part of \( \Gamma^p \) that is glued to \( \Omega^q \) and \( \Gamma_{pq}^G \) denotes the part of \( \Gamma^p \) that is glued to the other subdomains. Obviously \( \Gamma_{pq}^G = \Gamma_{qp}^G \). An auxiliary decomposition of the problem of Fig. 1 with renumbered subdomains and artificial intersubdomain boundaries is in Fig. 2. The gluing conditions require continuity of the displacements and of their normal derivatives across the intersubdomain boundaries. The mechanical properties of \( \Omega^p \) are defined by the Young modulus \( E^p \) and the Poisson ratio \( \nu^p \).

Let \( c^p_{ijkl} \) and \( g^p \) denote again the entries of the elasticity tensor and a vector of body forces, respectively. For any sufficiently smooth displacement \( u : \Omega^1 \times \ldots \times \Omega^s \to \mathbb{R}^d, \) the
The total potential energy is defined by

$$J(u) = \sum_{p=1}^{s} \left\{ \frac{1}{2} a^p(u^p, u^p) - \int_{\Omega^p} (g^p)^\top u^p d\Omega - \int_{\Gamma^p} (F^p)^\top u^p d\Gamma \right\},$$

where

$$a^p(u^p, v^p) = \int_{\Omega^p} c^p_{ijkl} e^p_{ij}(u^p) e^p_{kl}(v^p) d\Omega, \quad e^p_{kl}(u^p) = \frac{1}{2} \left( \frac{\partial u^p_k}{\partial x^p_l} + \frac{\partial u^p_l}{\partial x^p_k} \right).$$

We suppose that the bilinear forms $a^p$ satisfy (2) and let us introduce the product Sobolev space $V = H^1(\Omega^1) \times \ldots \times H^1(\Omega^s)$, and let $K$ denote the set of all kinematically admissible displacements, where $K = \{ v \in V : v^p = U^p \text{ on } \Gamma^p, \quad v^p = v \mid_{\Omega^p} \}$. The displacement $u \in K$ of the system of subdomains in equilibrium satisfies

$$J(u) \leq J(v) \quad \text{for any } v \in K.$$

The finite element discretization of $\Omega = \Omega^1 \cup \ldots \cup \Omega^s$ with a suitable numbering of nodes results in the quadratic programming (QP) problem

$$\frac{1}{2} u^\top K u - f^\top u \to \min \quad \text{subject to } Bu = c,$$

where $K = \text{diag}(K_1, \ldots, K_s)$ denotes a symmetric positive semidefinite block-diagonal matrix of order $n$, $B$ denotes an $m \times n$ full rank matrix, $f \in \mathbb{R}^n$, and $c \in \mathbb{R}^m$.

The diagonal blocks $K_p$ that correspond to the subdomains $\Omega^p$ are positive semidefinite sparse matrices with known kernels, the rigid body modes. The blocks can be effectively decomposed using the Choleski factorization [6]. The vector $f$ describes the nodal forces arising from the volume forces and/or some other imposed traction.
The matrix $B$ with the rows $b_i$ and the vector $c$ with the entries $c_i$ enforce the prescribed displacements on the part of the boundary with imposed Dirichlet condition and the continuity of the displacements across the auxiliary interfaces. The continuity requires that $b_i u = c_i = 0$, where $b_i$ are vectors of the order $n$ with zero entries except 1 and $-1$ at appropriate positions. Typically $m$ is much smaller than $n$.

Even though (6) is a standard convex quadratic programming problem, its formulation is not suitable for numerical solution. The reasons are that $K$ is typically ill-conditioned, singular, and very large.

The complications mentioned above may be essentially reduced by applying the duality theory of convex programming (see, e.g., Dostál [7]), where all the constraints are enforced by the Lagrange multipliers $\lambda$. The Lagrangian associated with problem (6) is

$$L(u, \lambda) = \frac{1}{2} u^\top K u - f^\top u + \lambda^\top (B u - c).$$

(7)

It is well known [7] that (6) is equivalent to the saddle point problem

$$L(\bar{u}, \bar{\lambda}) = \sup_{\lambda} \inf_u L(u, \lambda).$$

(8)

4 OPTIMAL SOLVERS TO EQUALITY CONSTRAINED PROBLEMS

The solution of (8) leads to equivalent problem to find $(\bar{u}, \bar{\lambda}) \in \mathbb{R}^n \times \mathbb{R}^m$ satisfying:

$$A \begin{pmatrix} u \\ \lambda \end{pmatrix} = \begin{pmatrix} f \\ c \end{pmatrix}$$

(9)

with the saddle-point matrix

$$A := \begin{pmatrix} K & B^\top \\ B & 0 \end{pmatrix}.$$  

We suppose that (9) is uniquely solvable which is guaranteed by the following necessary and sufficient conditions [8]:

$$\text{Ker} B^\top = \{0\},$$

(10)

$$\text{Ker} K \cap \text{Ker} B = \{0\}.$$  

(11)

Notice that (10) is the condition on the full row-rank of $B$. Let us mention that an orthonormal basis of $\text{Ker} K$ is known à-priori and that its vectors are columns of $R \in \mathbb{R}^{n \times l}$, $l = n - \text{rank}(K)$.

The first equation in (9) is satisfied iff

$$f - B^\top \lambda \in \text{Im} K$$

(12)

and

$$\bar{u} = K^\dagger (f - B^\top \lambda) + R \bar{\alpha}$$

(13)
for an appropriate $\bar{\alpha} \in \mathbb{R}^l$ and arbitrary generalized inverse $K^\dagger$ satisfying $KK^\dagger K = K$. Moreover, (12) can be equivalently written as
\[ R^T(f - B^T\bar{\lambda}) = 0. \] (14)

Further substituting (13) into the second equation in (9) we arrive at
\[ -BK^\dagger B^T\bar{\lambda} + BR\bar{\alpha} = c - BK^\dagger f. \] (15)

Summarizing (15) and (14) we find that the pair $(\bar{\lambda}, \bar{\alpha}) \in \mathbb{R}^m \times \mathbb{R}^l$ satisfies:
\[ S\begin{pmatrix} \lambda \\ \alpha \end{pmatrix} = \begin{pmatrix} d \\ e \end{pmatrix}, \] (16)

where
\[ S := \begin{pmatrix} BK^\dagger B^T & -BR \\ -R^T B^T & 0 \end{pmatrix} \]
is the (negative) Schur complement of $K$ in $A$, $d := BK^\dagger f - c$, and $e := -R^T f$. As both $S$ and $A$ are simultaneously invertible [8], we can compute first $(\bar{\lambda}, \bar{\alpha})$ by solving (16) and then we obtain $\bar{u}$ from (13). Let us note that (16) has formally the same saddle-point structure as that of (9), however, its size is considerably smaller.

Before discussing the solution method for (16) we introduce new notation
\[ \mathbf{F} := BK^\dagger B^T, \quad \mathbf{G} := -R^T B^T \]
which changes (16) into
\[ \begin{pmatrix} \mathbf{F} & \mathbf{G}^T \\ \mathbf{G} & 0 \end{pmatrix} \begin{pmatrix} \lambda \\ \alpha \end{pmatrix} = \begin{pmatrix} d \\ e \end{pmatrix}. \] (17)

Now we shall split (17) using the orthogonal projector $P_\mathbf{G}$ onto $\text{Ker}\mathbf{G}$. As (11) implies that $\mathbf{G}$ is of full row-rank, we can identify $P_\mathbf{G}$ with the following matrix:
\[ P_\mathbf{G} := I - \mathbf{G}^T(\mathbf{G}\mathbf{G}^T)^{-1}\mathbf{G}. \]
Applying $P_\mathbf{G}$ on the first equation in (17) we obtain that $\bar{\lambda}$ satisfies:
\[ P_\mathbf{G}F\lambda = P_\mathbf{G}d, \quad G\lambda = e. \] (18)

In order to arrange (18) as one equation on the vector space $\text{Ker}\mathbf{G}$ we decompose the solution $\bar{\lambda}$ into $\bar{\lambda}_{\text{Im}} \in \text{Im}\mathbf{G}^\dagger$ and $\bar{\lambda}_{\text{Ker}} \in \text{Ker}\mathbf{G}$ as
\[ \bar{\lambda} = \bar{\lambda}_{\text{Im}} + \bar{\lambda}_{\text{Ker}}. \] (19)

Since $\bar{\lambda}_{\text{Im}}$ is easily available via
\[ \bar{\lambda}_{\text{Im}} = \mathbf{G}^T(\mathbf{G}\mathbf{G}^T)^{-1}e, \]
it remains to show how to get $\lambda_{\text{Ker}}$. Substituting (19) into (18) we can see that $\lambda_{\text{Ker}}$ satisfies:
$$
P_G F \lambda_{\text{Ker}} = P_G (d - F \lambda_{\text{Im}}), \quad \lambda_{\text{Ker}} \in \text{Ker} G.
$$

Let us note that this equation is uniquely solvable, as $P_G F : \text{Ker} G \mapsto \text{Ker} G$ is invertible if $A$ is invertible [8]. Finally note that, if $\lambda$ is known, the solution component $\alpha$ is given by
$$
\alpha = (G G^T)^{-1} G (d - F \lambda).
$$

Let us algorithmically summarize the previous results. It turns out to be reasonable to form and store the $l \times m$ matrix $G$ and the $l \times l$ matrix $H := (G G^T)^{-1}$ because $l$ is usually small (the Cholesky factor of $G G^T$ may be used instead of $H$). On the other hand, the $m \times m$ matrices $F$ and $P_G$ are not assembled explicitly, since only their matrix-vector products are needed. Finally note that the actions of $B$ are inexpensive in our problems due to sparsity of $B$ and the actions of $K_\dagger$ are computed effectively by the Cholesky factorization of $K^p, p = 1, ..., s$ ([6]). All the above steps are summarized in the following algorithmic scheme.

**Algorithmic scheme**

Step 1.a: Compute $G := -R^T B^T$, $H := (G G^T)^{-1}$, $d := BK^T f - c$, and $e := -R^T f$.

Step 1.b: Compute $\lambda_{\text{Im}} := G^T H e$.

Step 1.c: Compute $\hat{d} := d - F \lambda_{\text{Im}}$.

Step 1.d: Compute $\hat{\lambda}_{\text{Ker}}$ by solving $P_G F \lambda_{\text{Ker}} = P_G \hat{d}$ on $\text{Ker} G$.

Step 1.e: Compute $\hat{\lambda} := \lambda_{\text{Im}} + \hat{\lambda}_{\text{Ker}}$.

Step 2: Compute $\hat{\alpha} := H G (d - F \lambda)$.

Step 3: Compute $\hat{u} := K^T (f - B^T \lambda) + R \hat{\alpha}$.

Finally, we introduce the projected conjugate gradient method with preconditioning (ProjCGM) [4] that we use for computing $\lambda_{\text{Ker}}$ in Step 1.d of Algorithmic scheme. Thus we want to compute $\lambda_{\text{Ker}}$ by solving the system $P_G F \lambda_{\text{Ker}} = P_G \hat{d}$ on $\text{Ker} G$ with the lumped preconditioner $F^{-1}$ [4] to $F$.

**Algorithm ProjCGM**

1. Initialize
$$
r^0 = \hat{d}, \quad \lambda_{\text{Ker}}^0 = 0.
$$

2. Iterate $k = 1, 2, ..., $ until convergence
$$
\text{Project } w^{k-1} = P_G r^{k-1}.
\text{Precondition } z^{k-1} = F^{-1} w^{k-1}.
\text{Project } y^{k-1} = P_G z^{k-1}.
$$
\[ \beta^k = (y^{k-1})^\top w^{k-1} / (y^{k-2})^\top w^{k-2}; \quad (\beta^1 = 0). \]
\[ p^k = y^{k-1} + \beta^k p^{k-1}; \quad (p^1 = y^0). \]
\[ \alpha^k = (y^{k-1})^\top w^{k-1} / (p^k)^\top F p_k. \]
\[ \lambda^k_{Ker} = \lambda^k_{Ker} + \alpha^k p^k. \]
\[ r^k = r^{k-1} - \alpha^k F p_k. \]

3. \( \lambda^k_{Ker} = \lambda^k_{Ker} \).

Using TFETI in combination with ProjCGM algorithm we are able to find the solution of the original elasto-plastic problem in \( O(1) \) matrix-vector multiplications independently of the problem size provided the ratio between the decomposition step \( H \) and the discretization step \( h \) is kept bounded. For more details about optimality see [4].

5 ELASTO-PLASTICITY

Elasto-plastic problems are the so-called quasi-static problems where the history of loading is taken into account. We consider the von Mises elasto-plasticity with the strain isotropic hardening and incremental finite element method with the return mapping concept [1].

The elasto-plastic deformation of an body \( \Omega \) after loading is described by the Cauchy stress tensor \( \sigma \), the small strain tensor \( \varepsilon \), the displacement \( u \), and the nonnegative hardening parameter \( \kappa \). Symmetric tensor is represented by the vector and its deviatoric part is denoted by the symbol \( \text{dev} \).

Let us denote the space of continuous and piecewise linear functions constructed over a regular triangulation of \( \Omega \) with the discretization norm \( h \) by \( V_h \subset V \), where \( V = \{ v \in H^1(\Omega)^d : \ v = 0 \text{ on } \Gamma_U \} \). Let

\[ 0 = t_0 < t_1 < \ldots t_k < \ldots < t_N = t^* \]  

be a partition of the time interval \([0, t^*] \). Then the solution algorithm after time and space discretizations has the form:

Algorithm 3.

1. Initial step: \( u_0^0 = 0, \sigma_0^0 = 0, \kappa_0^0 = 0, \)
2. for \( k = 0, \ldots, N - 1 \) do (load step)
3. From previous step we know: \( u^k_h, \sigma^k_h, \kappa^k_h \) and compute \( \Delta u_h, \Delta \sigma_h, \Delta \kappa_h \)

\[ \Delta \varepsilon_h = \varepsilon(\Delta u_h), \quad \Delta u_h \in V_h, \]
\[ \Delta \sigma_h = T_\sigma(\sigma^k_h, \kappa^k_h, \Delta \varepsilon_h), \]
\[ \Delta \kappa_h = T_\kappa(\sigma^k_h, \kappa^k_h, \Delta \varepsilon_h). \]
4. Solution $\Delta \sigma_h(\sigma_h^k, \kappa_h^k, \varepsilon(\Delta u_h))$ is substituted into equation of equilibrium:

$$
\int_\Omega \Delta \sigma_h^T(\sigma_h^k, \kappa_h^k, \varepsilon(\Delta u_h))\varepsilon(v_h)dx = \langle \Delta f_h^k, v_h \rangle, \quad \forall v_h \in V_h.
$$

This leads to a nonlinear system of equations with unknown $\Delta u_h$ which is solved using the Newton method. The linearized problem arising in each Newton step is solved by TFETI algorithmic scheme proposed above.

5. Then we compute values for the next step: $u_h^{k+1} = u_h^k + \Delta u_h$, $\sigma_h^{k+1} = \sigma_h^k + \Delta \sigma_h$, $\kappa_h^{k+1} = \kappa_h^k + \Delta \kappa_h$.

6. enddo

Above we consider the following notation. Let $C$ denote the Hook’s matrix, $E$ represent linear operator $\text{dev}$, $\mu, \lambda$ be the Lamé coefficients, $\Delta f_h^k$ be the increment of the right hand side and $\sigma_h^i = \sigma_h^k + C\Delta \varepsilon_h$. For return mapping concept we define

$$
\Delta \sigma_h = T_\sigma(\sigma_h^k, \kappa_h^k, \Delta \varepsilon_h) = T^{RM}_\sigma(\sigma_h^k, \kappa_h^k, \Delta \varepsilon_h) = 
\begin{cases}
C \Delta \varepsilon_h & \text{if } P(\sigma_h^k, \kappa_h^k) \leq 0, \\
C \Delta \varepsilon_h - \gamma_R \hat{n} & \text{if } P(\sigma_h^k, \kappa_h^k) > 0,
\end{cases}
$$

$$
\Delta \kappa_h = T_\kappa(\sigma_h^k, \kappa_h^k, \Delta \varepsilon_h) = T^{RM}_\kappa(\sigma_h^k, \kappa_h^k, \Delta \varepsilon_h) = 
\begin{cases}
0 & \text{if } P(\sigma_h^k, \kappa_h^k) \leq 0, \\
\gamma_z = \gamma_R \|Cp\|^{-1} & \text{if } P(\sigma_h^k, \kappa_h^k) > 0,
\end{cases}
$$

where

$$
\gamma_R = \frac{3\mu}{3\mu + H_m} \sqrt{\frac{2}{3}} \left( \sqrt{\frac{2}{3}} \|\text{dev}(\sigma_h^k)\| - (Y_0 + H_m \kappa_h^k) \right) = 
\frac{3\mu}{3\mu + H_m} \sqrt{\frac{2}{3}} P(\sigma_h^k, \kappa_h^k),
$$

$$\hat{n} = \frac{\text{dev}(\sigma_h^k)}{\|\text{dev}(\sigma_h^k)\|}, \quad \|Cp\| = 2\mu \sqrt{\frac{3}{2}}, \quad z = 1,
$$

and plasticity function

$$
P(\sigma_h^k, \kappa_h^k) = \sqrt{\frac{3}{2}} \|\text{dev}(\sigma_h^k)\| - (Y + H_m \kappa_h^k), \quad Y, H_m > 0.
$$

The function $\gamma_R \hat{n}$ is semismooth and potential. The derivative of $T^{RM}_\sigma$ is

$$
(T^{RM}_\sigma)'(\Delta \varepsilon) = C - 2\mu \frac{3\mu}{3\mu + H_m} [E + \\
+ \sqrt{\frac{2}{3}} \frac{Y_0 + H_m \kappa_h^k}{\|\text{dev}(\sigma_h^k + C \Delta \varepsilon)\|} \left( \frac{\text{dev}(\sigma_h^k + C \Delta \varepsilon) \text{dev}(\sigma_h^k + C \Delta \varepsilon)^T}{\|\text{dev}(\sigma_h^k + C \Delta \varepsilon)\|^T} - E \right)].
$$
If we represent a function \( v_h \in V_h \) by the vector \( v \in \mathbb{R}^n \) and omit index \( k \) then (26) can be rewritten as the system of nonlinear equations

\[
F(\Delta u) = \Delta f,
\]

where

\[
\langle F(v), w \rangle &= \int_{\Omega} (\sigma(T_{\Delta u}(v_h)) \cdot \varepsilon(w_h)) \, dx, \quad \forall v, w \in \mathbb{R}^n \\
\langle \Delta f, w \rangle &= \Delta f_h(v_h), \quad \forall w \in \mathbb{R}^n.
\]

### 6 NUMERICAL EXPERIMENTS

Described algorithms were implemented in MatSol library [9] developed in Matlab environment and tested on solution of 3D problems.

Let us consider a 3D plate with a hole in the center (due to symmetry only a quarter of the whole structure is used) with the geometry depicted in Fig. 3. Boundary conditions are specified in Fig. 4. Symmetry conditions are prescribed on the left and lower sides of \( \Omega \). The surface load \( g(t) = 450 \sin(2\pi t) \) [MPa], \( t \in [0, \frac{1}{4}] \) [sec], is applied to the upper side of \( \Omega \). The elasto-plastic material parameters are \( E = 206900 \) [MPa], \( \nu = 0.29 \), \( Y = 450 \), \( H_m = 100 \) and the time interval \( [0, \frac{1}{4}] \) [sec] is divided into 50 steps. We consider a mesh with 5489 nodes and 19008 tetrahedrons. The body \( \Omega \) is decomposed into 20 subdomains.

In the \( n \)th Newton iteration we compute an approximation \( \Delta u^n \) by solving the constrained linear problem of the form

\[
\min_{B(\Delta u^n) = 0} \frac{1}{2} (\Delta u^n)^\top K^n \Delta u^n - (\Delta u^n)^\top \Delta f^n
\]

using the TFETI algorithmic scheme proposed above. We stop the Newton method in every time step if \( \|\Delta u^{n+1} - \Delta u^n\| / (\|\Delta u^n\| + \|\Delta u^{n+1}\|) \) is less than \( 10^{-6} \).

Notice that the maximum number of the Newton iterations is small for all time steps (less than 7), therefore the method is suitable for the problem. In the following figures, we depict plastic and elastic elements, graph of maximum value of hardening at each time step and von Mises stress in the \( xy \) plane cross-section with the \( z \) coordinate 0 [mm] corresponding to the surface of \( \Omega \). In Figs. 5, 6, we see which elements are plastic (gray color) and which are elastic (white color) in chosen time steps. Particularly, in time steps 1-12 we observe only elastic behavior, and in time steps 13-50 plastic behavior of some elements. The maximum value of hardening at each time step is depicted in Fig. 7. The von Mises stress distribution on deformed mesh is shown in Fig. 8.

### 7 CONCLUSIONS AND GOALS

We have presented an efficient algorithm for the numerical solution of elasto-plastic problems. These problems lead to the quasi-static problems, where each nonlinear and nonsmooth time step problem is solved by the semismooth Newton method. In each Newton iteration we solve an auxiliary (possibly of large size) linear system of algebraic
Figure 3: 3D plate geometry in [mm]

Figure 4: 2D plate geometry in [mm] and boundary conditions

Figure 5: Plastic and elastic elements after 35 time steps

Figure 6: Plastic and elastic elements after 50 time steps

Figure 7: Maximum values of hardening in time iterations

Figure 8: Von Mises stress distribution on the deformed mesh (scaled 10x)
equations using in a sense optimal algorithm based on our Total-FETI variant of FETI domain decomposition method. We illustrated the efficiency of our algorithm on the solution of 3D elasto-plastic model benchmark and gave results of numerical experiments. The results indicate that the algorithm may be efficient. In the future we would like to adapt this approach to the solution of contact problems.
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Abstract. An improved accuracy analysis of elastoplastic integration algorithms is presented and proposed in this paper. The notion of the well-established isoerror maps is extended and polar plots are constructed for a wide range of stress points, algorithmically selected in the principal stress space. The selection of the stress points is independent of the yield surface and therefore a general procedure is obtained. The individual maps are then joined together to produce a complete view of the accuracy assessment of the stress update algorithm. The proposed procedure is validated in a characteristic multisurface yield criterion.

1 INTRODUCTION

Within the context of computational plasticity it is desirable that the stress update algorithms employed at the Gauss point level should be sufficiently accurate for strain increments as large as possible in order to ensure that the global finite element solution remains within reasonable bounds of accuracy for large load increments. Therefore, accuracy assessment of elastoplastic integration algorithms under finite steps becomes crucial.

A systematic approach to accuracy analyses of elastoplastic algorithms have been first developed by Krieg and Krieg [1] who constructed isoerror maps on a strain controlled homogeneous problem investigating the behaviour of integration algorithms for the Huber–von Mises perfectly plastic model. Although this technique should not be regarded as a replacement of a rigorous accuracy and stability analysis, it have been proved very effective and is generally accepted as a reliable tool for the accuracy assessment of integration algorithms [2].

Standard accuracy assessment employing isoerror maps follows a typical pattern. For a given yield surface, a range of possible stress points that reside on the surface and
correspond to different stress states (e.g. uniaxial loading, biaxial loading, pure shear stress etc.) must be identified. A sequence of yield surface and position dependant, normalized strain increments is then applied at each individual stress point and the error between the computed and the exact solution is obtained and plotted [3].

Clearly the accuracy assessment following the above procedure is a rather tedious work, which depends on the correct identification of all possible states, is limited only in the vicinity of these states and differs considerably in each yield surface.

In this paper an improved accuracy analysis of elastoplastic integration algorithms is presented and proposed. The iserror maps are constructed for a wide range of stress points, algorithmically selected in the principal stress space. The selection of the stress points is independent of the yield surface and therefore a general procedure is obtained. The individual maps are then used together to produce a complete view of the accuracy assessment of the stress update algorithm. The proposed procedure is validated in the Mohr–Coulomb yield criterion.

2 METHODOLOGY

Let \( P(\rho, \theta, z) \) denote a point in a cylindrical coordinate system and assume a transformation that maps \( P \) to the Haigh–Westergaard stress space [4] as shown in Fig. 1, i.e.

\[
T : (\rho, \theta, z) \rightarrow (\sigma_1, \sigma_2, \sigma_3)
\]

where \( \sigma_i \) are the principal stresses.

Now assume that the stress state corresponding to point \( P \) defines a trial stress state, i.e. \( P \equiv \sigma_{\text{trial}} \). Within the context of perfect plasticity, a scalar function \( f : \mathbb{S} \rightarrow \mathbb{R} \) is defined, which goes by the name yield function and constrains the admissible stresses to lie in the so called elastic domain, such as:

\[
\mathbb{E}_\sigma := \{ \sigma \in \mathbb{S} | f(\sigma) \leq 0 \}
\]

(2)

If \( \sigma_{\text{trial}} \) violates the constraint defined by the yield function then a plastic correction is needed in order to bring back the trial state in the boundary of \( \mathbb{E}_\sigma \), namely \( \partial \mathbb{E}_\sigma \). From a numerical standpoint, a typical choice would be a fully–implicit integration algorithm, which will approximate the solution, yielding a stress state \( \sigma_{\text{approx}} \) on \( \partial \mathbb{E}_\sigma \).

However, it has been proved [5, 6] that a fully–implicit scheme tends to provide the exact solution \( \sigma_{\text{exact}} \) of the problem when \( \sigma_{\text{trial}} \) is divided into a sufficiently large number \( n \) of subincrements. Thus an error estimate can be defined as:

\[
\epsilon(\%) = 100 \times \sqrt{\frac{(\sigma_{\text{exact}} - \sigma_{\text{approx}}) : (\sigma_{\text{exact}} - \sigma_{\text{approx}})}{\sigma_{\text{exact}} : \sigma_{\text{exact}}}}
\]

(3)

Therefore, one has to define a suitable search space \( \mathcal{V} \) for \( (\rho, \theta, z) \) and apply the error estimate for sufficiently large value of \( n \), as described in algorithm 1.
3 APPLICATION

The above proposed methodology is applied in what follows to the Mohr–Coulomb yield criterion.

3.1 The Mohr–Coulomb yield criterion

The Mohr–Coulomb yield criterion is frequently acknowledged as one of the first and most important criteria, widely used to describe the yield behavior of a wide range of materials. It is defined by six linear surfaces in the principal stress space (Fig. 2(a)), assuming however and without any loss of generality that $\sigma_1 \geq \sigma_2 \geq \sigma_3$, only the following

Algorithm 1 Construction of improved isoerror maps.

```plaintext
for $z \in [z_0, z_1, \ldots]$ do
    for $\theta \in [-\pi/6, \pi/6]$ with step $d\theta$ do
        for $r \in [r_1, r_2]$ with step $dr$ do
            transform $(z, r, \theta)$ to $(\sigma_1, \sigma_2, \sigma_3)$
            Find $\sigma^{\text{approx}}$
            Find $\sigma^{\text{exact}}$ using $n$ subincrements
            Find error $\epsilon$
        end for
    end for
end for
```

Figure 1: An arbitrary stress state $P$. 

Figure 2(a): The Mohr–Coulomb yield criterion showing the yield surfaces in the principal stress space.
For the problem examined next an associative flow rule is assumed. The elastic properties are characterized by $E = 1000$, $\nu = 0.25$ while cohesion and internal friction angle are given as $c = 15$ and $\phi = 20^\circ$.

### 3.2 The return mapping scheme

The return mapping scheme used here is thoroughly examined in [7, 8] and implemented in [9]. It is based on a spectral representation of stresses and strains and a return mapping scheme in principal stress directions. Because of the linearity of the yield surfaces in the principal stress space the return mapping reduces to a one step closest-point projection.

### 3.3 Accuracy assessment

For the accuracy assessment of the above implementation, it is chosen that $z = [0., -10., \ldots, -50.]$, $\rho = [0.01, 0.02, \ldots, 100.]$ and $\theta = [30^\circ, 40^\circ, \ldots, 90^\circ]$. As described in the algorithm 1, for a fixed $z$ and $\theta$ both the $\sigma^{approx}$ and $\sigma^{exact}$ are recovered, the latter assuming a division into 1000 subinclementations.
The results, along with the corresponding elastic domains for the given deviatoric plane, are plotted in Fig. 3.3.

![Figure 3: Isoerror maps for the Mohr–Coulomb yield criterion.](image)

4 CONCLUSIONS

An improved accuracy analysis of elastoplastic integration algorithms is presented and proposed in this paper. The notion of the well-established isoerror maps is extended and polar plots are constructed for a wide range of stress states spreading over the principal stress space. The main advantages of this approach is that the selection of the stress states leads to a procedure that:

- is yield surface–agnostic,
- does not depend on the integration algorithm and
- is able to cover the entire range of possible stress states.
Contrary to typical isoerror maps, the individual equipotential diagrams produced are joined together and plotted in polar coordinates as to generate a complete picture of the accuracy assessment of the stress update algorithm. The proposed procedure is validated in a characteristic multisurface yield criterion, namely the Mohr–Coulomb yield criterion, composing an intuitive view of the selected integration scheme’s accuracy.
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Abstract. Simulation of any physical process requires definition of the physical model, method – analytical or numerical, to solve the set of equations describing the physical model and the parameters expressing the body properties and boundary conditions. This paper focus on two latter aspects of the numerical simulation process. Precise determination of the model quantities are crucial for high quality of the model predictions and accurate reflection of real system. Determination of the process parameters is defined as an inverse problem. Following this the sensitivity analysis is applied as the preliminary step of the inverse analysis to reduce the number of model evaluations and to increase the inverse calculations robustness and efficiency. Sensitivity analysis techniques show how "sensitive" is a model to its input parameters variations and to changes of the model structure. As the example the sensitivity analysis was applied to the 2D DC borehole resistivity measurements simulation problem solved with $hp$-Finite Element Method.

1 INTRODUCTION

Modeling of any physical problem requires precise quantititative information of the model parameters. Some of them are derived from physical laws, others are of phenomenological nature. Proper physical and mathematical description of the problem as well as selection of the solution method and accurate estimation of the model parameters are crucial for the high quality of the modeling results. The paper focuses on the problem of model parameters estimation and the efficient methods to determine the parameters.

Most problems describing physical phenomena related to identification of some quantities are defined as inverse problems [1],[2]. Those problems are hard to solve due to non-unique solution and the lack of the model output stability with respect the identified parameters. Another aspect is efficiency of the identification. Models of physical phenomena are based on differential equations and solved with time consuming numerical methods (e.g. finite element method, finite volume method, particles method). All those features motivate to develop the robust parameter identification method of high efficiency with respect to the calculation time. Classical inverse method was developed and applied by the Author to identify rheological...
material properties [3]–[5]. One of the main disadvantages of that approach is calculation time. The idea of the modified inverse method is to supply the classical algorithm with sensitivity analysis as the preliminary step of the solution to decrease the calculation time. As the application example problem of DC (direct current) borehole resistivity measurements is analyzed.

2 PROBLEM FORMULATION

2.1 Direct and inverse problem

Integral or differential equations describing any physical phenomena are set out in terms of functional analysis as:

\[ K : X \rightarrow Y \] (1)

where \( X \) and \( Y \) are normed spaces and \( K \) is a mapping (linear or nonlinear).

The direct problem is formulated as evaluating \( y = K(x) \in Y \) for given \( x \in X \) and an operator \( K \) that is equivalent to solve a boundary value problem for differential equation or to evaluate an integral. The inverse problem is defined as evaluating the \( x \in X \) value for given \( K \) and \( y \in Y \) [1],[2].

It could be shown that inverse problems described as the integral/differential equations are ill-posed in the sense of Hadamard [6]. Those problems require regularization procedure and one of the solution is transforming them to the following, well-posed, problems:

\[ x \mapsto \| Kx - y \|^2 \] (2)

The form (2) leads to minimization with respect to the parameters, which are identified: boundary conditions parameters or material parameters. In terms of optimization terminology, the inverse problem is to find the minimum of the objective function:

\[ \Phi(x) := \| Kx - y^\delta \|^2 \] (3)

where \( y^\delta \) is the perturbated (measured) data such that \( \| y^\delta - y \| \leq \delta \), \( y \in K(X) \) – exact solution of equation (1).

The objective function (3) depends on the norm in the \( Y \) space, if it is supplied with Euclid’s norm, the objective function is defined as an average square root error (the Euclidean distance) between calculated and measured quantities.

Equation (1) can be expressed as:

\[ x = (I - aK^*K)x + aK^*y \] (4)

where \( K^* \) is adjoint operator and \( a > 0 \) is the a number.

For equation (4) the iteration procedure scheme:

\[ x^0 := 0 \]

\[ x^m = (I - aK^*K)x^{m-1} + aK^*y, \quad m = 1, 2,... \] (5)
leads to the solution of the inverse problem described by (2). The general flow chart of the inverse analysis algorithm is presented in figure 1. Regardless of the process type inverse problem and independently of the applied method of the solution, the algorithm consists of three parts:
- The set of process outputs measured in the experiments (real or virtual).
- Solver of the direct problem (in most cases of high computation cost).
- Optimization procedure of objective function. The objective function is defined as a distance between measured and calculated model outputs in the selected space norm or it can be Pareto set. Either gradient and non-gradient or bio-inspired optimization algorithms are applied to determine the minimum of the objective function.

![Inverse analysis flow chart.](image)

**Figure 1**: Inverse analysis flow chart.

### 2.2 Sensitivity analysis

Sensitivity analysis allows to assess the accuracy of the model of the analyzed system or process, determine the parameters which contribute the most to the output variability, indicate the parameters which are insignificant and may be eliminated from the model, evaluate these parameters which interact with each other, determine the input parameters region for subsequent calibration space [7],[8].

The steps of the sensitivity analysis are as following:
- Sensitivity measure. The measure expresses the model solution (model output) changes to the model parameter variation.
- Selection of the parameter domain points. Design of experiment techniques are commonly used to select the lower number of points guaranteed searching whole the domain.
- Method of sensitivities calculation. The sensitivities are estimated by global indices or by local ones.

The information obtained from sensitivity analysis is applied to the inverse method:
- To verify if the objective function is well defined – it means if it is possible to estimate the...
parameters, which are looked for, based on the information included in the objective function. In case of no sensitivity or low sensitivity of the objective function to the parameter changes, the parameter identification cannot be performed and the objective function has to be transformed to another form including verification of the model output space norm.

- As the preliminary step – to select the starting point/the first region of interest or the first population for optimization algorithm.
- Optimization process – to construct the hybrid algorithms (e.g. the combination of a genetic algorithm to select local minima and a gradient method to explore those minima) or modified algorithms (e.g. the particle swarm procedure enriched with the local sensitivities information [9]) to increase the procedure efficiency.

In this work the model output was defined as the Euclidean distance to exact logging curve. To points selection Latin hypercube sampling (LHS) was used. The sensitivities were defined as the first order local sensitivities estimated using partial derivatives.

2.3 2D DC borehole resistivity measurements problem

Computational domain. The problem geometry was described as 2D problem of plane coordinates \((x,y)\). The following materials were used (figure 2a):

- borehole: a subdomain \(\Omega_0\) of width 10 cm \(\Omega_0 = \{(x,y): 0\text{cm} \leq x \leq 10\text{cm}\}\) with resistivity \(\rho_0 = 0.1\,\Omega\cdot\text{m}\),
- upper and lower formations (no. 1 and 4): a subdomains \(\Omega_1,\Omega_5\) defined by \(\{(x,y): 10\text{cm} < x, 3\text{m} \leq y\}\), \(\Omega_5 = \{(x,y): 10\text{cm} < x, y < -2\text{m}\}\) with resistivity \(\rho_{1,4} = 1000\,\Omega\cdot\text{m}\),
- formation no. 2: a subdomain \(\Omega_2\) defined by \(\Omega_2 = \{(x,y): 10\text{cm} < x, 2\text{m} \leq y < 3\text{m}\}\) with resistivity \(\rho_2 = 5\,\Omega\cdot\text{m}\),
- formation no. 3: a subdomain \(\Omega_3\) defined by \(\Omega_3 = \{(x,y): 10\text{cm} < x, 0\text{m} \leq y < 2\text{m}\}\) with resistivity \(\rho_3\),
- formation no. 4: a subdomain \(\Omega_4\) defined by \(\Omega_4 = \{(x,y): 10\text{cm} < x, -2\text{m} \leq y < 0\text{m}\}\) with resistivity \(\rho_4 = 1\,\Omega\cdot\text{m}\).

Variational problem formulation. Find \(u \in V\) the electrostatic scalar potential such that:

\[
\begin{align*}
 b(u,v) &= l(v) \quad \forall v \in V \\
 b(u,v) &= \int_{\Omega} \sum_{i=1}^{2} \sigma \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_i} \, dx \\
 l(v) &= \int_{\Omega} \sum_{i=1}^{2} \frac{\partial \mathbf{J}}{\partial x_i} v \, dS + \int_{\Gamma_y} g v \, dS
\end{align*}
\]

where
\[ V = \left\{ v \in L^2(\Omega) : \left\| v \right\|^2 + \left\| \nabla v \right\|^2 < \infty : \text{tr}(v) = 0 \text{ on } \Gamma_D \right\} \tag{7} \]

and \( J \) denotes a prescribed, impressed current source, \( \sigma \) is the conductivity, and the electrostatic scalar potential \( u \) is related to the electric field \( E \) by \( E = -\nabla u \). More information of DC borehole resistivity measurements problem is presented in [10].

The direct problem formulated by equations (6) is solved using automatic \( hp \)-Finite Element Method software (for detail description see [11],[12]). An example of the \( hp \) adaptive computations is presented in figure 2b.

**Figure 2**: a) The 2D geometry of 3D DC borehole resistivity measurements problem. The rock formation is composed of five different layers of various resistivities, b) Automatic \( hp \)-adaptive solver – a solution example.

### 3 CALCULATIONS

**Inverse calculations**. The objective function in the inverse method for DC borehole logging curve measurements was defined as the Euclidean distance between measured and calculated values:

\[ \Phi(a) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( u_i(a) - u_i^m \right)^2} \tag{8} \]

where \( u \) is the potential of electrical field, \( a \) – vector of identified parameters, \( N \) – number of measured points along the logging curve, \( m \) index – measured value.

The measurement values of electrical field potential \( u^m \) were generated for the problem
described in the chapter 2.3 and the resistivity $\rho_{3} = 200 \ \Omega \cdot m$ for $\Omega_{3}$ layer and next randomly perturbated. In general case vector $\mathbf{a}$ is of the form:

$$\mathbf{a} = \left\{ \rho_{j}, h_{j}, \alpha \right\}$$

where $\rho_{j}$, $h_{j}$ – resistivity and height of the $j^{th}$ layer, respectively, $\alpha$ – deviation angle of the well from perpendicular, $j = 1 \ldots nf$, $nf$ – the number of formation layers.

As yet inverse calculations were performed using hierarchical genetic searching [13],[14] with respect to some resistivities and the angel. Since the results of estimation were sufficient, the computations have been very time-consuming. The idea was to performed sensitivity analysis to investigate the parameters domain and to develop more efficient searching algorithm.

Calculation time depends on the assumed accuracy of $hp$-FEM solver. The accuracy of $hp$-FEM modeling is defined as the difference between coarse-grid and fine-grid solution in the quantity of interest. To increase the efficiency of the calculations some simulations of the process were performed with various accuracies. The calculations were carried out with the computer of two 3 GHz processors and 8 GB RAM, the times are shown in table 1. The accuracy of $10^{-2}$ was taken for further investigations.

<table>
<thead>
<tr>
<th>$hp$-FEM accuracy</th>
<th>Execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-5}$</td>
<td>5h 21min 40s</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>3h 30min</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>1h 4min 15s</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>20min 24s</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>9min 40s</td>
</tr>
<tr>
<td>$10$</td>
<td>3min 52s</td>
</tr>
<tr>
<td>$100$</td>
<td>2min 26s</td>
</tr>
<tr>
<td>$1000$</td>
<td>2min 17s</td>
</tr>
</tbody>
</table>

Sensitivity analysis. The sensitivity measure was expressed as derivatives of the objective function (8) and estimated though Taylor series expansion:

$$\Phi(\mathbf{a} + \Delta \mathbf{a}) = \Phi(\mathbf{a}) + \sum_{i=1}^{2nf+1} \frac{\partial \Phi}{\partial a_{i}} \Delta a_{i} + O(\mathbf{a}^{2})$$

where $O(\mathbf{a}^{2})$ residue is neglected.

As the result the first-order local sensitivities are obtained $\mathbf{S} = \left\{ s_{i} \right\} = \left\{ \frac{\partial \Phi}{\partial a_{i}} \right\}$.

Current investigations were focus on the resistivity coefficient $\rho$ and the sensitivity analysis was performed with respect to that parameter: $\frac{\partial \Phi}{\partial \rho}$.

The domain for the resistivity was specified as $\rho \in [0.1,1000] \ \Omega \cdot m$. To provide uniform but random covering of the interval, points were generated by LHS with equal probability for
each subinterval. To evaluate numerical computations of $\partial \Phi / \partial \rho$ the value of $\Delta \rho$ was assumed as 5% and 10% of $\rho$ resistivity.

In figure 3 the logging curves calculated for various values of resistivity are presented. The changes of the goal function are shown in figure 4a and the results of sensitivities estimations – in figure 4b.

**Figure 3**: Logging curves of DC borehole resistivity problem: a) all formers layers, b) focus of one of the layer with curves obtained for various resistivity parameters.

**Figure 4**: a) Objective function computed for various resistivities, b) Sensitivity of the objective function with...
respect to the resistivity parameter.

4 DISCUSSION

Computations of the inverse calculations objective function sensitivities were performed for the resistivity screening the parameter domain. For resistivity values higher than 50 $\Omega \cdot m$ the electrical field potential changes are not significant (see figure 3b). Similar behavior is observed for the objective function (figure 4a): the values are high for small resistivities, close to zero for exact solution ($200 \Omega \cdot m$) and next they a little increase but are still low. The sensitivities are close to zero all over the interval except narrow interval of the exact solution (figure 4b). Such distribution of the objective function and the sensitivities effect the optimization procedure hard to performed using conventional optimization algorithms.

The investigations were performed for the resistivity of the one layer. In real systems the identification consists of several resistivities and the heights of the layers (vector $\mathbf{a}$, equation (9)), consequently the objective function (8) is multimodal function of high sensitivities with respect to the resistivities close to the problem solution, remaining area is of low sensitivities.

The results of current investigations are guidelines for two optimization strategies:

- Hierarchical genetic searching (or another bio-inspired optimization algorithm) to select local minima and next application of the gradient method to explore the local minima,
- Application of design of experiment method (LHS or screening design) to select a set of points, for which objective function is computed with $hp$-FEM model and next, based on those accurate results, generating fast metamodel using one of the approximation method (e.g. response surface algorithm) or neural network, and performing inverse calculations with investigated, fast model.

Both the strategies are expected to increase the efficiency of the inverse calculations in terms of computation time.

5 CONCLUSIONS

In that work application of the sensitivity analysis to the hard inverse problem as the preliminary step of the computations was proposed. As the example inverse problem of DC borehole resistivity measurements was formulated. The sensitivities were defined locally and expressed using Taylor series expansion. The set of the points that sensitivities were estimated for, was generated with design of experiment algorithm. The guidelines for the inverse optimization procedure were developed. The accuracy of the $hp$-FEM solution of the direct model in relation to the inverse problem objective function was analyzed as well.

The obtained results of calculations, as the first attempt, are the basis to develop efficient optimization procedures with sensitivity analysis application to solve hard inverse problem: hybrid methods or algorithms with metamodels. Another way to decrease the number of the solver evaluations is to modify the objective function by including the information of the sensitivities. All above aspects will have been investigated.
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1 INTRODUCTION

This paper presents the recently developed SSH3D Solid-Shell element implemented in the home-made LAGAMINE finite element code. This element is based on the Enhanced Assumed Strain (EAS) technique and the Assumed Natural Strain (ANS) technique. These techniques permit to avoid locking problems even in very bad conditions (nearly incompressible materials, very thin elements conducting to large aspect ratios, distorted element geometry…). The EAS technique artificially introduces additional degrees of freedom (DOFs) to the element. In the current configuration of the SSH3D element, up to 30 independent DOFs can be added to the 24 classical displacement DOFs (corresponding to the 3 displacements of the 8 element nodes). Contrarily to the nodal displacements, these additional DOFs are not linked between adjacent elements, so that they can be eliminated at the element level during the computation of the solution (before the assembling procedure). Nevertheless, they permit to increase the flexibility of the element which is very efficient for several locking issues. On the other hand, the ANS technique modifies the interpolation scheme for particular strain components. This technique is useful when shear and curvature locking problems are encountered. The ANS technique proved to eliminate the transverse shear locking from the element in bending dominated situations. In the current configuration of the element, four different versions of the ANS technique were implemented in the SSH3D element. Besides, a numerical integration scheme dedicated to Solid-Shell elements was implemented. It uses a user-defined number of integration points along the thickness direction, which permits to increase the element accuracy with a mesh containing a reduced number of elements along the thickness direction.

In Sections 2, 3 and 4, the main features of the SSH3D element, i.e. the EAS technique, the ANS technique and the integration scheme are briefly described. Then, in this study, the quality of the element results is assessed in different applications. The effects of the EAS technique and the integration scheme on the volumetric locking and the effects of the ANS technique on the bending behavior of the element are analyzed in Sections 5 and 6.
2 ENHANCED ASSUMED STRAIN TECHNIQUE

This section summarizes the formulation of the SSH3D Solid-Shell element. It is an 8 node hexahedral element using the Enhanced Assumed Strain (EAS) method to avoid different locking issues. The formulation of the SSH3D element departs from the Hu-Washizu variational principle:

\[
\int_B \nabla^s \eta \sigma dv - G_{ext}(\eta) = 0
\]

\[
\int_B \mathcal{E} \left[ \nabla^s \eta - \mathcal{E} \right] dv = 0
\]

\[
\int_B \gamma \left[ -\sigma + \sigma^m(x,q,\mathcal{E}) \right] dv = 0
\]

for all variations \( \eta \), \( \gamma \) of the displacement \( u \), strain \( \varepsilon \) and stress \( \sigma \) fields, respectively.

In Equation (1), the symbol \( \nabla^s \) represents the symmetric gradient operator, \( G_{ext}(\eta) \) is the virtual work of the external loading and \( \sigma^m(x,q,\mathcal{E}) \) is the stress computed by the material constitutive law at point \( x \) for the strain value \( \mathcal{E} \) and the current material state being represented by the vector of history variables \( q \). Note that in Equation (1), the tensors are expressed as 6 component vectors.

The main idea behind the EAS technique is the enhancement of the strain field as originally proposed by [1]:

\[
\mathcal{E} = \mathcal{E}^{com} + \mathcal{E}^{\tilde{\varepsilon}}
\]

The classical compatible part of the strain field \( \mathcal{E}^{com} \) is modified with the enhanced part of the strain field \( \mathcal{E}^{\tilde{\varepsilon}} \). Note that a similar enhancement is achieved on the variation of the strain \( \gamma \). The compatible part of the strain is computed from the displacement field according to Equation (3), where the vector \( U \) contains the 24 nodal displacement DOFs and \( B(r,s,t) \) is the classical strain-displacement operator whose components are derivatives of the shape function with respect to the spatial coordinates \( x, y \) and \( z \). For convenience, in a finite element approach, the \( B(r,s,t) \) matrix is expressed as a function of the intrinsic coordinates of the element \( r, s \) and \( t \).

\[
\mathcal{E}^{com} = \nabla^s u = B(r,s,t) \cdot U
\]

The enhanced part of the strain field is constructed in a similar way (see Equation (4)) using the \( G(r,s,t) \) matrix. The additional DOFs related to the EAS techniques are included in the vector \( \alpha \).
As proposed by [1], the enhancing matrix $\tilde{G}(r,s,t)$ is build according to Equation (5) with the help of the transformation from the spatial coordinates to the intrinsic coordinates. $j(r,s,t)$ is the determinant of the Jacobian at point $(r,s,t)$, $j_0$ is the same at the centre of the element (defined by $r=s=t=0$). The 6 by 6 matrix $F_{r_0}^{-T}$ is detailed in [2]. It permits to transform a 6-component strain vector from the intrinsic coordinates to the spatial coordinates; it is computed at the centre of the element.

$$\tilde{G}(r,s,t) = \frac{j_0}{j(r,s,t)} F_{r_0}^{-T} M(r,s,t)$$

(5)

The enhancing modes of the EAS technique are included in the $M(r,s,t)$ matrix. Thanks to the transformation shown in Equation (5), the EAS modes are expressed in the intrinsic coordinate system in a form which is independent of the element spatial configuration, i.e., in accordance with the notation and the numbering of [3]:

$$M(r,s,t) =$$

(6)

This $M(r,s,t)$ matrix contains 30 potential EAS modes (the columns of $M(r,s,t)$ numbered from 1 to 30), which correspond to 30 additional DOFs. They are grouped by 3 or 6 modes corresponding to similar modes along different directions (the light and dark gray zones). The six lines of the $M(r,s,t)$ matrix correspond to the six components (respectively 11, 22, 33, 12, 13, 23) of the strain tensor expressed as a vector. Each EAS mode permits to increase the flexibility of the element thanks to an additional deformation mode not included in the standard 24 displacement modes (the 3 displacements of the 8 element nodes). For instance, the first mode corresponds to a linear variation along the $r$-axis of the $\varepsilon_{rr}$ component of the strain.

An important characteristic of the EAS technique is that the additional DOFs (the $\alpha$ values) are eliminated at the element level by static condensation before the assembling procedure of the FE code. Therefore, they do not contribute to the size of the global stiffness
matrix of the finite element technique but they improve its quality by bringing their effect on the enhanced flexibility of each SSH3D element (see [1] for further details).

In the SSH3D element, the number and the choice of the EAS modes is left to the finite element code user. The effect of the number of EAS modes on the mechanical behavior of the element is presented in Section 5.

3 THE ASSUMED NATURAL STRAIN TECHNIQUE

The Assumed Natural Strain (ANS) technique permits to avoid several locking issues by modifying the interpolation of the strain components in the element as briefly explained hereafter. Classically, the strain is computed at the integration point or at any location inside the finite element from the nodal displacements with the \( B(r,s,t) \) matrix according to Equation (3). For some particular cases, this usual technique yields to inadequate strain values for some components depending on the location where the strain is computed. The ANS technique, originally proposed by [4] for shell elements, suggests to achieve the interpolation of the problematic strain components in two steps. First, these strain components are evaluated by the classical interpolation method at the so-called 'sampling points', where the erroneous values are not likely to be encountered. In a second step, these strain components are interpolated linearly from the sampling points to the integration points (or any location in the element).

In order to assess the efficiency of the ANS technique on the mechanical behavior of the SSH3D element, four different versions of the ANS interpolation have been implemented to date. These versions are detailed below.

For the first version [4-6], the location of the sampling points are shown in Figure 1 (a) for the 13-component (with respect to the \( r, s, t \) reference frame) and in Figure 1 (b) for the 23-component. The corresponding interpolation scheme is expressed by Equations (7) and (8) for the 13 and 23-components respectively. For this first version, the four other components of the strain tensor (namely 11, 22, 33, 12) are not altered by the ANS technique.

\[
E_{13}^{\text{ANS1}} = \frac{1}{2}(1-s)E_{13}^{\text{com}} + \frac{1}{2}(1+s)E_{13}^{\text{com}}
\]

\[
E_{23}^{\text{ANS1}} = \frac{1}{2}(1-r)E_{23}^{\text{com}} + \frac{1}{2}(1+r)E_{23}^{\text{com}}
\]

It must be noted here that the ANS technique must be applied to the components of the strain expressed in the \( r, s, t \) reference frame and not the \( x, y, z \) frame of the finite element code. This is emphasized by the use of \( E \) for the strain components instead of \( \varepsilon \) in Equations
The transformation tools already used for the EAS technique (see for instance Equation (5)) are adapted for the transformation of the strain tensors from the intrinsic reference frame to the global reference frame according to Equation (9).

\[ E = \frac{j_0}{j(r,s,t)} F^{-T} E \]  

\[ (9) \]

For the second ANS version of the SSH3D element [7, 8], the 33-component is also taken into consideration as shown by Figure 2 and Equations (10), (11) and (12).

\[ E_{\text{ANS}^2}^{13} = \frac{1}{2} (1-s)E_{13}^{\text{COM}} + \frac{1}{2} (1+s)E_{13}^{\text{COM}} \]  

\[ (10) \]

\[ E_{\text{ANS}^2}^{23} = \frac{1}{2} (1-r)E_{23}^{\text{COM}} + \frac{1}{2} (1+r)E_{23}^{\text{COM}} \]  

\[ (11) \]

\[ E_{\text{ANS}^2}^{33} = \frac{1}{4} (1-r)(1-s)E_{33}^{\text{COM}} + \frac{1}{4} (1+r)(1-s)E_{33}^{\text{COM}} + \frac{1}{4} (1+r)(1+s)E_{33}^{\text{COM}} + \frac{1}{4} (1-r)(1+s)E_{33}^{\text{COM}} \]  

\[ (12) \]

For the third version of the ANS [9, 10], the 13 and 23-component interpolation schemes are modified from the previous case by using four sampling points instead of two, as shown in Figure 3 and Equations (13), (14) and (15).

\[ E_{\text{ANS}^3}^{13} = \frac{1}{4} (1-s)(1-t)E_{13}^{\text{COM}} + \frac{1}{4} (1+s)(1-t)E_{13}^{\text{COM}} + \frac{1}{4} (1+s)(1+t)E_{13}^{\text{COM}} + \frac{1}{4} (1-s)(1+t)E_{13}^{\text{COM}} \]  

\[ (13) \]

\[ E_{\text{ANS}^3}^{23} = \frac{1}{4} (1-r)(1-t)E_{23}^{\text{COM}} + \frac{1}{4} (1+r)(1-t)E_{23}^{\text{COM}} + \frac{1}{4} (1+r)(1+t)E_{23}^{\text{COM}} + \frac{1}{4} (1-r)(1+t)E_{23}^{\text{COM}} \]  

\[ (14) \]

\[ E_{\text{ANS}^3}^{33} = \frac{1}{4} (1-r)(1-s)E_{33}^{\text{COM}} + \frac{1}{4} (1+r)(1-s)E_{33}^{\text{COM}} + \frac{1}{4} (1+r)(1+s)E_{33}^{\text{COM}} + \frac{1}{4} (1-r)(1+s)E_{33}^{\text{COM}} \]  

\[ (15) \]
Finally, the fourth ANS version, originally proposed in this paper, uses four common sampling points for the three strain components as illustrated in Figure 4 and Equations (16), (17) and (18).

**Figure 4:** ANS method in the SSH3D element, version 4. Sampling points for the components 13, 23 and 33.

\[
\begin{align*}
E_{43}^{\text{ANS}} &= \frac{1}{4} (1-r)(1-s)E_{13}^{\text{com}} \bigg|_t + \frac{1}{4} (1+r)(1-s)E_{13}^{\text{com}} \bigg|_l + \frac{1}{4} (1-r)(1+s)E_{13}^{\text{com}} \bigg|_c + \frac{1}{4} (1-r)(1+s)E_{13}^{\text{com}} \bigg|_d \quad (16) \\
E_{23}^{\text{ANS}} &= \frac{1}{4} (1-r)(1-s)E_{23}^{\text{com}} \bigg|_t + \frac{1}{4} (1+r)(1-s)E_{23}^{\text{com}} \bigg|_l + \frac{1}{4} (1-r)(1+s)E_{23}^{\text{com}} \bigg|_c + \frac{1}{4} (1-r)(1+s)E_{23}^{\text{com}} \bigg|_d \quad (17) \\
E_{33}^{\text{ANS}} &= \frac{1}{4} (1-r)(1-s)E_{33}^{\text{com}} \bigg|_t + \frac{1}{4} (1+r)(1-s)E_{33}^{\text{com}} \bigg|_l + \frac{1}{4} (1-r)(1+s)E_{33}^{\text{com}} \bigg|_c + \frac{1}{4} (1-r)(1+s)E_{33}^{\text{com}} \bigg|_d \quad (18)
\end{align*}
\]

### 4 THE INTEGRATION SCHEME OF THE SSH3D ELEMENT

An important characteristic of a finite element is the numerical integration scheme. The number and the location of the Gauss points inside the element can have a significant influence on its mechanical behavior. For instance, the reduced integration or the selective reduced integration schemes are often used to avoid volumetric locking issues for hexahedral elements with an isochoric or nearly isochoric material behavior.

In the development of a Solid-Shell element dedicated to the modeling of thin-walled structures, an improved integration scheme with a large number of integration points along the thickness direction was considered. It is indeed expected that a high gradient of stress and strain along the thickness direction is present during the deformation of thin materials (during e.g. a bending deformation mode). The classical full integration of brick elements (with two integration points along each direction) is not able to accurately capture such large gradients. In this respect, in the SSH3D element, the stress is computed along a user-defined number (ranging from 2 to 10) of integration points along the thickness direction (\(t\) axis), as shown in Figure 5.

**Figure 5:** Integration scheme: (a) Classical full integration, (b) SSH3D integration scheme with \(n\) Gauss points along the thickness direction.
5 EFFECT OF EAS ON THE VOLUMETRIC LOCKING

The volumetric locking is an important issue in finite element approaches. It is likely to appear when incompressibility or nearly incompressibility is imposed by the material model (e.g. in elasticity when the Poisson's ratio approaches 0.5 or in elasto-plastic simulations where the classical assumption of plastic incompressibility is employed). Thanks to a subspace analysis, it has been shown in [11] that any deformation mode with an incompressibility constraint can be obtained as a combination of 23 linearly independent deformation modes. Consequently, an hexahedral element should be able to reproduce (without locking) these 23 modes in order to avoid volumetric locking for any deformation mode (see also [2]). As illustrated in Figure 6, these 23 modes can be divided into four groups: 12 modes corresponding to the translation of one edge of the element (Figure 6 (a)), 5 modes representing the contraction-expansion of one face (Figure 6 (b)), 3 modes related to the so-called hourglass deformation modes, where the element gets a trapezoidal shape (Figure 6 (c)) and 3 warp modes (Figure 6 (d)).

In this respect, in order to check volumetric locking issues with the SSH3D element, the deformation modes of Figure 6 are analyzed in this section for different numbers of EAS modes and different numbers of integration points along the thickness. In this study, the influence of the EAS modes is assessed by increasing successively their number according to the groups defined by the light and dark gray zones of Equation (6). Therefore, in the results, 'SSH3D - 3' means the SSH3D element with the three first EAS modes, 'SSH3D - 9' corresponds to the nine first EAS modes and so on up to 'SSH3D - 30'. The ANS technique was turned off in this section and three different integration schemes were tested with 2 (classical full integration), 5 and 8 Gauss points along the thickness direction. The incompressibility constraint was imposed by an elastic material with a Poisson's ratio close to 0.5, i.e. 0.499.

Figure 6: Groups of isochoric deformation modes: (a) Edge translation, (b) Contraction-expansion of one face, (c) Hourglass mode, (d) Warp mode.
The nodal forces required to enforce the deformation modes of Figure 6 are plotted in Figure 7, Figure 8, Figure 9 and Figure 10 for the four groups of deformation modes respectively (the nodes with non-zero imposed displacement are analyzed). As they depend on the geometry of the element, the stiffness of the selected material constitutive law, the nodal forces should be regarded as arbitrary values. The purpose of the following figures is only to compare the results according to the number of EAS modes and the selected integration scheme in order to detect volumetric locking issues.

The first group of deformation modes of Figure 6 (a) is analyzed in Figure 7, where it appears that the EAS technique has almost no effect on the nodal forces. In fact, it is expected that even a classical displacement based hexahedral element with a full integration scheme will not show volumetric locking problems in this case. Indeed, this mode induces shear type deformation in the whole finite element corresponding to no volume variation, which is in accordance with the isochoric material model. Therefore, no volumetric locking is detected in this case. Anyway, a small effect of the integration scheme can be noticed.

The second group, corresponding to the contraction-expansion of one face, is treated in Figure 8. For the integration scheme with 2 Gauss points along the thickness direction (classical full integration), as in the previous case, the number of EAS modes do not influence the results. Contrarily, for the integration schemes with 5 and especially with 8 Gauss points along the thickness direction, a stiffer behavior is observed for the lowest numbers of EAS modes. For these integration schemes, volumetric locking, with a rather limited effect, is then observed when the number of EAS modes is lower than or equal to 21. The effect of the number of Gauss points on the element response is related to the fact that the volumetric constraints are applied at the Gauss points through the nearly isochoric material model.

In Figure 9, a non-zero but limited effect of the number of EAS modes can be observed. The influence of the integration scheme for the case 'SSH3D - 24' was not expected and remains unexplained.

**Figure 7:** Nodal forces for the isochoric deformation mode of Figure 6 (a) (edge translation) versus the number of EAS modes in the SSH3D element for three different integration schemes.
Figure 8: Nodal forces for the isochoric deformation mode of Figure 6 (b) (contraction-expansion of one face) versus the number of EAS modes in the SSH3D element for three different integration schemes.

Figure 9: Nodal forces for the isochoric deformation mode of Figure 6 (c) (hourglass mode) versus the number of EAS modes in the SSH3D element for three different integration schemes.

Figure 10: Nodal forces for the isochoric deformation mode of Figure 6 (d) (warp mode) versus the number of EAS modes in the SSH3D element for three different integration schemes.
The fourth group of deformation modes (Figure 6 (d)) related to the warp element shape clearly proves the occurrence of volumetric locking (see Figure 10). When the number of EAS modes is lower than or equal to 15, the computed nodal forces are much too large due to an erroneously overestimated stiffness of the element. When 21 or more EAS modes are used, the volumetric locking is avoided and the stiffness of the element abruptly drops to an accurate value. In this case, no noticeable effect of the integration scheme was observed.

6 EFFECT OF ANS ON THE BENDING BEHAVIOR OF SSH3D

In order to assess the effect of the ANS technique on the mechanical behavior of the SSH3D element, a cylindrical bending patch was investigated. The thin plate submitted to bending had the dimensions 3 x 3 x 0.02 (without units) as shown in Figure 11. The plate was fixed along the X and Z directions on its left face defined by the equation \( x=0 \) (nodes 1, 4, 5 and 8). It was submitted to a bending loading on its right face defined by \( x=3 \) (nodes 13, 14, 15 and 16). The imposed displacements on the right face was such that the plate was deformed into a part of a cylinder whose axis was parallel to the Y-axis and whose radius was 1000.

The accuracy of the element bending behavior is assessed by analyzing the agreement of the displacements of the free interior nodes (2, 3, 6, 7, 9, 10, 11 and 12) with the imposed cylindrical shape. In this respect, the irregular mesh presented in Figure 11 was used. The four versions of the ANS technique implemented in the SSH3D element (see Section 3) as well as the element without the ANS technique were tested.

The results are shown in Table 1, where the nodal displacements along the X and the Z axes are compared with the theoretical displacements required to obtain a perfectly cylindrical deformed geometry. It appears that the bending behavior of the SSH3D element without the ANS technique is not satisfactory (relative error of the nodal displacements up to 49%). The ANS technique with the versions 1, 2 and 3 provides even worse results with relative errors around 96%. Fortunately, the fourth version of ANS seems to be well adapted to the modeling of this bending situation. The maximum relative error on the nodal displacements is limited to 2.9% with the ANS 4, which is acceptable.

![Figure 11: Geometry and irregular mesh used for the cylindrical bending patch test.](Image)
Laurent Duchêne, Amine Ben Bettaieb and Anne Marie Habraken.

Table 1: Cylindrical bending patch test: errors from theoretical values (the largest values among the different nodes are in bold).

<table>
<thead>
<tr>
<th>Node</th>
<th>Relative error on nodal displacements along X-axis (%)</th>
<th>Relative error on nodal displacements along Z-axis (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>No</td>
<td>ANS 1</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>73</td>
</tr>
<tr>
<td>3</td>
<td>6.7</td>
<td>77</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>73</td>
</tr>
<tr>
<td>5</td>
<td>4.7</td>
<td>88</td>
</tr>
<tr>
<td>6</td>
<td>3.7</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>6.3</td>
<td>97</td>
</tr>
<tr>
<td>8</td>
<td>3.1</td>
<td>13</td>
</tr>
<tr>
<td>9</td>
<td>4.8</td>
<td>71</td>
</tr>
</tbody>
</table>

7 CONCLUSIONS

This paper presents the main features of the recently developed SSH3D Solid-Shell element. They have been implemented in order to improve the mechanical behavior of the element in various applications dedicated to Solid-Shell or shell elements, e.g. thin-walled structures submitted to large strains and large displacements. These features are:

- The EAS technique which improves the flexibility of the element thanks to additional degrees of freedom. In the SSH3D element, the finite element user can choose which EAS modes (from 1 to 30) he wants to employ according to its particular application.
- The ANS technique which modifies the interpolation of the strain tensor in order to circumvent several locking issues, e.g. transverse shear locking in bending dominated problems or curvature locking. Four different versions of the ANS technique have been implemented in the SSH3D element. Among them, three have been extracted from the literature and the fourth one is an original contribution of the SSH3D element.
- An integration scheme dedicated to Solid-Shell elements. A classical full integration scheme (2 x 2 Gauss points) is employed in the plane of the element, while a user-defined number (from 2 to 10) integration points can be used along the thickness direction. This permits to capture the through-thickness stress and strain gradients with a limited number of element layers.

In this study, the influence of the EAS technique and the integration scheme on the volumetric locking and the influence of the ANS technique on the bending behavior were analyzed. The following comments were attained:

- The volumetric locking can be avoided by using at least 21 EAS modes if a 2 x 2 x 2 integration scheme is used. If 5 or 8 integration points along the thickness direction are used, 24 EAS modes are required.
- An accurate bending behavior is obtained during the cylindrical bending patch test with the fourth version of the ANS technique. The other versions as well as the element without ANS conducted to an erroneous bending behavior of the SSH3D element.
Further applications will be investigated in order to confirm or adapt the conclusions drawn in this paper.
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Abstract. In this contribution, the formulation of the SHB8PS continuum shell finite element is extended to anisotropic elastic–plastic behavior models with combined isotropic-kinematic hardening at large deformations. The resulting element is then implemented into the commercial implicit finite element code Abaqus/Standard via the UEL subroutine. The SHB8PS element is an eight-node, three-dimensional brick with displacements as the only degrees of freedom and a preferential direction called the thickness. A reduced integration scheme is adopted using an arbitrary number of integration points along the thickness direction and only one integration point in the other directions. The hourglass modes due to this reduced integration are controlled using a physical stabilization technique together with an assumed strain method for the elimination of locking. Therefore, the element can be used to model thin structures while providing an accurate description of the various through-thickness phenomena. Its performance is assessed through several applications involving different types of non-linearities: geometric, material and that induced by contact. Particular attention is given to springback prediction for a Numisheet benchmark problem.

1 INTRODUCTION

During the last decade, considerable effort has been devoted to the development of eight-node solid–shell elements for modeling of thin structures (e.g. [1-4]). As they use linear interpolation for efficiency reasons, these elements exhibit various locking phenomena which need to be cured in order to preserve the desired accuracy. Nevertheless, compared to conventional shell elements they have many advantages: the use of full three-dimensional constitutive laws, direct calculation of thickness variations, easy treatment to update configurations (no rotational degrees of freedom used), and simple connection with three-
dimensional elements since displacements are the only degrees of freedom. For sheet forming applications, key features like double-sided contact and increased accuracy with only one layer of elements through the thickness make these elements particularly attractive.

The reduced integration technique, initiated by the works of Zienkiewicz et al. [5] and Hughes et al. [6], was the first successful solution to alleviate some locking pathologies. Finite elements using this method are very efficient due to their low numerical cost. However, stabilization techniques are needed in order to control the spurious zero-energy deformation modes (or hourglass modes) induced by this reduced integration.

In order to circumvent locking phenomena for three-dimensional low-order elements, several authors have used the enhanced assumed strain (EAS) method, based on Simo and Rifai's pioneer work [7]. The basis of such element formulations is given by the mixed variational principle in which the so-called incompatible strain and stress act as additional independent variables. Recent investigations have combined EAS and reduced integration techniques to derive efficient and accurate elements. As examples, some authors used a fixed number of Gauss points in the thickness direction [1-4].

The SHB8PS is one such element that has been recently developed [1, 2], based on in-plane one-point numerical quadrature with eight physical nodes and using an arbitrary number of integration points through the thickness direction. This avoids the use of several layers of elements in order to increase the number of integration points in the thickness, e.g. for metal forming problems. The hourglass modes caused by this reduced integration are efficiently controlled by a physical stabilization technique based on the assumed strain method [8].

In the current contribution, the formulation of the SHB8PS solid–shell finite element is extended to anisotropic elastic–plastic behavior models with combined isotropic-kinematic hardening at large deformations. The resulting element is then implemented into the commercial implicit finite element code Abaqus/Standard via the UEL subroutine. Its good performance is demonstrated through non-linear benchmark problems involving large strains, plasticity and contact. Particular attention is given to springback prediction for a NUMISHEET benchmark problem.

2 FORMULATION OF THE SHB8PS ELEMENT

2.1 Finite element interpolation

SHB8PS is an eight-node, isoparametric hexahedral element with linear interpolation. It has a set of nine integration points chosen along the thickness direction $\zeta$ in the local coordinate frame (see Fig. 1).
The spatial coordinates \( x_i \) and displacements \( u_i \) of any point in the element are related to the nodal coordinates and nodal displacements \( x_{id} \) and \( u_{id} \), respectively, using the classic linear isoparametric shape functions \( N_i \):

\[
x_i = x_{id} N_i(\xi, \eta, \zeta) = \sum_{i=1}^{8} x_{id} N_i(\xi, \eta, \zeta)
\]

\[
u_i = u_{id} N_i(\xi, \eta, \zeta) = \sum_{i=1}^{8} u_{id} N_i(\xi, \eta, \zeta)
\]

Subscript \( i \) varies from 1 to 3 and represents the direction of the spatial coordinates. Subscript \( I \) varies from 1 to 8.

### 2.2 Discretized gradient operator

First, we introduce the \( b_i \) \((i = 1, \ldots, 3)\) vectors, representing the derivatives of the shape functions at the origin of the reference coordinate system, defined by Hallquist [9] as

\[
b_i = N_i(0, 0, 0) \quad i = 1, 2, 3
\]

The displacement gradient can then be written as follows (see Belytschko and Bindeman [8]):

\[
u_{i,j} = \left( b_i^T + \sum_{\alpha=1}^{4} h_{\alpha} \right) \cdot d_j = \left( b_i^T + h_{\alpha} \gamma_\alpha^T \right) \cdot d_j
\]

where \( d_j \) are the nodal displacement vectors. The functions \( h_{\alpha} \) and vectors \( \gamma_\alpha \) \((\alpha = 1, \ldots, 4)\) are given by

\[
h_1 = \eta \xi, \quad h_2 = \zeta \xi, \quad h_3 = \xi \eta, \quad h_4 = \xi \eta \zeta
\]
\[ Y_j = \frac{1}{8} \left[ b - \sum_{j=1}^{4} (b_j^T \times b_j) \right] \]  

(6)

The discretized gradient operator can be written as

\[
\mathbf{B} = 
\begin{bmatrix}
    b^T + h_{\alpha_1} y_{\alpha_1} & 0 & 0 \\
    0 & b^T + h_{\alpha_2} y_{\alpha_2} & 0 \\
    0 & 0 & b^T + h_{\alpha_3} y_{\alpha_3}
\end{bmatrix}
\]

(7)

2.3 Stabilization and assumed strain method

The particular location of the integration points along a line generates six so-called hourglass modes. The control of the hourglass modes of the SHB8PS element is achieved by adding a stabilization component \( K^{STAB} \) to the element stiffness matrix \( K^e \). This part is drawn from the work of Belytschko and Bindeman [8], who applied an efficient stabilization technique together with an assumed strain method. The stabilization forces are consistently derived in the same way. Moreover, the discretized gradient operator is projected onto an appropriate sub-space in order to eliminate shear and membrane locking.

In this approach, the \( b \) vectors (Eq. (3)) are replaced by the mean value of the derivatives of the shape functions over the element, denoted by \( \hat{b} \), as proposed by Flanagan and Belytschko [10]:

\[
\hat{b}_i^T = \frac{1}{\Omega} \int_{\Omega_i} N_i(\xi, \eta, \zeta) d\Omega, \quad i = 1, 2, 3
\]

(8)

Then, vectors \( y_{\alpha} \) are replaced by vectors \( \hat{y}_{\alpha} \), where the \( b \) vectors are simply substituted by \( \hat{b} \). A modified discretized gradient operator \( \hat{\mathbf{B}} \) can be constructed in the same way. It can be shown that the terms of the \( \hat{\mathbf{B}} \) operator vanish for \( \alpha = 3, 4 \). In other words, the \( \hat{\mathbf{B}} \) operator reduces to its \( \hat{\mathbf{B}}_{12} \) part defined identically but where \( \alpha \) varies only from 1 to 2. Then, the remaining part \( \hat{\mathbf{B}}_{34} \) of \( \hat{\mathbf{B}} \), which vanishes at the integration points, is further projected as \( \hat{\mathbf{B}}_{34} \). One can project the \( \hat{\mathbf{B}} \) operator onto a \( \mathbf{B} \) operator as:

\[
\overline{\mathbf{B}} = \hat{\mathbf{B}}_{12} + \hat{\mathbf{B}}_{34}
\]

(9)
where \( \tilde{B}_{34} \) is given by:

\[
\tilde{B}_{34} = \left[ \begin{array}{cccc}
\sum_{\alpha=3}^{4} h_{\alpha,3} \hat{\gamma}_{\alpha}^T & 0 & 0 \\
0 & \sum_{\alpha=3}^{4} h_{\alpha,3} \hat{\gamma}_{\alpha}^T & 0 \\
0 & 0 & h_{3,3} \hat{\gamma}_{3}^T \\
0 & 0 & 0 \\
0 & 0 & h_{4,3} \hat{\gamma}_{4}^T \\
\end{array} \right]
\]

The stiffness matrix \( K_e \) takes the form:

\[
K_e = \int_{\Omega} \tilde{B}^T \cdot C^{op} \cdot \tilde{B} \; d\Omega + K_{Geom} = K_{12} + K_{STAB} + K_{Geom}
\]

where the first term \( K_{12} \) is evaluated at the integration points as

\[
K_{12} = \int_{\Omega} \tilde{B}_{12}^T \cdot C^{op} \cdot \tilde{B}_{12} \; d\Omega = \sum_{I=1}^{N} \omega(\zeta_I) J(\zeta_I) \tilde{B}_{12}^T(\zeta_I) \cdot C^{op} \cdot \tilde{B}_{12}(\zeta_I)
\]

In this equation, \( J(\zeta_I) \) is the Jacobian of the transformation between the reference and the current configurations; \( \omega(\zeta_I) \) is the corresponding weight, while \( C^{op} = \frac{\partial \Delta \sigma}{\partial \Delta \varepsilon} \) is the elastic–plastic tangent modulus. The geometric stiffness matrix \( K_{Geom} \) is due to the non-linear (quadratic) part of the strain tensor and \( K_{STAB} \) represents the stabilization stiffness given by equation:

\[
K_{STAB} = \int_{\Omega} \tilde{B}_{12}^T \cdot C^{op} \cdot \tilde{B}_{12} \; d\Omega + \int_{\Omega} \tilde{B}_{13}^T \cdot C^{op} \cdot \tilde{B}_{13} \; d\Omega + \int_{\Omega} \tilde{B}_{14}^T \cdot C^{op} \cdot \tilde{B}_{14} \; d\Omega
\]

In a similar way, the internal forces of the element can be written as

\[
\int_{\Omega} \int_{\zeta} \sum_{I=1}^{N} \omega(\zeta_I) J(\zeta_I) \tilde{B}_{12}^T(\zeta_I) \cdot \sigma(\zeta_I) \int_{\Omega} \int_{\zeta} f^{STAB}
\]

where \( f^{STAB} \) represents the stabilization forces.

The stabilization terms are calculated in a co-rotational coordinate system [8].
3 NUMERICAL EXAMPLES

3.1 Pinched cylinder

In this example, the elastic-plastic deformation of a cylinder subjected to two opposite concentrated loads in the middle of the structure and bounded by rigid diaphragms on its extremities is considered. This problem has been investigated by a number of authors like [2, 11-15].

The undeformed mesh and boundary conditions are shown in Figure 2. The geometry is characterized by the length \( L = 600 \text{ mm} \), the radius \( R = 300 \text{ mm} \) and thickness \( t = 3 \text{ mm} \). Due to symmetry, only one eighth of the cylinder is discretized. At the ends of the cylinder, the rigid diaphragms prevent any displacement in the radial directions. Material properties are the elasticity modulus \( E = 3000 \text{ MPa} \), Poisson's coefficient \( \nu = 0.3 \) and initial yield stress \( \sigma_0 = 24.3 \text{ MPa} \). A linear isotropic hardening law is adopted and can be written as:

\[
\sigma_y = \sigma_0 + H\varepsilon_{eq}^p
\]  

Where \( \varepsilon_{eq}^p \) is the equivalent plastic strain and \( H \) the linear hardening coefficient taken equal to 300 MPa.

Figure 2: Geometry and boundary conditions for the pinched cylinder
Figure 3 shows the load versus the vertical deflection. For the same mesh (40×40×1 elements), the results of the SHB8PS solid-shell element are compared to those of the SC8R solid-shell element and the S4R shell element, along with the reference solutions obtained by [12] and [16]. The calculations using the S4R element failed at a certain loading level, while the SC8R element is too stiff in this test problem and also converges more slowly. For this particularly discriminating test, the curve using SHB8PS element is clearly in better agreement with the 3D investigations of [12] and [16].

3.2 Unconstrained cylindrical bending

The example of the unconstrained cylindrical bending test proposed as springback benchmark in NUMISHEET 2002 is studied [17]. This application allows us to evaluate the performance of the SHB8PS element, implemented in Abaqus/Standard, in presence of geometric, material and contact non-linearities. This benchmark involves a bending-dominated deformation since there is no blank holder. The problem has complex contact boundary conditions during the forming process and the springback after forming is severe. The geometry of the problem is illustrated in Figure 4 and the geometric parameters are summarized in Table 1.

The material under investigation is a High Strength Steel, which is supposed elastic–plastic with isotropic hardening following Swift law:

$$\sigma_y = K (\varepsilon_0 + \varepsilon_{eq}^p)^n$$

where $K, \varepsilon_0$ and $n$ represent the hardening parameters of the material. The Young modulus $E = 2.175 \times 10^5$ MPa and the Poisson ration $\nu = 0.3$. Further $K = 645.24$ MPa, $n = 0.25177$ and $\varepsilon_0 = 0.0102$. The friction coefficient of the interaction between surfaces punch-sheet and die-sheet is $\mu = 0.14812$. 

![Figure 3: Load deflection curves for elastic-plastic pinched cylinder](image-url)
The amount of springback is quantified by the angle $\theta$ as defined in Figure 5. This angle is measured after forming at the maximum punch displacement and after springback. The tools are defined as analytical rigid surfaces.

**Figure 4**: Tool geometry for the unconstrained bending problem

**Table 1**: Geometric parameters of the unconstrained cylindrical bending problem

<table>
<thead>
<tr>
<th>Geometric parameter</th>
<th>[mm]</th>
<th>Geometric parameter</th>
<th>[mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Punch radius</td>
<td>23.5</td>
<td>Length of the sheet</td>
<td>120.0</td>
</tr>
<tr>
<td>Die radius (R2)</td>
<td>25.0</td>
<td>Thickness of the sheet</td>
<td>1.0</td>
</tr>
<tr>
<td>Die shoulder (R3)</td>
<td>4.0</td>
<td>Width of the sheet</td>
<td>30.0</td>
</tr>
<tr>
<td>Width of tools (W)</td>
<td>50.0</td>
<td>Punch stroke</td>
<td>28.5</td>
</tr>
</tbody>
</table>

**Figure 5**: Definition of the angle to measure springback for the unconstrained cylindrical bending problem

The SHB8PS element is compared with both solid and shell elements. Indeed, it is well-known that in applications of sheet metal forming, shell elements have difficulties in dealing with double-sided contact – while conventional solid elements require several element layers to capture bending effects. In the present work, the simulations carried out with the SHB8PS element use only one element layer through the thickness. For symmetry reasons, only one quarter of the blank is discretized by means of 150 SHB8PS elements in the length and only one element over the width of the sheet. The analysis with the SHB8PS element is carried out using five Gauss points in the thickness direction because elastic–plastic applications require, in general, five integration points in minimum to describe the strongly non-linear through-thickness stress distribution [2].

In order to validate the proposed solid–shell element, its predictions are compared to the experimental results of the Numisheet 2002 benchmarks. Two elements from the element library of the Abaqus code are also used in the comparison: the shell element S4R and the 3D
continuum element C3D8I. Again, 150 uniformly distributed elements are used in the length direction for these two elements. However, two layers of C3D8I elements are required in the thickness direction in order to represent the stress distribution due to bending with sufficient accuracy. Also, ten C3D8I elements are used along the width direction in order to keep their aspect ratio in acceptable limits. Figure 4 displays the punch force versus punch displacement curves predicted by the three elements, along with the experimental results (BE-1 to BE-4) from Meinders et al. [17]. Figure 6 shows that the numerical results obtained with SHB8PS element are the closest to the experimental results and they lay close to the solid element predictions. The slight differences between the two may be due to the different number and distribution of integration points along the thickness direction. The S4R element has too soft behavior with respect to SHB8PS and C3D8I elements.

The springback angles are also investigated, as they were also experimentally measured [17]. The springback phenomenon is particularly exacerbated in this unconstrained bending application, as illustrated in Figure 7. Table 2 summarizes the opening angles before and after springback for elements SHB8PS, C3D8I and S4R, compared to experiments. The simulated values with SHB8PS and C3D8I elements are close to each other and the closest to experiments. Comparing the numerical results to the experimental ones, the good performance of the SHB8PS solid–shell element is confirmed.

Table 2: Measured and simulated opening angles before and after springback

<table>
<thead>
<tr>
<th>Experimental</th>
<th>BE-01</th>
<th>BE-02</th>
<th>BE-03</th>
<th>BE-04</th>
<th>SHB8PS</th>
<th>C3D8I</th>
<th>S4R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forming</td>
<td>22.7707</td>
<td>22.0064</td>
<td>23.0255</td>
<td>20.8599</td>
<td>23.0692</td>
<td>22.5820</td>
<td>33.3078</td>
</tr>
<tr>
<td>Springback</td>
<td>37.4212</td>
<td>35.6787</td>
<td>30.9036</td>
<td>35.3636</td>
<td>36.3952</td>
<td>32.0832</td>
<td>43.9071</td>
</tr>
</tbody>
</table>

Figure 6: Punch force vs. punch displacement curves for High Strength Steel
CONCLUSIONS

An extended version of the solid–shell finite element SHB8PS has been implemented into the implicit finite element code Abaqus/Standard via the UEL subroutine. The formulation of this element employs a combination of the reduced integration scheme with the assumed strain method and a specific projection to eliminate locking phenomena. The resulting hourglass modes are controlled using a physical self-adapting stabilization procedure. This version of the SHB8PS element can deal with problems involving anisotropic elastic-plastic behavior at large deformations and double-sided contact between sheet and tools, which are typical in sheet metal forming applications.

The performance of SHB8PS element has been shown through two numerical examples involving various types of non-linearities: geometric, material and contact. Indeed, at equivalent mesh density, SHB8PS performs at least as well as the most accurate (and expensive) solid elements. However, this accuracy is achieved at a lower cost by using one single layer of SHB8PS elements and simply adjusting the number of integration points through the thickness. This feature makes the element very competitive for sheet metal forming.
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1 INTRODUCTION

Knowledge of structural behavior is essential for designing lighter constructions without affecting their safety and quality standards. Lack of levels and characteristics of dynamic response, for example, can lead to system failure during repetitive loading application, due to the accumulation of structural damage. Thus, it becomes necessary to use more complex theories, such as nonlinear formulations, avoiding simplifications in the process of analysis/design.

Plastic analysis of steel structures enhances several benefits compared to the elastic’s, because one of the most important characteristics of this material, the ductility — ability to withstand large deformations before breaking — is fully considered. This allows for force redistribution after the yielding limit of some structural member’s cross section has been achieved. This property also promotes the absorption of energy, which becomes extremely important in structures subjected to seismic excitations [1].

Most studies on inelastic analysis rely on the plastic-zone method (or plasticity distributed) or the plastic hinge method (concentrated plasticity or lumped model). The basic difference between them is the refinement degree used to represent the structural member plastification. In the plastic-zone method, the structure is discretized into finite elements and the cross-sections of these elements are subdivided into many fibers. The second-order effects and residual stresses can be considered directly in the analysis. Due to the high degree of refinement, the analyses made with this method are treated as close-to-accurate solutions. However, as it has a high computational cost, the plastic-zone approach is used more for simulation of simple structures that can serve as a calibration for other models and numerical formulations. Few works are found in this line of research directly related to dynamic analysis. Among these are: Kant and Marur [2], Mamaghani et al. [3], and Thai and Kim [4].
In contrast, the plastic hinge approach, which assumes the effects of plasticity concentrated at hinge points located at the ends of the elements, can be classified as an elastic-plastic hinge model or a refined-plastic hinge model. The first one, used in this work, is the simplest way to consider the inelastic effects in structural analysis. The element remains in an elastic regime until the plastic resistance of the cross-section is achieved by forming a plastic hinge. The residual stress effects are not considered. In the refined-plastic hinge model, on the contrary, the process of cross-section plastification can be accompanied and the residual stresses can be considered. By providing an approximate representation of the member behavior in relation to the plastic-zone approach, computationally, the plastic hinge models become significantly less expensive and more applied ([5] – [10]).

The computational system for advanced structural analysis CS-ASA [10] is used in this work. The main characteristic of this computational tool is the accomplishment of the nonlinear static and dynamic analyses of steel plane framed structures. In these analyses, the geometric nonlinearity or second-order effects can be simulated, as well as those introduced by considering semi-rigid connections, and steel inelasticity. The introduction of all these nonlinear effects in the numerical models and formulations makes it possible to establish the stability and strength limit of the structural system in a direct manner, without the necessity to separately verify each member’s capacity [11]. For this article, a routine able to simulate the nonlinear cyclic behavior of the material was implemented in the CS-ASA system. Basically, this model is a natural extension of those already implemented in CS-ASA for the static case and can be found in detail in Silva [10]. Therefore, the numerical formulation adopted considers two sources of nonlinearities: the geometric, which includes structural displacement effects, and the physical, caused by the steel’s inelasticity. The methods of Newmark (integration process) and Newton-Raphson (iteration process) are used for solving the nonlinear equations of motion. This numerical methodology is discussed throughout the work. Some examples considering the nonlinear inelastic time-history response of planar steel frames will be discussed at the end of the work.

2 FINITE ELEMENT FORMULATION

This section presents the finite element formulation used in the study of the inelastic behavior of steel structures. This formulation, as already highlighted, follows the plastic hinge approach, and the effect of the material yielding is considered in the finite element force-displacement constitutive relationship. Initially, some assumptions should be made. The inelastic behavior is restricted to the ends of the element (nodal points) that will simulate the plastic hinges. The length of these plastic hinges will be null and its deformation is constituted only by inelastic rotation. Once the plastic hinge is formed, the inner forces in cross-section must respect the plastic resistance surface (full yield surface of the section).

Consider then the finite element shown in Figure 1. The beam-column element presented has fictitious section springs attached at its ends. These springs are imagined to have a bending stiffness $S_s$, which can be defined based on a state parameter $\psi$ (this state parameter monitors the cross-section yielding process and will be discussed in the next subsection). The element force-displacement relationship on the co-rotational local system, considering the cross-section material yielding effect, can be written as [10]:

$$
$$

Inelastic behavior

Figure 1: Beam-column finite element with fictitious section springs

\[ \begin{bmatrix} \Delta P \\ \Delta M_i \\ \Delta M_j \end{bmatrix} = \begin{bmatrix} \frac{EA}{L} & 0 & 0 \\ 0 & S_{si} - S_{si}^2 (k_{jj} + S_{sj}) / \beta & S_{si} S_{sj} k_{ij} / \beta \\ 0 & S_{si} S_{sj} k_{ij} / \beta & S_{sj} - S_{sj}^2 (k_{ii} + S_{si}) / \beta \end{bmatrix} \begin{bmatrix} \Delta \delta \\ \Delta \theta_i \\ \Delta \theta_j \end{bmatrix}, \text{ or, } \Delta \mathbf{f}_{c} = \mathbf{K}_{c} \Delta \mathbf{u}_{c} \]  \hspace{1cm} (1)

with \( \beta = (S_{si} + k_{ij}) (S_{sj} + k_{ji}) - k_{ij} k_{ji} \).

In Eq. (1), the subscripts \( i \) and \( j \) are related to the element ends, and the subscript \( c \) indicates the coordinate system used; \( E \) is the Young’s modulus; \( A \) is the cross-section area; \( L \) is the element length; \( \Delta P \), \( \Delta M \), \( \Delta \delta \) and \( \Delta \theta \) are, respectively, the axial force, the bending moment, the nodal axial deformation and nodal rotation increments, and are represented in Figure 1. The coefficients of the matrix \( \mathbf{K}_{c} \), besides simulating the section’s material plastification at each end of the element, also considers the second-order effects — for relatively large displacements, the lateral deflection of a member can generate additional bending moments because of the presence of axial force. In this case, the terms \( k_{ii} \), \( k_{jj} \), \( k_{ij} \) and \( k_{ji} \) involved in the simulation are:

\[ k_{ii} = k_{jj} = 4EI / L + 2PL/15 + 4PI/(AL) \text{ and } k_{ij} = k_{ji} = 2EI / L - PL/30 + 2PI/(AL) \]  \hspace{1cm} (2)

where \( I \) represents the moment of inertia.

With the increase of axial force on a section with a plastic hinge already formed, the section resistance may become smaller than the internal forces acting on it. Then, a change in the force-displacement relationship of the element (Eq. 1) will be required so that the section’s plastic resistance is not violated. This change can be expressed by the following equation:

\[ \begin{bmatrix} \Delta P \\ \Delta M_i \\ \Delta M_j \end{bmatrix} = \begin{bmatrix} \frac{EA}{L} & 0 & 0 \\ 0 & C_1 K_1 & 0 \\ 0 & 0 & C_2 K_2 \end{bmatrix} \begin{bmatrix} \Delta \delta \\ \Delta \theta_i \\ \Delta \theta_j \end{bmatrix} + \begin{bmatrix} 0 \\ \zeta_i \\ \zeta_j \end{bmatrix}, \text{ or, } \Delta \mathbf{f}_{c} = \mathbf{K}_{ch} \Delta \mathbf{u}_{c} + \Delta \mathbf{f}_{ps} \]  \hspace{1cm} (3)

where the parameter vector \( \Delta \mathbf{f}_{ps} \) defines the correction of the internal forces. The other matrix \( \mathbf{K}_{ch} \) coefficients are presented in Table 1 according to the element end where the plastic hinge is formed. In this table, \( \delta M_{pr} \) is the modification to translate the section moment \( M \) to the interaction surface (resistance or full yield surface), maintaining the axial force \( P \) fixed. Details of this change and the process to transform Eqs. (1) and (3) into the global coordinate system, later obtaining the structural system internal forces vector \( \mathbf{F} \) and stiffness matrix \( \mathbf{K} \), can be found in Silva [10].

The section resistance surface adopted here will be presented in the following subsection, which also discusses the numerical procedure used to simulate the material’s nonlinear behavior.
Table 1: Parameters in Eq. (3)

<table>
<thead>
<tr>
<th>Plastic hinge</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1$</td>
</tr>
<tr>
<td>End $i$</td>
<td>0</td>
</tr>
<tr>
<td>End $i$</td>
<td>1</td>
</tr>
<tr>
<td>Ends $i$ and $j$</td>
<td>0</td>
</tr>
</tbody>
</table>

$k_{c(m,n)}$ is the term corresponding to the row $m$ and the column $n$ in $K_c$ (see Eq. 1)

2.1 Cyclic plasticity model

Steel inelasticity is the yielding process of the fibers causing changes in cross-section stress distribution when acting forces increase. Under loading/unloading conditions, the steel can be idealized as an elastic-perfectly plastic material and its constitutive tension-deformation relationship in this case is illustrated graphically in Figure 2a. It is assumed that the plastification occurs when the stress reaches the yield stress $\sigma_y$. After that, an increase in loading causes increase in axial deformation without, however, increasing the stress. In this model, the material’s permanent deformation appears after the unloading. Load relief makes the material return to the elastic state, remaining, however, with a residual deformation. Models that directly simulate the stress-strain relationship are usually applied in methodologies based on the plastic-zone method. In this work, the cross-section plasticity state, in the same situation, is characterized by the elastic-perfectly plastic model expressed, however, in the moment-curvature relationship as shown in Figure 2b. It is worth clarifying that the potential benefits from the material hardening (strain-hardening) and the Bauschinger effect [6] are ignored in this model.

![Tension-deformation relation](a) Tension-deformation relation  ![Moment-curvature relation](b) Moment-curvature relation

**Figure 2**: Elastic-perfectly plastic constitutive material hysteretic model

Figure 2b illustrates the section’s behavior during the loading-unloading process through its moment-curvature relationship. The section’s material remains elastic along the line $0A$
under loading conditions. When the plastic moment is reached, \( M_p = Z \sigma_y \), \( Z \) being the module plastic, a plastic hinge is formed and no additional moment can be resisted. So, with the increase in loading, and this section already yielded, the exceeded moment will be redistributed to adjacent members. As a result, the path continues along the horizontal line \( AB \). When unloading occurs at \( B \), the direction of rotation is reversed and the section returns to the elastic state, but with a residual deformation. In this case, the curve follows the line \( BC \) parallel to the virgin slope \( 0A \). If reloaded at point \( C \), the path will move along \( CB \) up to reach again the plastic moment \( M_p \), and continue along the line \( BD \). With the unloading at point \( D \), the path \( DEF \) will be followed where the line \( EF \) indicates that the negative plastic moment \( -(M_p) \) has been reached.

The full yield surface, defining the boundary where the material ceases to behave elastically and becomes plastic, will be evaluated from internal acting forces and geometrical characteristics of the finite element cross-section. The structure’s resistance limit can be achieved with the development of a plastic mechanism, which is the consequence of a number of plastic hinges formed. If a structural element is subjected to the combined action of bending moment and axial force, its moment capacity \( M_p \) is reduced [10]. This influence is seen through the full yield surface defined by equations:

\[
M_{pr} = \left[ B_f t_f \left( D-t_f \right) + \left( \left( d/2 \right)^2 - \eta^2 \right) t_w \right] \sigma_y, \text{ para } \eta \leq d/2 \tag{4a}
\]

\[
M_{pr} = \left[ \left( D/2 \right)^2 - \eta^2 \right] B_f \sigma_y, \text{ para } d/2 < \eta \leq d/2 + t_f \tag{4b}
\]

with:

\[
\eta = P/\left(2\sigma_y t_w \right), \text{ para } \eta \leq d/2 \tag{5a}
\]

\[
\eta = \left( P - \sigma_y t_w d \right) / \left( 2\sigma_y B_f \right) + d/2, \text{ para } d/2 < \eta \leq d/2 + t_f \tag{5b}
\]

The interaction equations between the axial force and bending moment follow the requirements of BS 5950 [12] and are valid for the I or H profiles. The full yield surface for the profile W470x74 is exemplified in Figure 3. The axial force and bending moment are parameterized, respectively, by axial yield limit, \( P_y = A \sigma_y \), and the plastic moment \( M_p \). Figure 3 shows how the terms \( B_f \), \( t_f \), \( D \), \( t_w \) and \( d \) are defined, which characterize the profile’s web and flange dimensions and appear in Eqs. (4) and (5).

![Figure 3: Reduced plastic moment capacity of I-shaped cross-section under axial load](image-url)
Admitting the material to have elastic-perfectly plastic behavior, it is assumed that a given cross-section remains in elastic regime until its plastic resistance is reached. To accompany the stiffness loss of the cross-section during the loading/unloading process, a dimensionless parameter $\psi$ is adopted. Thus, the development of plasticity in the structure’s cross-section members is reflected in the section spring stiffness at the edge of the element, which when using $\psi$, is defined by equation:

$$S_s = \frac{6EI}{L} \frac{\psi}{1-\psi} \quad (6)$$

It is considered that $\psi$ has the value “1” when the material is in elastic regime, i.e., while the section bending moment does not reach the reduced plastic moment $M_{pr}$. In this case, using (6), the section remains rigid ($S_s \to \infty$), with the plastic rotation null. On the other hand, with the section yielding ($M = M_{pr}$), $\psi$ reduces to “0” and the section stiffness becomes null ($S_s \to 0$), simulating the plastic hinge formation.

3 SOLUTION PROCEDURE FOR THE TRANSIENT INELASTIC PROBLEM

The equilibrium equation that governs the nonlinear dynamic response of a structural system can be obtained using the Virtual Displacement Principle (VDP). Considering that, besides the restoration tensions provoked by structural deformation and external forces, the structural system is also submitted to inertial and dissipated forces. The equation to obtain the equilibrium of the elements in this system, at time $t + \Delta t$, can be expressed as [13]:

$$\int_\Omega \tau_{ij} \delta\epsilon_{ij} dV + \int_\Omega \rho \ddot{d}_k \delta d_k dV + \int_\Omega \mu \dot{d}_k \delta d_k dV = \delta d_k^T f_{ek} \quad (7)$$

where $\tau_{ij}$ represents the Cauchy tensor in equilibrium with external excitation $f_{ek}$; $\delta\epsilon_{ij}$ are the virtual Green-Lagrange deformation components corresponding to random arbitrary displacements $\delta d_k$, which are cinematically compatible with the boundary conditions; $\rho$ is the density or the volumetric mass (mass per volume unit), and $\mu$ is the viscous damping coefficient of the material. To determine the equilibrium configuration of the structure in $t + \Delta t$, the updated Lagrangian referential is used. In this case, the configuration in instant $t$ is used as the reference for analysis.

According to the usual finite element procedures, establishing the deformation field and displacement of the elements in function of the nodal displacements and using Eq. (7), it is possible to obtain, in a discretized form, the following matrix equation:

$$M\dot{\mathbf{U}} + C\mathbf{U} + F_i = \lambda(t) F_r \quad (8)$$

in which $M$ and $C$ are the mass and damping matrices, respectively; $\mathbf{U}$, $\dot{\mathbf{U}}$ and $\ddot{\mathbf{U}}$, represent the displacement, velocity and acceleration vectors, respectively, of the structural system; $F_i$ is the internal force vector; $F_r$ is the vector that defines the direction of the external excitation; and $\lambda$ establishes the intensity and direction of the load in a determined instant $t$.

In a nonlinear structural study, as is done herein, the stiffness matrix should be constantly updated to capture the state of equilibrium influenced by second order effects ($P-\Delta$ and $P-\delta$) and inelasticity of the material. Afterwards, it becomes necessary to use an incremental-
iterative solver strategy. For this, a numerical procedure, which combines the methods of Newmark and Newton-Raphson, is used here to obtain a nonlinear dynamic response of the structural system. The computational steps necessary to achieve this objective are detailed in Table 2. Analyzing the numerical procedures adopted, see that the members’ plasticity is assessed at the end of each iterative cycle; and the technique described in Section 2 is used for simulating the material nonlinear behavior when the structure is subjected to a cyclic loading.

The computational algorithm is summarized in Table 3.

### Table 2: Numerical strategy for nonlinear transient analysis

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Input the material and geometric properties of the frame, and obtain the force vector $F_r$</td>
</tr>
<tr>
<td>2.</td>
<td>Start the initial displacement, velocity and acceleration vectors $0U$, $0\dot{U}$ and $0\ddot{U}$</td>
</tr>
<tr>
<td>3.</td>
<td>Select the time step $\Delta t$</td>
</tr>
<tr>
<td>4. FOR EACH TIME STEP $t + \Delta t$</td>
<td></td>
</tr>
<tr>
<td>4a.</td>
<td>Derive the tangent stiffness, mass and damping matrices: $K$, $M$, and $C$</td>
</tr>
<tr>
<td>4b.</td>
<td>Using Newmark parameters $\beta$ and $\gamma$, calculate the constants: $a_0 = 1/(\beta\Delta t^2)$; $a_1 = \gamma/(\beta\Delta t)$; $a_2 = 1/(\beta\Delta t)$; $a_3 = 1/(2\beta) - 1$; $a_4 = \gamma/\beta - 1$; $a_5 = \Delta t(\gamma/(2\beta) - 1)$; $a_6 = a_0$; $a_7 = -a_2$; $a_8 = -a_3$; $a_9 = \Delta t(1 - \gamma)$; $a_{10} = \alpha\Delta t$</td>
</tr>
<tr>
<td>4c.</td>
<td>Form the effective stiffness matrix: $\hat{K} = K + a_0M + a_1C$</td>
</tr>
<tr>
<td>4d.</td>
<td>Calculate: $\hat{F} = (t\Delta t)^2\lambda F_r + M 0(12\dot{U} + a_3\ddot{U}) + C(a_4\dot{U} + a_5\ddot{U}) - \dot{F}_i$</td>
</tr>
<tr>
<td>4e.</td>
<td>Solve for displacement increments: $\delta U_k^0 = \hat{F}^0$</td>
</tr>
<tr>
<td>5. NEUTON-RAPHSON ITERATION: $k = 1, 2, 3, ...$</td>
<td></td>
</tr>
<tr>
<td>5a.</td>
<td>Evaluate the approximation of the acceleration, velocities and displacements: $(t\Delta t)^2\ddot{U}^{(k-1)} = a_0\Delta U^{(k-1)} - a_2\dot{U} - a_3\ddot{U}$, $(t\Delta t)^2\dot{U}^{(k-1)} = a_4\Delta U^{(k-1)} - a_4\dot{U} - a_5\ddot{U}$, and $(t\Delta t)^2U^{(k-1)} = t\dot{U} + \Delta U^{(k-1)}$</td>
</tr>
<tr>
<td>5b.</td>
<td>Update the geometry of the frame</td>
</tr>
<tr>
<td>5c.</td>
<td>Evaluate the internal forces vector: $(t\Delta t)^2F_i^{(k-1)} = (t\Delta t)^2\dot{F}_i + K\Delta U^{(k-1)}$</td>
</tr>
<tr>
<td>5d.</td>
<td>Form: $(t\Delta t)^2R^k = (t\Delta t)^2\dot{F}_i - \left(M (t\Delta t)^2\ddot{U}^{(k-1)} + C (t\Delta t)^2\dot{U}^{(k-1)} + (t\Delta t)^2\dot{F}<em>i^{(k-1)} - (t\Delta t)^2F</em>{ps}^{(k-1)}\right)$</td>
</tr>
<tr>
<td>5e.</td>
<td>Solve for the corrected displacement increments $K\delta U_k^k = (t\Delta t)^2R^k$</td>
</tr>
<tr>
<td>5f.</td>
<td>Evaluate the corrected displacement increments: $\Delta U_k^k = \Delta U^{(k-1)} + \delta U_k^k$</td>
</tr>
<tr>
<td>5g.</td>
<td>Check the convergence of the iteration process: $|\delta U_k^k|/|\Delta U + \Delta U^k| \leq \xi$, where $\xi$ is a tolerance factor. If not, go to 5</td>
</tr>
<tr>
<td>5h.</td>
<td>Calculate the acceleration, velocities and displacements at time $t + \Delta t$ $(t\Delta t)^2\ddot{U}^k = a_0\Delta U^k - a_2\dot{U} - a_3\ddot{U}$, $(t\Delta t)^2\dot{U}^k = a_4\Delta U^k - a_4\dot{U} - a_5\ddot{U}$ and $(t\Delta t)^2U^k = t\dot{U} + \Delta U^k$</td>
</tr>
<tr>
<td>6. FOR THE NEXT TIME STEP</td>
<td></td>
</tr>
<tr>
<td>6a.</td>
<td>Evaluate the internal forces vector: $(t\Delta t)^2F_i = (t\Delta t)^2\dot{F}_i + K\Delta U^k$</td>
</tr>
<tr>
<td>6b.</td>
<td>Evaluate the plastification at the ends of the finite elements (see Table 4)</td>
</tr>
</tbody>
</table>
Table 3: Algorithm for modeling of section behavior under cyclic loading

1. Consider the internal forces vectors \( (t+\Delta t) F_i \) and \( F_j \)

2. **FOR EACH FINITE ELEMENT**

3. **FOR EACH NODAL POINT OF THE ELEMENT**

4. Consider the moments \( (t+\Delta t) M \) and \( M \), and the axial force \( (t+\Delta t) P \) at section

5. Evaluate the incremental moment in this section: \( \Delta M = (t+\Delta t) M - tM \)

6. Consider the reduced plastic yield moment \( M_{pr} \) (see Eq. 4)

7. If \( (M \cdot \Delta M \geq 0) \) then  \( \Rightarrow \) **LOADING CONDITION**
   
   If \( |M| < |M_{pr}| \): \( \psi = 1 \) and \( S_s = 10^{10} EI/L \) (rigid section – elastic behavior)
   
   If \( |M| \geq |M_{pr}| \): \( \psi = 0 \) and \( S_s = 10^{-10} EI/L \) (plastic hinge – plastic behavior)

8. If \( (M \cdot \Delta M < 0) \) then  \( \Rightarrow \) **UNLOADING CONDITION**
   
   \( \psi = 1 \) and \( S_s = 10^{10} EI/L \) (rigid section – elastic behavior)

9. Go to step 4 in Table 2

4 NUMERICAL APPLICATIONS

In this section, the methodology presented for nonlinear dynamic analysis is used to obtain the response of three planar structural systems with elastic-perfectly plastic material. All structures were also investigated by Chan and Chui [6] and their results are used for validation of the numerical strategy proposed. No viscous damping was considered and time increments of \( 10^{-3} \)s were adopted in the numerical integration process.

4.1 Toridis-Khozeimeh portal frame

The simple portal frame with fixed ends shown in Figure 4, initially studied by Toridis and Khozeimeh [14] and subsequently by Marur and Kant [2], is the first example of this section. The steel profile masses of the structure members were multiplied by 625 and considered concentrated in the elements nodal points following the modeling made by the aforementioned authors. Three finite elements were used in the modeling of each of the three structural members.

![Figure 4: Toridis-Khozeimeh portal frame: geometry and loading](image-url)
A constant impact load equal to 444.82 kN is applied on top of the column on the left side of the frame, and the transient responses of this structure are presented in Figure 5. Figure 5a shows the horizontal displacement time-history at the point of application of the load for the perfectly elastic material; and Figure 5b presents the dynamic response considering the elastic-perfectly plastic material. Figure 5a also indicates the displacement obtained from the static elastic analysis, \( u = 3.97 \text{ cm} \), which represents half of the maximum amplitude obtained in dynamic analysis. Comparing the displacement time-histories for these studies, according to Figure 5b, it can be seen that the amplitudes begin diverting more significantly from 0.55s, due to the increase of plastic deformations. There is, moreover, a constant movement response. In this case, the material exhibits an elastic behavior but with a residual deformation. This is a feature of elastic-perfectly plastic model used on this work, and just as in the elastic model, it does not allow the dissipation of energy.

![Diagram](image)

**Figure 5:** Time history of the horizontal displacement, \( u \), on top of the frame

### 4.2 Steel arch-shaped frame

The structure shown in Figure 6 is now studied. The curved shape of this structure was obtained modeling it with six pieces of steel profile UB305x165x40 kg/m. Besides Chan and Chui [6], Lee et al. [5] also investigated the transient elastic-perfectly plastic response of the arch but using a bilinear plastic resistance surface.

Six finite elements, each modeling of the steel parts, were adopted on discretization. The steel arch, which has fixed supports, is subjected to an vertical impact load \( P(t) \) applied at its top (the triangular decaying over time of this vertical load is showed in Figure 6). Gravitational loads of intensity 10 kN statically applied and a lumped mass of 0.5 kN\(s^2/m \) attached to each node were also considered. The time histories of the vertical deflection at the arch top are illustrated in Figure 7. A permanent plastic deformation is observed, and the amplitude of displacement becomes virtually constant indicating that the structure remains in the elastic regime after 0.012s.
4.3 Simple portal frame with initial geometric imperfection

In the last analysis, attention is given to the yield stress effect on the structural response of a simple portal frame with pinned supports illustrated in Figure 8. An initial geometric imperfection $\Delta_0$ in columns was assumed. To predict a more realistic behavior of this structure, two heavy gravitational loads of 200 kN acting at the ends of the beam (or at the top of the columns) were considered. These loads induce axial forces in columns, and as a consequence, additional bending moments appear, reducing the stiffness of these members and structural system (P-Delta effect in the analysis). The beam and columns of the frame are made by hot-rolled steel profiles W8x48.

The nonlinear transient frame responses considering the elastic and inelastic (elastoplastic) material behavior are illustrated in Figure 8. Yield stress equal to 235 MPa and 260 MPa were adopted in the elastoplastic analysis. Figure 8b shows the members’ sections plastic resistance surface considered. In Figures 8c and 8d can be observed that the magnitude of plastic deformation decreases with the increasing of the material yield stress. In the limit, i.e., for $\sigma_y \rightarrow \infty$, the material would tend to present the elastic behavior, whose results are plotted in Figure 8a.
5 FINAL REMARKS AND FUTURE RESEARCH

This article described a numerical methodology for nonlinear dynamic analysis of steel frames. The main feature of the finite element formulation adopted is the consideration of the geometric nonlinear effects and the material elastic-perfectly plastic behavior. The plastic hinge model was used to evaluate the members’ section yielding. The steel section gradual yielding and residual stresses were not considered. Numerical examples presented
demonstrated the applicability of the numerical strategy proposed, and the good agreement between the results here obtained and those found in literature have validated such strategy.

It is worth informing that future authors’ research should address the influence of the combined effects of geometric nonlinearity, steel inelasticity and semi-rigid connections on the nonlinear static and dynamic behavior of steel structures. In these studies, the refined plastic hinge model (with steel section gradual yielding), which enables the energy dissipation through the plastic hinges, will be adopted.
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Abstract. A three-node triangular finite element developed for the static theorem of limit analysis is evaluated considering the Mohr-Coulomb material in plane strain condition. This element, named GET (Global Equilibrium Triangle), satisfies the equilibrium equations in the integral sense, global sense, according to the principle of virtual displacements. The equilibrium equations and the yield criterion inequalities, expressed in terms of nodal stresses, are dealt with as constraints of a large-scale optimization problem whose objective function is defined by the loading which is maximized until a limit value is reached. Numerical predictions are performed for purely cohesive and cohesive-frictional thick cylinder expansion under internal pressure. The results demonstrate that not satisfying the equilibrium equations rigorously is far from being a severe handicap for the GET.

1 INTRODUCTION

The plasticity theory allows to estimate ultimate limit states by means of limit analysis. This technique, based on the static and kinematic theorems, gives in a theoretically rigorous way lower and upper bounds on the collapse load, respectively [1].

Analytical solution obtained with limit analysis is restricted in scope and, depending on the complexity of the problem, it may not be available or there may be a big gap between the bounds. This restriction is overcome by coupling the limit theorems with
the finite element method. The emphasis here is on numerical formulation for the static theorem.

Formulations of the lower bound method by finite elements lead to a convex optimization problem with a large number of variables and constraints. It is originally formulated as a nonlinear programming (NLP) due to the yield function nonlinearity (e.g. Mohr-Coulomb, Tresca, Drucker-Prager, von Mises, Gurson, Nielsen, Ilyushin), but it can also be dealt with as a linear programming (LP) by using a yield function linearization procedure. Early implementations of linear and nonlinear finite element limit analysis were proposed by Lysmer [2] and Belytschko and Hodge [3], respectively. Since then, an extensive research into numerical implementations of the lower bound approach using finite elements has been carried out [4–16].

In this work, a three-node triangular finite element, named GET (Global Equilibrium Triangle) in short, is developed for performing lower bound limit analysis considering the Mohr-Coulomb material in plane strain condition.

The GET is evaluated with respect to convergence, accuracy and efficiency by taking into account the effects of discretization (domain selection, element distortion, mesh arrangement and refinement), yield surface approximation, strength parameters and mathematical programming technique employed. Numerical predictions of lower bound limit load are performed for thick cylinder expansion under internal pressure.

2 GLOBAL EQUILIBRIUM TRIANGLE - GET

The finite-element GET was developed based on the formulation originally proposed by Anderheggen and Knöpfel [4] concerning with a four-node quadrilateral element for limit analysis.

The GET will be derived within the framework of the discrete formulation of the lower bound method. The static theorem states that the applied load corresponding to a statically and plastically admissible stress field is a lower bound to the true collapse load. A statically admissible stress field satisfies the equilibrium equations into the volume and the mechanical boundary conditions, and a plastically admissible stress field does not violate the yielding condition of the material.

2.1 Static admissibility

By considering a body under plane strain conditions parallel to the xy-plane, the equilibrium in the domain and the mechanical boundary conditions are expressed in the sense of the principle of virtual displacements given by

$$\int_{S_e} \{T\}^T \{\delta u\} dS + \int_{V} \{F\}^T \{\delta u\} dV - \int_{V} \{\sigma\}^T \{\delta \epsilon\} dV = 0$$

(1)

where \(\{T\} = [ T_x \ T_y ]^T\) are the surface forces, \(\{F\} = [ F_x \ F_y ]^T\) are the body forces, \(\{\sigma\} = [ \sigma_x \ \sigma_y \ \tau_{xy} ]^T\) is the stress field, \(\{\delta u\} = [ \delta u \ \delta v ]^T\) is the virtual displacement.
field, \( \{\delta \epsilon\} = [\delta \epsilon_x \delta \epsilon_y \delta \gamma_{xy}]^T \) is the virtual strain field, \( S_\sigma \) is the surface where \( \{T\} \) is prescribed and \( V \) is the body volume. The virtual displacement field \( \{\delta u\} \) is zero on the surface \( S_u \), where the real displacement \( \{u\} \) is known, and relates to the virtual strain field \( \{\delta \epsilon\} \) by

\[
\delta \epsilon_x = \frac{\partial \delta u}{\partial x}, \quad \delta \epsilon_y = \frac{\partial \delta v}{\partial y}, \quad \delta \gamma_{xy} = \frac{\partial \delta u}{\partial y} + \frac{\partial \delta v}{\partial x}.
\]

Unknown surface forces \( \{T\} \) correspond to reactions on \( S_u \), \( S_u \cup S_\sigma = S; S_u \cap S_\sigma = \emptyset \).

In doing so, the finite element method requires interpolation functions for \( \{\delta u\} \) and \( \{\sigma\} \) with continuity \( C^1 \) and \( C^0 \) into the elements and \( C^0 \) and \( C^{-1} \) at the interelement boundaries, respectively. Linear virtual displacement and stress fields are adopted.

The virtual displacement is expressed by

\[
\{\delta u\} = \{\delta \epsilon\},
\]

where \( \{\delta \epsilon\} = [\delta u_1 \delta v_1 \delta u_2 \delta v_2 \delta u_3 \delta v_3]^T \) refers to the components of \( \{\delta u\} \) at each triangle vertex and \([N_u]\) is a linear shape function matrix. Substituting (3) into (2) yields

\[
\{\delta \epsilon\} = \begin{bmatrix} \delta \epsilon_x \\ \delta \epsilon_y \\ \delta \gamma_{xy} \end{bmatrix} = \frac{1}{2A} \begin{bmatrix} y_{23} & 0 & y_{31} & 0 & y_{12} & 0 \\ 0 & x_{32} & 0 & x_{13} & 0 & x_{21} \\ x_{32} & y_{23} & x_{13} & y_{31} & x_{21} & y_{12} \end{bmatrix} \{\delta \bar{d}\}
\]

The stress field is approximated by

\[
\{\sigma\} = [N_\sigma]\{\bar{\sigma}\}
\]

where \( \{\bar{\sigma}\} \) is a nodal stress vector and \([N_\sigma]\) is a linear shape function matrix. Due to the stress approximation, the equilibrium equations are only satisfied in the integral sense.

For a domain divided into \( E \) elements, the substitution of (3), (4) and (5) into (1) leads to

\[
\sum_{i=1}^{E} \{\delta \bar{d}\}_i^T \left( \int_{S_{vi}} [N_u]^T \{T\} \, dS + \int_{V_i} [N_u]^T \{F\} \, dV - \int_{V_i} [B]^T [N_\sigma] \{\bar{\sigma}\} \, dV \right) = 0
\]

or

\[
\sum_{i=1}^{E} \{\delta \bar{d}\}_i^T (\{\bar{f}\} - [\bar{F}] \{\bar{\sigma}\}) = 0
\]
where \( \{\vec{f}\} \) and \( \{\vec{l}\} \{\vec{\sigma}\} \) are the external and internal nodal forces at the element \( i \), respectively, with

\[
\{\vec{l}\} = \int_{V_i} \left[ B \right]^T \left[ N_\sigma \right] dV
\]

\[
= \frac{1}{6} \begin{bmatrix}
y_{23} & 0 & x_{32} & y_{23} & 0 & x_{32} \\
0 & x_{32} & y_{23} & 0 & x_{32} & y_{23} \\
y_{31} & 0 & x_{13} & y_{31} & 0 & x_{13} \\
0 & x_{13} & y_{31} & 0 & x_{13} & y_{31} \\
y_{12} & 0 & x_{21} & y_{12} & 0 & x_{21} \\
0 & x_{21} & y_{12} & 0 & x_{21} & y_{12}
\end{bmatrix}.
\]

Introducing the contribution of all the elements into (7) it follows that

\[
\{\delta d'\}^T \left( \{f'\} - \{l'\} \{\sigma'\} \right) = 0,
\]

where the global quantities \( \{\delta d'\}, \{f'\}, \{l'\}, \{\sigma'\} \) correspond to the scattering of the local quantities \( \{\delta d\}, \{f\}, \{l\}, \{\sigma\} \), respectively. As \( \{\delta d'\} \) is arbitrary,

\[
\{f'\} - \{l'\} \{\sigma'\} = 0.
\]

There will be \( 2N \) equilibrium equations with \( 3N \) unknowns for a discretization with \( N \) nodes.

### 2.2 Plastic admissibility

The Mohr-Coulomb yield function is adopted as yield criterion. In plane strain condition parallel to the \( xy \)-plane, it reduces to

\[
f = (\sigma_x - \sigma_y)^2 + 4\tau_{xy}^2 - [2c \cos \phi - (\sigma_x + \sigma_y) \sin \phi]^2 = 0
\]

where \( c \) is the cohesion and \( \phi \) is the angle of internal friction.

To enforce plastic admissibility, the yielding condition is now expressed by

\[
f = (\sigma_x - \sigma_y)^2 + 4\tau_{xy}^2 - [2c \cos \phi - (\sigma_x + \sigma_y) \sin \phi]^2 \leq 0.
\]

The yield function introduces nonlinearity. However, a piecewise linearization of the Mohr-Coulomb yield function can be performed so that the problem can locally be treated as linear [17].

To proceed with the linearization of (12) it is first necessary a change of variables as follows

\[
X = \sigma_x - \sigma_y \quad Y = 2\tau_{xy} \quad R = 2c \cos \phi - (\sigma_x + \sigma_y) \sin \phi.
\]
In this new $XY$-space the equation (12) becomes

$$X^2 + Y^2 = R^2,$$  \hspace{1cm} (15)

which represents a circumference of radius $R$.

The circumference is approximated by an inscribed regular polygon of $p$ sides and $p$ vertices in the $XY$-space (see Sloan [9]). The polygon side $k$ defined in terms of stresses is

$$A_k\sigma_x + B_k\sigma_y + C_k\tau_{xy} = D \hspace{1cm} k = 1, 2, \ldots, p$$  \hspace{1cm} (16)

where

$$A_k = \cos\frac{2k\pi}{p} + \sin\phi \cos\frac{\pi}{p} \hspace{1cm} B_k = \sin\phi \cos\frac{\pi}{p} - \cos\frac{2k\pi}{p}$$

$$C_k = 2\sin\frac{2k\pi}{p} \hspace{1cm} D = 2c \cos\phi \cos\frac{\pi}{p}.$$  \hspace{1cm} (17)

From plastic admissibility it follows that

$$A_k\sigma_x + B_k\sigma_y + C_k\tau_{xy} \leq D \hspace{1cm} k = 1, 2, \ldots, p.$$  \hspace{1cm} (18)

Therefore, the constraints imposed on the nodal stresses by the linearized form of the Mohr-Coulomb yield surface can be expressed by

$$[a_i] \{\sigma_i\} \leq \{b_i\}$$  \hspace{1cm} (19)

where

$$[a_i] = \begin{bmatrix} A_1 & B_1 & C_1 \\ A_2 & B_2 & C_2 \\ \vdots & \vdots & \vdots \\ A_p & B_p & C_p \end{bmatrix}$$  \hspace{1cm} (20)

$$\{\sigma_i\} = \begin{bmatrix} \sigma_{xi} \\ \sigma_{yi} \\ \tau_{xyi} \end{bmatrix}^T$$  \hspace{1cm} (21)

$$\{b_i\} = 2c_i \cos\phi \cos\frac{\pi}{p} \begin{bmatrix} 1 & 1 & \cdots & 1 \end{bmatrix}^T.$$  \hspace{1cm}

The static theorem requires plastic admissibility ($f \leq 0$) everywhere in the continuum media. It can be shown that if the plastic admissibility is satisfied at the element nodes it will also be satisfied at any point in the domain. This is verified for both linearized (Sloan [9]) and original yield surface (Sodré [15]).
2.3 Optimization procedure

For lower bound computations the equilibrium equations \[ [\ell] \{\bar{\sigma}\} = \{f\} \] and the yield criterion inequalities \[ f(\bar{\sigma}) \leq 0 \], expressed in terms of nodal stresses \( \{\bar{\sigma}\} \), are dealt with as constraints of an optimization problem whose objective function is defined by the loading. The load multiplier \( \lambda \), associated to unknown external loads \( \{f\} \), is maximized toward a limit value \( \lambda^* \) that the body can sustain without collapsing. Thus, the discretized lower bound limit analysis may then be concisely formulated as

\[
\lambda^* = \max \lambda \mid [\ell] \{\bar{\sigma}\} = \lambda \{f\}, \ f(\bar{\sigma}) \leq 0.
\] (22)

The discrete lower bound limit analysis may be stated for the finite element GET as a nonlinear programming problem by

Maximize \( \lambda \)

Subjected to \( [\ell'] \{\sigma'\} = \{f'_1\} + \lambda \{f'_2\} \)

\( f \{\sigma\} \leq 0 \)

and as a linear programming problem by

Maximize \( \lambda \)

Subjected to \( [\ell'] \{\sigma'\} = \{f'_1\} + \lambda \{f'_2\} \)

\( [a] \{\sigma\} \leq \{b\} \)

(23)

(24)

where \( \{f'_1\} \) and \( \lambda \{f'_2\} \) are the fixed and variable external nodal loads, respectively.

The linear approach has the advantage of presenting a consistent mathematical structure with stable and global solution. For this reason, the LP-based limit analysis was the preferred choice for assessing the GET performance.

3 THICK CYLINDER EXPANSION

Predictions of lower bound limit load are carried out for cylinder expansion under internal pressure. This test case was performed using the LP-based interior-point optimizer of the code XpressMP from DASH Optimization and the NLP solver based on the modified method of feasible directions of the code DOT from Vanderplaats R&D, Inc.

The analytical solution for the collapse load of a purely cohesive thick cylinder subjected to uniform internal pressure is given according to Kachanov [18] by

\[
P = 2c \ln \frac{r_o}{r_i} \tag{25}
\]

and of a cohesive-frictional thick cylinder according to Nadai [19] by

\[
P = c \cot \phi \left[ \left( \frac{r_o}{r_i} \right)^{(\xi-1)/\xi} - 1 \right]. \tag{26}
\]
The parameter $P$ is the collapse pressure, $r_i$ and $r_o$ are the inner and outer radii of the cylinder, $c$ is the cohesion, $\phi$ is the angle of internal friction and $\xi = \tan^2(\pi/4 + \phi/2)$ is a material constant (Figure 1).

![Figure 1: Cylinder under uniform internal pressure $P$.](image)

The limit loads are estimated for a cylinder with $r_o/r_i = 1.5$, purely cohesive ($\phi = 0^\circ$) and cohesive with friction ($\phi = 30^\circ$). The axi-symmetry of the cylinder allows that only an angular sector is discretized. The adopted discrete arrangements are shown in Figure 2.

![Figure 2: Cylinder discretization ($n = 3$): (a) $C_1M_3$; (b) $C_2M_3$.](image)

In the configuration $C_1$ only one angular sector $\theta$ is considered and in $C_2$ the angular sector is divided into two other sectors, each with an angle $\theta$, therefore symmetrical with respect to an intermediary radial axis. For each configuration $C_1$ or $C_2$, a mesh is identified by the number $n$ of elements in the radial direction. Thus, the discretization $C_1M_3$, for
example, corresponds to the configuration $C_1$ with $n = 3$, that is, mesh $M_3$. The elements are defined by a logarithmic spiral progression to avoid element distortion,

$$\theta = \frac{1}{n} \ln \left( \frac{r_0}{r_i} \right),$$

and all elements are similar triangles. The boundary conditions are set by nullifying the nodal virtual displacements in the circumferential direction at all nodes.

The results from the mesh refinement and the number of sides $p$ of the piecewise linearization of the yield surface, considering angles of friction $\phi = 0^\circ$ and $\phi = 30^\circ$, are shown in Figures 3 e 4. The exact solution is soon reached regardless of the angle of friction values.

![Figure 3: Results for configuration $C_1$.](image)

Since there is no stress gradient in the circumferential direction, it does not make sense, in principle, to discretize the domain in that direction. Thus, it is assumed that an effective discretization can be achieved by refining the mesh only in the radial direction.

Lyamin and Sloan [11] analyzed the cylinder with arrangement similar to the $C_1M_5$ with $\phi = 30^\circ$ whose exact solution is $P/c = 0.53758$. One-quarter of the cylinder was discretized into 300 elements utilizing double symmetry rather than the major advantage given by the axi-symmetry. The limit value $P/c = 0.5269$ was obtained for $p = 36$. Under
the same conditions, by adopting an angular sector of 4.65° and the mesh C₁M₅ with 20 elements, the \( \text{GET} \) yields the limit value \( P/c = 0.5369 \).

![Graph of results for configuration C₂.](image)

**Figure 4:** Results for configuration C₂.

The variation of the relative error,

\[
\varepsilon_r = \frac{P_{\text{obtained}} - P_{\text{exact}}}{P_{\text{exact}}} \times 100\%,
\]

with \( p \) values are performed for the mesh M₁₅ (Figura 5). At least 48 sides are necessary to model the original yield function accurately. For \( p \geq 96 \) the error is of the order of hundredths or even thousandths.

The angle \( \theta \) in (27) is associated to a mesh with elements almost without distortion. Distorted elements are generated by keeping the radial dimension and decreasing the angular sector. The mesh quality is evaluated, according to Bhatia and Lawrence [20], by

\[
q_f = \frac{4\sqrt{3}A}{\sum_{i=1}^{3} l_i^2} \quad 0 \leq q_f \leq 1
\]

where \( A \) and \( l_i \) are the area and sides of the element, respectively. The expression of \( q_f \) is obtained dividing \( A \) by the area of an equilateral triangle with side \( \left[ \left( l_1^2 + l_2^2 + l_3^2 \right) / 3 \right]^{1/2} \).
An element without distortion has $q_f = 1$. The GET is more sensitive to distortion when the material is purely cohesive, as shown in Table 1.

![Figure 5: Variation of the relative error with p for the mesh M15.](image)

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$P/c$ exact</th>
<th>$\theta=2.32^\circ$</th>
<th>$\theta/2$</th>
<th>$\theta/4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td>0.81093</td>
<td>1.0003</td>
<td>1.0102</td>
<td>1.0446</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.1)$^*$</td>
<td>(0.1)</td>
<td>(0.1)</td>
</tr>
<tr>
<td>$30^\circ$</td>
<td>0.53758</td>
<td>0.9988</td>
<td>1.0005</td>
<td>1.0020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.1)</td>
<td>(0.1)</td>
<td>(0.1)</td>
</tr>
</tbody>
</table>

**Table 1:** Limit value of $P/c$ normalized in relation to the exact value considering $r_c/r_i = 1.5$, mesh $C_2M_{10}$ and $p=48$.

<table>
<thead>
<tr>
<th>Mesh Quality</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_f$</td>
<td>0.875</td>
<td>0.415</td>
</tr>
</tbody>
</table>

**Table 2** shows the performances of the mathematical programming techniques adopted are compared in Table 2.
Table 2: Limit value of $P/c$ normalized in relation to the exact value considering $r_c/r_i = 1.5$, mesh C1M10 and $p=100$.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$P/c$ exact</th>
<th>XpressMP</th>
<th>CPU time (sec)</th>
<th>DOT</th>
<th>CPU time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>0.81093</td>
<td>0.9998</td>
<td>0.2</td>
<td>0.9989</td>
<td>0.53</td>
</tr>
<tr>
<td>15°</td>
<td>0.67713</td>
<td>0.9998</td>
<td>0.2</td>
<td>0.9992</td>
<td>0.48</td>
</tr>
<tr>
<td>30°</td>
<td>0.53758</td>
<td>0.9998</td>
<td>0.3</td>
<td>0.9995</td>
<td>0.56</td>
</tr>
</tbody>
</table>

4 CONCLUDING REMARKS

The GET does not lead to strict lower bound solution, but this seems irrelevant in view of its accuracy and little storage requirement. It presents low computational cost and insensitivity to strength parameters, but it shows some susceptibility to element distortion which, although insignificant, should be kept under control anyway. The increase of the domain and the discretization in the circumferential direction, increases the cost and decreases the accuracy of the solution.
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Abstract. We present a numerical method for the computation of shakedown loads of structures under thermo-mechanical loading accounting for limited kinematical hardening. The method is based on the lower bound approach by Melan extended to the hardening using a two-surface model. Both the yield and the bounding surface are defined by the von Mises condition. Melan’s shakedown theorem leads to a nonlinear convex optimization problem. This is solved by the interior-point algorithm IPSA recently developed by the authors. In this paper, theoretical and numerical aspects will be presented as well as numerical examples from mechanical engineering.

1 INTRODUCTION

We consider engineering structures subjected to varying thermo-mechanical loading beyond the elastic limit. For these, we determine the shakedown factor \( \alpha_{SD} \), which is the maximum loading factor \( \alpha \) such that the structure does neither fail due to spontaneous or incremental collapse nor due to alternating plasticity. In this paper, this is done by means of direct methods, comprising limit and shakedown analysis. In particular, we follow the statical approach of MELAN [7], who formulated a shakedown theorem for elastic-perfectly plastic and unlimited kinematical hardening continua.

Consideration of kinematical hardening is crucial for most engineering problems and thus has been addressed by several authors in the field of shakedown analysis. Notably, accounting for only unlimited kinematical hardening does not cover incremental collapse but solely alternating plasticity, see e.g. [6, 12, 18]. Thus, it is important to take into account limited kinematical hardening for obtaining realistic results. The first explicit formulation for this was given by WEICHERT and GROSS-WEEGE [3, 17], who developed
Using the statical shakedown theorem leads to nonlinear convex optimization problems, which are typically characterized by large numbers of unknowns and constraints. In this work, these will be solved by the interior-point algorithm IPSA recently developed by the authors [13–15], which is extended for limited kinematical hardening.

2 STATICAL APPROACH OF SHAKEOWN ANALYSIS

The current formulation is based on the statical shakedown theorem by Melan [7]. This states that a structure will shake down, if there exists a time-independent residual stress field \( \bar{\rho}(x) \), such that the yield condition \( f[\sigma(x, t)] \leq 0 \) is satisfied for any loading path in the considered loading domain at any time \( t \) and in any point \( x \) of the structure. For the mathematical formulation, the total stress \( \sigma(x, t) \) is decomposed into an elastic stress \( \sigma^E(x, t) \) and a residual stress \( \rho(x, t) \) induced by the evolution of plastic strains.

\[
\sigma(x, t) = \sigma^E(x, t) + \rho(x, t) \tag{1}\]

Here, \( \sigma^E(x, t) \) denotes the stress state, which would occur in a fictitious purely elastic reference body under the same conditions as the original one. Clearly, the residual stresses satisfy the equilibrium condition, which can be transferred to a system of linear equations using the principle of virtual work, as shown e.g. in [2].

\[
\sum_{r=1}^{NG} C_r \cdot \bar{\rho}_r = 0 \tag{2}\]

Hereby, the system has been discretized using the finite element method (FEM) and thus the stresses are approximately evaluated in the GAUSS points \( r \in [1, NG] \). The equilibrium matrixes \( C_r \) depend on the geometry and the elementation. The kinematical boundary conditions are taken into account considering the virtual displacements to be kinematical admissible.

Let the considered body be subjected to \( NL \) varying loads. Then, the according loading domain is polyhedral with \( NC = 2^{NL} \) corners. As shown in [6], it is sufficient to only consider these corners to ensure shakedown for all possible loading paths inside of the loading domain. Then, introducing the loading factor \( \alpha > 0 \), Melan’s statical shakedown theorem can be formulated as an optimization problem:

\[
(P_{Melan}) \quad \alpha_{SD} = \max_{\alpha} \alpha \\
\sum_{r=1}^{NG} C_r \cdot \bar{\rho}_r = 0 \quad (3a) \\
f (\alpha \sigma^E_{rj} + \bar{\rho}_r, \sigma_{yr}) \leq 0, \quad \forall j \in [1, NC], \quad \forall r \in [1, NG] \quad (3b)
\]
3 CONSIDERATION OF LIMITED KINEMATICAL HARDENING

In order to take into account the limited kinematical hardening we use the two-surface model proposed by WEICHERT and GROSS-WEEGE [17]. The kinematical hardening is considered as a rigid body motion of the yield surface in stress space, which is described by the six-dimensional vector of back-stresses $\pi$ representing the translation of the yield surface’s center, Fig. 1. Through the introduction of a second surfaces corresponding to the ultimate stress $\sigma_H$, the motion of the yield surface is bounded.

![Figure 1: Kinematic hardening considered as translation of the yield surface in stress space](image)

Thereby, the total stresses are divided into the back stresses $\pi$ and the reduced stresses $\upsilon$, which are responsible for the occurrence of plastic strains.

$$\sigma(x, t) = \pi(x, t) + \upsilon(x, t)$$  \hspace{1cm} (4)

As before, the total stresses are decomposed, $\sigma^j_r = \alpha \sigma^{E,j}_r + \bar{\rho}_r$. In an analogous manner, the reduced stresses $\upsilon^j_r$ can be formulated, keeping in mind that the back stresses are time-independent and thus not dependent on the considered corner $j$ of the loading domain, because the bounding surface is fixed in stress space.

$$\upsilon^j_r = \sigma^j_r - \bar{\pi}_r = \alpha \sigma^{E,j}_r + \bar{\rho}_r - \bar{\pi}_r$$  \hspace{1cm} (5)

Thereby, Melan’s theorem accounting for limited kinematical hardening reads as follows.

$$(\mathcal{P}_{Melan}^H) \quad \alpha_{SD} = \max \alpha$$

$${\sum_{r=1}^{NG} C_r \cdot \bar{\rho}_r = 0}$$  \hspace{1cm} (6a)

$$f_H (\alpha \sigma^{E,j}_r + \bar{\rho}_r, \sigma_{H,r}) \leq 0, \quad \forall j \in [1, NC], \forall r \in [1, NG]$$  \hspace{1cm} (6b)

$$f_Y (\alpha \sigma^{E,j}_r + \bar{\rho}_r - \bar{\pi}_r, \sigma_{Y,r}) \leq 0, \quad \forall j \in [1, NC], \forall r \in [1, NG]$$  \hspace{1cm} (6c)
4 SOLUTION WITH INTERIOR-POINT METHOD

For a clear presentation, the problem is rewritten in the following form. To achieve this, several transformations are necessary, which are not in the scope of this paper but can be followed in [13, 15].

\[
\begin{align*}
(P^H_{IP}) \quad \text{min } f(x) & = -\alpha \\
A_H : x & = 0 \quad (7a) \\
c_H(x) & \geq 0 \quad (7b) \\
c_Y(x) & \geq 0 \quad (7c) \\
x & \in \mathbb{R}^n, \quad (7d)
\end{align*}
\]

The problem \((P^H_{IP})\) consists of \(n\) variables, merged to the solution vector \(x\), \(m_E\) equality constraints, represented by the affine linear system \((7a)\), and \(2 \cdot m_I\) nonlinear concave inequality constraints \((7b)\) and \((7c)\). The equality constraints can be interpreted as equilibrium condition for the residual stresses \((2)\), whereas the inequality constraints represent the yield and the bounding condition \((6b)\) and \((6c)\), respectively. The inequality constraints are converted into equality constraints by introducing slack variables \(w_H \in \mathbb{R}^{m_I}\) and \(w_Y \in \mathbb{R}^{m_I}\). Moreover, we use split variables \(y \in \mathbb{R}^n\) and \(z \in \mathbb{R}^n\) in order to avoid numerical instabilities due to the unboundedness of the solution vector \((7d)\). Then, we use the interior-point method perturbing the objective function by logarithmic barrier terms, which penalize directions leading outside of the feasible region. Thereby, the barrier parameter \(\mu\) is introduced, which is tending to zero during the iteration.

\[
f_\mu(x, y, z, w_H, w_Y) = f(x) - \mu \left[ \sum_{i=1}^{n} \log(y_i) + \sum_{i=1}^{n} \log(z_i) + \sum_{j=1}^{m_I} \log(w_{H,j}) + \sum_{j=1}^{m_I} \log(w_{Y,j}) \right] \quad (8)
\]

The resulting optimization problem can then be expressed as follows.

\[
(P^H_{\mu}) \quad \text{min } f_\mu(x, y, z, w_H, w_Y) \\
A_H : x & = 0 \quad (9a) \\
c_H(x) - w_H & = 0 \quad (9b) \\
c_Y(x) - w_Y & = 0 \quad (9c) \\
x - y + z & = 0 \quad (9d) \\
w_H & > 0, w_Y & > 0, y & > 0, z & > 0 \quad (9e)
\]

Since the underlying optimization problem \((P^H_{IP})\) is convex and regular, the KARUSH-KUHN-TUCKER condition is both necessary and sufficient, which states that the solution is optimal if the Lagrangian \(L_H\) of the problem possesses a saddle point.

\[
L_H = f_\mu(x, y, z, w_H, w_Y) - \lambda_E \cdot (A_H : x) - \lambda_H \cdot (c_H(x) - w_H) \\
- \lambda_Y \cdot (c_Y(x) - w_Y) - s \cdot (x - y + z), \quad (10)
\]

\[1418\]
where \( \lambda_E \in \mathbb{R}^{m_E} \), \( \lambda_H \in \mathbb{R}^{m_H}_+ \), \( \lambda_Y \in \mathbb{R}^{m_Y}_+ \) and \( s \in \mathbb{R}^n_+ \) are appropriate Lagrange multipliers. Thereby, the saddle point conditions reads as follows:

\[
\begin{align*}
\nabla_x \mathcal{L}_H &= \nabla_x f(x) - A_H^T \cdot \lambda_E - C_{H}(x) \cdot \lambda_H - C_Y(x) \cdot \lambda_Y - s = 0 \\
\nabla_y \mathcal{L}_H &= -\mu Y^{-1} \cdot e + s = 0 \\
\nabla_z \mathcal{L}_H &= -\mu Z^{-1} \cdot e - s = 0 \\
\nabla_{w_H} \mathcal{L}_H &= -\mu W^{-1}_H \cdot e + \lambda_H = 0 \\
\nabla_{w_Y} \mathcal{L}_H &= -\mu W^{-1}_Y \cdot e + \lambda_Y = 0 \\
\n\nabla_{\lambda_E} \mathcal{L}_H &= -(A_H \cdot x) = 0 \\
\n\nabla_{\lambda_H} \mathcal{L}_H &= -(c_H(x) - w_H) = 0 \\
\n\nabla_{\lambda_Y} \mathcal{L}_H &= -(c_Y(x) - w_Y) = 0 \\
\n\n\nabla_s \mathcal{L}_H &= -(x - y + z) = 0
\end{align*}
\]

where:

\[
\begin{align*}
C_H(x) &= c_H(x) \nabla_x \in \mathbb{R}^{m_H \times n} \\
C_Y(x) &= c_Y(x) \nabla_x \in \mathbb{R}^{m_Y \times n}
\end{align*}
\]

For consistency during the iteration, we introduce the new variable \( r = -s \) into (11c). Both of these variables are tending to zero during the iteration. In addition, the equations (11b)–(11e) are multiplied by the matrixes \( Y, Z, W_H \) and \( W_Y \), respectively. Merging all variables of the problem to the vector \( \Pi \), the resulting system of optimality conditions can be expressed by the function \( F^H_{\mu}(\Pi) \):

\[
F^H_{\mu}(\Pi) = -
\begin{pmatrix}
-\nabla_x f(x) + A_H^T \cdot \lambda_E + C_{H}(x) \cdot \lambda_H + C_Y(x) \cdot \lambda_Y + s \\
\mu e - Y \cdot S \cdot e \\
\mu e - Z \cdot R \cdot e \\
\mu e - W_H \cdot A_H \cdot e \\
\mu e - W_Y \cdot A_Y \cdot e \\
A_H \cdot x \\
c_H(x) - w_H \\
c_Y(x) - w_Y \\
x - y + z \\
r + s
\end{pmatrix} = 0
\]  

Equation (12) constitutes a system of nonlinear equations, which will be linearized using the NEWTON method. The variables \( \Pi_{k+1} \) of the subsequent iteration step \( k + 1 \) are computed from the variables \( \Pi_k \) of the previous one \( k \) and the step values \( \Delta \Pi_k \):

\[
\Pi_{k+1} = \Pi_k + \Upsilon_k \Delta \Pi_k ,
\]

where \( \Upsilon_k \) denotes a matrix of damping factors, which is introduced for numerical reasons. The step values \( \Delta \Pi_k \) are determined from the following linearized system of equations.
\[ J(\Pi_k) \cdot \Delta \Pi_k = -\nabla_{\Pi} \mathcal{L}_H(\Pi_k) \]  \hspace{1cm} (14)

where: \[ J(\Pi_k) = \nabla_{\Pi} \mathcal{L}_H(\Pi) \bigg|_{\Pi=\Pi_k} \]

The Jacobian \( J(\Pi) \) of the function \( F^H(\Pi) \) can be expressed as follows:

\[
J(\Pi) = \begin{pmatrix}
\nabla^2 L_H & 0 & 0 & 0 & -A^T_H & -C^T_H(x) & -C^T_Y(x) & -I_n & 0 \\
0 & S & 0 & 0 & 0 & 0 & Y & 0 \\
0 & 0 & R & 0 & 0 & 0 & 0 & 0 & Z \\
0 & 0 & 0 & \Lambda_H & 0 & 0 & W_H & 0 & 0 \\
0 & 0 & 0 & 0 & \Lambda_Y & 0 & 0 & W_Y & 0 & 0 \\
-A & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-C_H(x) & 0 & 0 & I_{m_H} & 0 & 0 & 0 & 0 & 0 \\
-C_Y(x) & 0 & 0 & 0 & I_{m_Y} & 0 & 0 & 0 & 0 \\
-I & I_n & -I_n & 0 & 0 & 0 & 0 & 0 & 0 & -I_n - I_n \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \end{pmatrix} \hspace{1cm} (15)
\]

The system (14) is reduced by successive elimination of those equations, which involve diagonal matrixes. After substituting the variables \( \Delta s, \Delta r, \Delta y, \Delta z, \Delta w_H \) and \( \Delta w_Y \), the following system remains:

\[
\begin{pmatrix}
-\nabla^2 L_H + E_1 & A^T_H & C^T_H(x) & C^T_Y(x) \\
A_H & 0 & 0 & 0 \\
C_H(x) & 0 & E_H & 0 \\
C_Y(x) & 0 & 0 & E_Y \\
\end{pmatrix}
\begin{pmatrix}
\Delta x \\
\Delta \lambda_E \\
\Delta \lambda_H \\
\Delta \lambda_Y \\
\end{pmatrix} = \begin{pmatrix}
d_1 \\
d_2 \\
d_3^H \\
d_3^Y \\
\end{pmatrix} \hspace{1cm} (16)
\]

The right-hand side values are as follows

\[
\begin{align*}
d_1 &= \nabla_x f(x) - A^T_H \cdot \lambda_E - C^T_H(x) \cdot \lambda_H - C^T_Y(x) \cdot \lambda_Y - s + E_1 \cdot b_1 \hspace{1cm} (17a) \\
d_2 &= -A_H \cdot x \hspace{1cm} (17b) \\
d_3^H &= -c_H(x) + \mu \Lambda_H^{-1} \cdot e \hspace{1cm} (17c) \\
d_3^Y &= -c_Y(x) + \mu \Lambda_Y^{-1} \cdot e \hspace{1cm} (17d) \\
\end{align*}
\]

where: \[
\begin{align*}
b_1 &= x + z + \mu \left(R^{-1} - S^{-1}\right) \cdot e + R^{-1} \cdot Z \cdot s \hspace{1cm} (17e) \\
E_1 &= \left(S^{-1} \cdot Y + R^{-1} \cdot Z\right)^{-1} \hspace{1cm} (17f) \\
E_H &= W_H \cdot \Lambda_H^{-1} \hspace{1cm} (17g) \\
E_Y &= W_Y \cdot \Lambda_Y^{-1} \hspace{1cm} (17h) \\
\end{align*}
\]
5 NUMERICAL EXAMPLES

5.1 Open-ended pipe subjected to thermo-mechanical loading

The proposed method is applied to a thin pipe subjected to an internal pressure $p$ and a temperature load $\Delta T = T_1 - T_0$, which vary independently of each other, Fig. 2. The pipe is assumed to be long, open-ended and thin with a ratio of radius to thickness $R/h = 10$. The material parameters are assumed to be temperature-independent. Furthermore, we only consider steady-state processes assuming that the temperature is applied sufficiently slow, and no transient thermal effects are taken into account. In addition, creep due to high temperature is not considered.

$\begin{align*}
\text{Figure 2: System of the open-ended pipe}
\end{align*}$

The pipe is made of steel X6CrNiNb 18-10 and assumed to be homogeneous isotropic. The material parameters are given in Tab. 1.

$\begin{align*}
\text{Table 1: Thermal and mechanical characteristics} \\
\text{Young’s modulus [MPa]} & 2.0 \times 10^5 \\
\text{Yield stress [MPa]} & 205 \\
\text{Poisson’s ratio} & 0.3 \\
\text{Density [kg/m}^3\text{]} & 7.9 \times 10^3 \\
\text{Thermal conductivity [W/(m-K)]} & 15 \\
\text{Specific heat capacity [J/(kg-K)]} & 500 \\
\text{Coefficient of thermal expansion [1/K]} & 1.6 \times 10^{-5}
\end{align*}$

Taking into account the symmetry of the system, the mesh consists of 984 nodes and 600 elements, where five elements over the thickness are used, Fig. 3(a). The FEM-analyses has been carried out with the software package ANSYS using isoparametric solid elements with 8 nodes. In particular, we use the element *solid45* for the structural analysis and
solid70 for the thermal one. The resulting distributions of equivalent elastic stresses are presented in Fig. 3, where the arbitrarily chosen values $p = 10$ MPa and $\Delta T = 100$ K have been used.

![Image](image-url)

**Figure 3:** Model and elastic equivalent stresses of the open-ended pipe

The results of the shakedown analysis are presented in Fig. 4(a). There, the elastic domain (dotted line) and the shakedown curves for perfectly plastic materials as well as for limited kinematic hardening ones with different ratios $\sigma_{H,1} = 1.2 \sigma_Y$, $\sigma_{H,2} = 1.35 \sigma_Y$ and $\sigma_{H,3} = 1.5 \sigma_Y$ are plotted. Both axes are scaled to the value in the perfectly plastic case $p_0$ and $\Delta T_0$, respectively.

In both the perfectly plastic and the hardening case, one can clearly identify the two mechanisms of alternating plasticity and incremental collapse. In case of predominating temperature, all shakedown curves coincide with the one for unlimited hardening, which represents alternating plasticity. Here, no influence of hardening can be observed. On the other hand, failure is due to incremental collapse in the regime of predominating pressure. The limited kinematical hardening influences the shakedown curves such that the according domains increase in direct proportion with the ratio $\sigma_H/\sigma_Y$.

To validate the presented results, we compare them in Fig. 4 to the ones given by Mouhtamid [9], Hachemi [4] and Heitzer et al. [5]. These works are based on the static approach as well, but differ in the chosen solution strategies. Heitzer et al. applied the basis reduction technique, whereas Mouhtamid used the program LANCELOT [1], which is based on the augmented Lagrangian method, and Hachemi used the BFGS algorithm, see [8]. The computed shakedown domains of Hachemi are above our ones, Fig. 4(c). The shakedown loads are overestimated in both cases with and without considering hardening. Nevertheless, the curves are qualitatively similar as well as the inclinations at the intercept points. Also, our results are in agreement with the ones of Heitzer, Fig. 4(d), which are slightly lower in the case of hardening. Furthermore, the comparison with Mouhtamid
Figure 4: Results of shakedown analysis and comparison to reference solutions of the open-ended pipe shows a good agreement, too. However, a discrepancy can be observed in the regime of predominating pressure, which can be explained by different elastic solutions due to different meshes.

5.2 Closed pipe subjected to thermo-mechanical loading

For further validation, the pipe is considered now as closed, Fig. 5(a). We focus on a part of the pipe, which is far away of the closure such that local stress concentrations can be neglected. Then, the difference compared to the above calculation is the additional
axial stress $\sigma_{ax}$, which is induced by the internal pressure acting on the cover plate.

$$\sigma_{ax} = p \frac{(R - h)^2}{(2Rh - h^2)}$$  \hspace{1cm} (18)

Through this additional axial stress the elastic stresses are changed in case of internal pressure, as shown in Fig. 5(b). As above, the value $p = 10$ MPa has been used. The elastic stresses due to the temperature loading remain as in Fig. 3(c).

The results of the shakedown analysis are presented in Fig. 4(a). There, the elastic domain (dotted line) and the shakedown curves for perfectly plastic materials as well as for limited kinematic hardening ones with different ratios $\sigma_{H,1} = 1.2 \sigma_Y$, $\sigma_{H,2} = 1.35 \sigma_Y$ and $\sigma_{H,3} = 1.5 \sigma_Y$ are plotted. Both axes are scaled to the value in the perfectly plastic case $p_0$ and $\Delta T_0$, respectively. Again, the two different mechanisms of alternating plasticity and incremental collapse can be clearly identified.

Finally, we compare the presented results with the ones obtained by GROSS-WEEGE [2] using the basis reduction technique, which is based on the statical shakedown approach, too. The results are in agreement, even though in the range of incremental collapse one can observe a slight difference, Fig. 6(b).

6 CONCLUSIONS

We have presented a numerical method for shakedown analysis of engineering structures with limited kinematic hardening. The method has been implemented into the interior-point algorithm IPSA and applied to numerical examples. The validation with reference solutions is satisfying.
Figure 6: Results of shakedown analysis and comparison to reference solution of the closed pipe
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Abstract. This paper presents a new formulation of the Boundary Element Method to visco-plastic problems in a two-dimensional analysis. Visco-plastic stresses and strains are obtained until the visco-plastic strain rate reaches the steady state condition. A perfect visco-plastic analysis is also carried out in linear strain hardening (\(H'=0\)) materials. Part of the domain, the part that is susceptible to yield is discretized into quadratic, quadrilateral continuous cells. The loads are used to demonstrate time effects in the analysis carried out. Numerical results are compared with solution obtained from the Finite Element Method (FEM).

1 INTRODUCTION

In the case of inelastic fracture mechanic problems and in problems with high temperature gradients where inelastic strain rates are proportional to high power of stress, regions with strain rate concentration provide nearly all the inelastic contribution to the stress rates [1]. The main reason for the success of the BEM (boundary element method) in fracture mechanics applications is the ability to model high stress concentration fields accurately and efficiently. A comprehensive review of the historic development of the BEM for fracture mechanics can be found in the work of Aliabadi [2]. One of the early efforts in solving non-elastic fracture mechanics problems by using BEM was made by Morjaria and Mukherjee [3] and Banthia and Mukherjee [4] where they used a crack Green's function to model the crack and obtain solution for the time-dependent stress field which was developed near the crack tip in finite plates. An alternative methodology based on the use of the Kelvin fundamental solutions was presented in [5], [6] and [7]. Recently, the DBEM (dual boundary element method) has been developed as a very effective numerical tool to model general fracture problems with numerous applications to linear elastic and non-elastic fracture problems [8].

BEM has been applied to elasto-plastic problems since the early seventies with the work of Swedlow and Cruse [9] and Richardella [10] who implemented the von Mises criterion for 2D
problems using piecewise constant interpolation for the plastic strains. Later, Telles and Brebbia [11] and others had, by the beginning of the eighties, developed and implemented BEM formulations for 2D and 3D inelastic, viscoplastic and elastoplastic problems (see [12] for further details).

In recent years, Aliabadi and co-workers [13] have introduced a new generation of boundary element method for solution of fracture mechanics problems. The method which was originally proposed for linear elastic problems [14],[15] and [16] has since been extended to many other fields including problems involving nonlinear material and geometric behaviour [17].

In the present paper applications of the DBEM to visco-plasticity are presented. The specimens analyzed are a square plate and a plate with a hole, both of them with different crack length. The boundary was discretized with quadratic continuous and semi-discontinuous elements, but the domain with nine nodes internal cells. In visco-plasticity only the part susceptible to yielding was discretized. The von Mises yield criterion was applied so the material used for these sort of analysis were metals.

2 BASIC CONCEPTS OF VISCO-PLASTICITY

In order to explain the theory of visco-plasticity it is convenient to analyze the one-dimensional rheological model see [22] for more details. A uniaxial yield stress \( \sigma_y \) governs the onset of the visco-plastic deformation. Once visco-plasticity begins the stress level for continuing visco-plastic flow depends on the strain hardening characteristics of the material \( (H' \neq 0) \).

After applying Hook’s law and boundary conditions, see Pineda [22] for further details, it is possible to obtain:

\[
\dot{\varepsilon}_{vp} = \gamma [\sigma - (\sigma_y + H'\varepsilon_{vp})]
\]

(11)

Expression (11) is the visco-plastic strain rate in terms of the stresses for the uniaxial case in which \( (\cdot) \) denotes the derivative with respect to the time, \( t \).

From the visco-plastic model see [22] the strain response with time can be represented by two cases. The first case is the perfectly visco-plastic material in which \( H' = 0 \). In this case the visco-plastic deformation continues at a constant strain rate.

The second case is the linear hardening case \( (H' \neq 0) \), where after the initial elastic response, the visco-plastic strain rate is exponential and reaches the steady state condition when this value becomes zero. On the other hand, for a perfectly visco-plastic material there is always an imbalance of stress \( \sigma_a - \sigma_y \) in the system which does not reduce and consequently the steady state condition can not be achieved.
3 BOUNDARY INTEGRAL EQUATIONS

The boundary conditions in terms of rates are; for displacements \( \dot{u}_i = \ddot{u}_i \) and for tractions \( \dot{t}_i = \ddot{t}_i \) and the equation representing the traction boundary conditions is,

\[
t_i + 2\mu \left( \dot{e}_{ij} + \frac{\nu}{1-2\nu} \dot{e} \right) n_j = 2\mu \nu \ddot{u}_{i,j} n_i + \mu \left( \ddot{u}_{i,j} + \ddot{u}_{j,i} \right) n_j
\]  

(2)

Equation (2) is for three dimensional problems. In order to work with two dimensional problems for the plane stress state it is necessary to remove the strain in z direction, so \( \varepsilon_{33} = 0 \).

The solution of the equation (1) leads to the following boundary Integral representation of the boundary displacements when the initial strain approach for the solution of visco-plastic problems is used

\[
c_{ij} \ddot{u}_i + \oint_{\Gamma} \dot{t}'_{ij} \ddot{u}_j d\Gamma = \oint_{\Gamma} \ddot{u}'_{ij} t_j d\Gamma + \oint_{\Omega} \sigma'_{ijk} \varepsilon_{ij} \varepsilon_{jk} d\Omega
\]  

(3)

In a similar way the boundary integral equation of the internal stresses is expressed by

\[
\sigma_{ij} = \oint_{\Gamma} D_{ijk} \dot{t}_j d\Gamma - \oint_{\Gamma} S_{ijk} \dot{u}_j d\Gamma + \oint_{\Omega} \Sigma_{ijk} \varepsilon_{ij} \varepsilon_{jk} d\Omega + f_{ij} \varepsilon_{ij} \varepsilon_{jk}
\]  

(4)

Where \( \oint \) is a Cauchy integral, \( D_{ijk} \) and \( S_{ijk} \) are terms containing the derivative of the displacements and tractions, \( f_{ij} \) is the free term and \( \Sigma_{ij} \) is the fundamental solution for the domain.

3.1 Boundary Integral Formulation for Visco-plasticity

In the visco-plastic analysis like plasticity, the initial strain approach will be applied and the integral equation to calculate the displacement on the boundary is basically the same, the only difference is that the plastic strain is replaced with the visco-plastic strain rate. So the displacement equation can be rewritten as:

\[
c_{ij}(x') \ddot{u}_j(x') + \oint_{\Gamma} t'_{ij}(x', x) \ddot{u}_i(x') d\Gamma = \oint_{\Gamma} u'_j(x', x) t_j(x') d\Gamma + \oint_{\Omega} \sigma'_{ij}(x', z) \varepsilon_{ij} \varepsilon_{jk}(z) d\Omega
\]  

(5)

Where \( \dot{u}_i, \ddot{u}_i \) and \( \varepsilon_{ij}^{\text{vp}} \) are the displacement, traction and visco-plastic strain rates respectively. \( t'_{ij}, u'_j \) and \( \sigma'_{ij} \) are the displacement, traction and third order fundamental
solutions, respectively, which are functions of the positions of the collocation point \( x' \) and the field point \( x \) which belong to the boundary, or the internal point \( z \) and the material properties.

4 Examples

An aluminum plate with a notch and geometry as illustrated in figure 1 is considered in this case. The plate is constrained in X and Y direction on the edge of the notch and it is assumed to have the following material properties: Young’s modulus, \( E = 70000 \) MPa; Poisson’s ratio, \( \nu = 0.2 \); Applied stress \( \sigma_d = 140 \) Mpa., \( \sigma_y = 243 \) Mpa. with \( \gamma = 0.01 \) and \( \Delta t = 0.01 \)
EXAMPLES

An aluminum plate with a notch and geometry as illustrated in figure 1 is considered in this case. The plate is constrained in X and Y direction on the edge of the notch and it is assumed to have the following material properties:

- Young's modulus, $E = 70000 \text{ MPa}$
- Poisson's ratio, $\nu = 0.2$
- Applied stress $\sigma_y = 140 \text{ MPa}$
- $\gamma = 0.01$
- $t = 0.01 \text{ mm}$

Figure 2. Stresses in Y direction for a notched plate.

Figure 3. Displacements in Y direction for a notched plate.

Plate with a hole

A perforated tension specimen with geometry and boundary conditions as illustrated in figure 4, was analyzed in this example.

PLACA DE ALUMINIO DE 10 mm. DE ANCHO POR 36 mm. DE ALTO CON UNA PERFORACION SEMICIRCULAR EN UNO DE SUS LADOS. DEL LADO DERECHO DE LA PERFORACION LA PLACA SE ENCUENTRA RESTRINGIDA AL DEZPLAZAMIENTO TANTO EN LA DIRECCION x COMO EN y. LA PLACA ES
SOMETIDA A UN ESTADO DE ESFUERZO DE TENSION DE 140 N/mm.² Y TIENE LAS SIGUIENTES CONSTANTES. $E=70\ 000\ N/mm.²$, $\nu=0.2$, $\sigma_a\ 140\ N/mm.²$, $\sigma_y=243\ N/mm.²$, $\gamma=0.01$, $\Delta t=0.01$

Figure 4  Geometry for a plate with a hole

Figure 5 Stresses in the center of the plate in Y direction from the center of the hole.
PLACA DE ALUMINIO CON 10 mm. DE ANCHO Y UNA ALTURA DE 36 MILIMETROS LIMITADA EN SUS LADOS POR DOS SEMICIRCULOS Y SE SOMETE A UN ESTADO DE ESFUERZOS DE TENSION DE 140 N/mm.² Y CUENTA CON LAS SIGUIENTES CONSTANTES.
E=70 000 N/mm.², ν=0.2, σ_u=140 N/mm.², σ_y=243 N/mm.², γ=0.01, Δt =0.01

Figure 6 Geometry of a narrow plate with stresses in Y direction.
5 CONCLUSIONS

In this paper the BEM was applied to the analysis of non-elastic problems. It has been demonstrated here that this method is an accurate and efficient method for analyzing and modeling visco-plastic problems. The analysis is general and can be applied to mixed mode cracks in non-linear fracture mechanics problems. The displacement and traction boundary integral equation used are independent. In the case of the traction equation continuity of strains is required at the collocation node to guarantee the existence of the finite part integrals.
Since this discontinuous boundary elements have to be used on the crack faces. The viscoplastic behaviour is represented by a plastic strain field over a region, susceptible to yield, discretized with quadrilateral quadratic continuous and discontinuous internal cells.
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Abstract. In this paper the Lagrangian dynamics in conjunction with the assumed modes method is utilized in order to obtain the non-linear equations of motion for a flexible structure with all non-linearities taken into account, without the usage of any simplifying linearization procedure, as found in most of the works presented in the literature. The non-linear model is composed of six coupled and strongly non-linear ordinary differential equations.

1 INTRODUCTION

The use of the lightweight structural elements in space applications, underwater interventions as well as in robotic manipulators under the requirement for precise positioning, easier transportation, less power consumption, has increased the interest in having a precise model that closely represents such mechanical systems for all their conditions. The position and velocity vector obtained, after imposing the inextensibility conditions, are used in kinetic energy expression while the curvature is used in the potential energy. The Lagrangian dynamics in conjunction with the assumed modes method is utilized in order to obtain the non-linear equations of motion that are treated with all non-linearities taken into account, without the usage of any simplifying linearization procedure, as found in most of the works found in the literature. The resulting non-linear model is composed of six coupled and strongly non-linear ordinary differential equations is discussed, simulated and some results of this simulation are presented. The effects of the flexibility are explored by comparing the resulting simulation results. Besides, the way in which the motion equations are treated in this paper allows the monitoring of each contributing factor for the system elasticity. The main goal of this work is to treat the motion equations according to a general approach, without simplifying linearizations, and to assess the system behavior through controlled simulations.
2 PROBLEM DESCRIPTION

In this work the dynamic modeling is performed for a system that contains two flexible links and two rotational joints. For the sake of comparison a rigid structure with two links and two rotational joints is also analyzed. In this case two degrees of freedom are defined.

A convenient parametrization of the terms of the motion equations, which makes it easier to compare the simulation results for the rigid and for the flexible system is also developed.

The studied flexible system is assumed to have a planar movement. Even with this assumption, the complexity of the resulting dynamic equations for this system is large when compared to the equations for rigid manipulators.

The Lagrange equations and the assumed mode method are applicable in this model. The model is established basically by the superposition of the flexible movement with the movement of an hypothetical rigid body. A convenient mathematical set of equations is developed for this purpose. The elastic movement of the links is truncated in the second mode, that is, it is considered that the amplitudes of all higher order vibration modes are much smaller than the amplitude of vibration of the first mode. In such a case, a non-linear model with six degrees of freedom is obtained.

We outline the fact that the motion equations are treated with all non-linearities taken into account, without the usage of any simplifying linearization procedure, as found in most of the works present in the literature. This linearization procedure may not to consider small contributions of physical effects that are summed or superimposed and that may significantly influence the system behavior.

For this reason, one of the tasks of this work is to treat the motion equations according to a general approach, without simplifying linearizations, and to assess the system behavior through controlled simulations.

3 THE MODEL

The physical model for the flexible system is established in accordance to the schematic drawing shown in the Figure 1.

![Figure 1: Physical model](image-url)
The following assumptions are made: the system has planar movement and the relative movement between the two links is resulting from the torques applied in each joint of the system.

At the terminal of the link 1, a concentrated mass represents both the servo-motor and the joint masses. At the terminal of the link 2, a discrete mass is used to represent the load to be handled between two points of the plane.

In order to describe the movement, three reference systems are defined:

- [O,X,Y] - inertial referential system with origin in joint 1;
- [O,O1,x1,y1] - referential system with origin in O and the x1 axis tangent to link 1 at point O1;
- [O2,x2,y2] - referential system with origin in joint 2 and with the x2 axis tangent to link 2 at point O2. Two angles are defined:

\[ \theta_1 (t) \] is the angle between the x1 and x axis;

\[ \theta_2 (t) \] is the angle between the x1 and x2 axis.

It is also defined a new system that is formed by the two segments O01 and O1O3, with angle \( \theta_2 \) in O1. The global (total) movement may be understood as being the movement of an hypothetical rigid system OO1O3 and a flexible movement of the links 1 and 2 with respect to this mobile system.

### 3.1 Kinematics Description

The position of any point in the system may be described by a convenient description of a set of coordinates. Any point \( P_i \) may be specified if a new variable \( u_i (x_i, t) \) is defined as being the coordinate of the flexible movement with respect to the reference system \([ O, x_1, y_1 ]\).

The position vector for point \( P_i \) will be:

\[
\vec{R}_{di} = \begin{bmatrix} x_i \\ y_i \end{bmatrix} = x_i \bar{u}_{xi} + y_i \bar{u}_{yi}
\]  

(1)

With the aid of this definition, it is possible to express the position vectors - and consequently the velocity vectors - for the links 1 and 2, both for the mass concentrated in joint 2 as well as for the load at the terminal of link 2.

### 3.2 Kinetic Energy

By means of the velocity vectors previously mentioned, the total kinetic energy of the system may be expressed by the following equation:

\[
T = \frac{1}{2} \int_{m_1} \vec{R}_{d1} \cdot \dot{\vec{R}}_{d1} \, dm + \frac{1}{2} \int_{m_2} \vec{R}_{d2} \cdot \dot{\vec{R}}_{d2} \, dm + \frac{1}{2} \int \vec{R}_r \cdot \dot{\vec{R}}_r \, dm + \frac{1}{2} m_p \vec{R}_p \cdot \dot{\vec{R}}_p \, dp + \frac{1}{2} J_p \dot{u}_{2E}^2
\]

(2)

Where:
\[
\frac{1}{2} \int \hat{R}_{d1} \cdot \hat{R}_{d1} \, dm \quad \text{is the kinetic energy of link 1;}
\]
\[
\frac{1}{2} \int \hat{R}_{d2} \cdot \hat{R}_{d2} \, dm \quad \text{is the kinetic energy of link 2;}
\]
\[
\frac{1}{2} m_j \hat{R}_j \cdot \hat{R}_j \quad \text{is the kinetic energy related to the concentrated mass that represents the servo-
motor and the joint. The mass is located at point O_2, in joint 2;}
\]
\[
\frac{1}{2} m_p \hat{R}_p \cdot \hat{R}_p \quad \text{is the kinetic energy related to the mass of the load. This mass is located at the}
\]
\[
\text{terminal of link 2;}
\]
\[
\frac{1}{2} J_p \dot{\theta}_E \quad \text{is the rotational kinetic energy of the load due to its movement around the axis}
\]
\[
\text{that passes through point O_2 and that is perpendicular to the plane shown in Figure 1.}
\]

### 3.3 Potential Energy

In the calculation of the total potential energy of the system it is assumed an energy
associated to the rigid movement (gravitational potential energy), plus the elastic potential
energy of the links.

Ox is taken as reference and the potential energy of the system (assuming \( u_1 \) and \( u_2 \)
sufficiently small) is given by:
\[
V = m_1 g \frac{L_1}{2} s \theta_1 + m_j g L_1 s \theta_1 +
\]
\[
+ m_2 g \left[ L_1 s \theta_1 + \frac{L_2}{2} s(\theta_1 + \theta_2) \right] +
\]
\[
+ m_p g \left[ L_1 s \theta_1 + L_2 s(\theta_1 + \theta_2) \right]
\]
\[
- \frac{1}{2} \int_0^L E I_1 \left( \frac{\partial^2 u_1}{\partial x_1^2} \right)^2 \, dx_1 - \frac{1}{2} \int_0^L E I_2 \left( \frac{\partial^2 u_2}{\partial x_2^2} \right)^2 \, dx_2
\]

where:
\[
g \quad \text{is the gravitational acceleration constant;}
\]
\[
L_1 \quad \text{and } L_2 \quad \text{are the lengths of the links 1 and 2, respectively;}
\]
\[
E I_1 \quad \text{and } E I_2 \quad \text{are the rigidity of the links 1 and 2, respectively, which in this model are assumed}
\]
\[
to be constants, and
\]
\[
s \theta_1 = \sin \theta_1 \quad \text{and } s (\theta_1 + \theta_2) = \sin (\theta_1 + \theta_2).
\]

### 3.4 Motion Equations

In order to write down the motion equations of the system it will be used the assumed
modes method. This method consists in considering a solution for the flexible movements in
the form of a series composed by a linear combination of admissible functions in the spatial
coordinates, multiplied by the time dependent function \( q_i(t) \).

In the case of the flexible displacements of the links 1 and 2, it is possible to assume that
\[
u_1 = \sum_{i=1}^N \phi_{1i} (x_1) q_{1i}(t)
\]
and

\[ u_2 = \sum_{j=1}^{n} \phi_{2j}(x_j) q_{2j}(t) \]  

(5)

where the admissible functions \( \phi_{2j}(x) \) must satisfy the geometrical boundary conditions with respect to the representation of the links in the reference systems \([Ox_1y_1]\) and \([Ox_2y_2]\).

Hence the system becomes represented by \((2n + 2)\) degrees of freedom.

If it is assumed that the amplitudes of the higher order vibration modes are very small when compared to the first vibration mode, the system may be truncated with \(n\) equal to 2, resulting in a problem involving six degrees of freedom.

Besides this, if it is assumed that \( \phi_{2j}(x) \) are eigenfunctions of the problem of a clamped free beam, that is, clamped in one end and free at the other end, the geometrical boundary conditions will be fulfilled and due to the orthogonality of these functions we will have:

\[
\int_{0}^{L} \phi_r(x) \phi_s(x) \, dx = \begin{cases} 
0 & \text{se} \ r \neq s \\
1 & \text{se} \ r = s 
\end{cases}
\]  

(6)

With this equation, one can assess each one of the integrals in the equations for both the kinetic and the potential energy considering \( \theta_1, \theta_2, q_{11}, q_{12}, q_{21}, q_{22} \) the generalized coordinates and \( \Gamma_1, \Gamma_2 \) the non-conservative torques acting at the joint of the system, it is possible to write down the equations of the movement - with convenient parametrization of the terms and without the usage linearization procedure- using the Lagrange equations for non-conservative systems,

\[
\frac{d}{dt} \left[ \frac{\partial T}{\partial \dot{q}_r} \right] - \frac{\partial T}{\partial q_r} + \frac{\partial V}{\partial q_r} = Q_r
\]  

(7)

\( r = 1(1)6 \)

where:

\( Q_r \) are the time dependent generalized non-conservative forces (or torques).

The equations assume the final form,

\[
\begin{align*}
J_1 \ddot{\theta}_1 + F_1 \dot{\theta}_1 + \Gamma_{p_{1\text{perturb}}} &= \tau_1 \\
J_2 \ddot{\theta}_2 + F_2 \dot{\theta}_2 + \Gamma_{p_{2\text{perturb}}} &= \tau_2 \\
J_3 \ddot{q}_{11} + F_3 \dot{q}_{11} + \Gamma_{p_{3\text{perturb}}} &= 0 \\
J_4 \ddot{q}_{12} + F_4 \dot{q}_{12} + \Gamma_{p_{4\text{perturb}}} &= 0 \\
J_5 \ddot{q}_{21} + F_5 \dot{q}_{21} + \Gamma_{p_{5\text{perturb}}} &= 0 \\
J_6 \ddot{q}_{22} + F_6 \dot{q}_{22} + \Gamma_{p_{6\text{perturb}}} &= 0
\end{align*}
\]  

(8-13)
where
\[
J_1 = A_1 + B_1 + C_1 s \theta_2 + D_1 c \theta_2 + E_1
\]
\[
F_1 = H_1 + I_1 s \theta_2 + M_1 c \theta_2
\]
\[
\Gamma_{\text{perturb.1}} = P_1 \ddot{\theta}_2 + R_{111} \dddot{q}_{11} + R_{112} \dddot{q}_{12} + R_{121} \dddot{q}_{21} + R_{122} \dddot{q}_{22} + S_1 \dot{\theta}_2 - T_1 \dddot{\theta}_2^2
\]
\[
+ U_1 c \theta_1 + V_1 c (\theta_1 + \theta_2) - Y_1 + \left[ a_1 \dddot{\theta}_2 - b_1 \dot{\theta}_2 - c_1 \dot{\theta}_2^2 + e_1 \right] s \theta_2
\]  
\[
(14)
\]
\[
J_2 = A_2 + B_2
\]
\[
F_2 = H_2
\]
\[
\Gamma_{\text{perturb.2}} = P_2 \dddot{\theta}_1 + R_{21} \dddot{q}_{21} + R_{222} \dddot{q}_{22} + S_2 \dot{\theta}_1 + V_2 c (\theta_1 + \theta_2) + Y_2
\]
\[
\left[ a_2 \dddot{\theta}_1 + b_2 \dot{\theta}_1 + c_2 \dot{\theta}_1^2 - e_2 \right] s \theta_2 + \left[ p_2 \dddot{\theta}_1 - r_2 \dot{\theta}_1^2 + s_2 \dot{\theta}_1 + v_2 \right] c \theta_2
\]  
\[
(19)
\]
\[
J_3 = A_{311}
\]
\[
F_3 = 0
\]
\[
\Gamma_{\text{perturb.3}} = P_{311} \dddot{\theta}_1 + R_{312} \dddot{q}_{12} - T_{312} \dddot{\theta}_1^2 - 2 Kw_{311}
\]
\[
- \phi_{11E} \left[ a_3 (\dddot{\theta}_1 + \dddot{\theta}_2) + b_3 \dot{\theta}_1 + c_3 \dot{\theta}_2 + e_3 \right] s \theta_2
\]
\[
+ \phi_{11E} \left[ p_3 (\dddot{\theta}_1 + \dddot{\theta}_2) + 2a_3 (\dot{\theta}_1 \dot{\theta}_2 + \frac{1}{2} \dot{\theta}_1^2 + \frac{1}{2} \dot{\theta}_2^2) + v_3 \right] c \theta_2
\]  
\[
(22)
\]
\[
J_4 = A_{412}
\]
\[
F_4 = 0
\]
\[
\Gamma_{\text{perturb.4}} = P_{412} \dddot{\theta}_1 + R_{411} \dddot{q}_{11} - T_{411} \dddot{\theta}_1^2 - 2 Kw_{412}
\]
\[
- \phi_{12E} \left[ a_4 (\dddot{\theta}_1 + \dddot{\theta}_2) + b_4 \dot{\theta}_1 + c_4 \dot{\theta}_2 + e_4 \right] s \theta_2
\]
\[
+ \phi_{12E} \left[ p_4 (\dddot{\theta}_1 + \dddot{\theta}_2) - 2a_4 (\dot{\theta}_1 \dot{\theta}_2 + \frac{1}{2} \dot{\theta}_1^2 + \frac{1}{2} \dot{\theta}_2^2) + v_4 \right] c \theta_2
\]  
\[
(25)
\]
\[ J_5 = A_{521} \]
\[ F_5 = 0 \]
\[
\Gamma_{\text{perturb.5}} = P_{521} (\ddot{\theta}_1 + \ddot{\theta}_2) + R_{522} \dddot{\vartheta}_{22} - Z_{521} - 2 K w_{521} \\
+ \left[ a_{521} \dddot{\vartheta}_1 + b_{521} \dot{\vartheta}_1 - c_{521} \dot{\theta}_2 + d_{521} (\dot{\theta}_1 \dot{\theta}_2 + \dot{\theta}_1^2) \right] s \theta_2 \\
- \left[ p_{521} \dddot{\vartheta}_1 + r_{521} \dot{\vartheta}_1^2 + s_{521} \dot{\theta}_1 \dot{\theta}_2 - v_{521} \right] c \theta_2 
\]
\[ J_6 = A_{622} \]
\[ F_6 = 0 \]
\[
\Gamma_{\text{perturb.6}} = P_{622} (\ddot{\theta}_1 + \ddot{\theta}_2) + R_{621} \dddot{\vartheta}_{21} - Z_{622} - 2 K w_{622} \\
+ \left[ a_{622} \dddot{\vartheta}_1 + b_{622} \dot{\vartheta}_1 - c_{622} \dot{\theta}_2 + d_{622} (\dot{\theta}_1 \dot{\theta}_2 + \dot{\theta}_1^2) \right] s \theta_2 \\
- \left[ p_{622} \dddot{\vartheta}_1 + r_{622} \dot{\vartheta}_1^2 + s_{622} \dot{\theta}_1 \dot{\theta}_2 - v_{622} \right] c \theta_2 
\]

4 SIMULATIONS RESULTS

This flexible system may be mathematically reduced to the rigid one by vanishing the terms related to system flexibility, which characterizes the possibility of finding a frontier between both systems.

With this fact in mind, mathematical simulations are performed according to the following methodology:
* initially the rigid system is simulated in a separate manner;
* following, the flexible system is simulated with all its contributions taken into account;
* after that, the effects are individually and cumulatively subtracted and the system behavior is analyzed;
* the effects are subtracted until the limit condition in which the flexible system is reduced to a rigid one and the system response converges - as expected - for the case of the rigid system modeled separately.

Some results obtained correspond to simulations realized for the angular position \( \theta_1 \) and \( \theta_2 \) in the following cases:
- Flexible system reduced to a rigid one (Fig.2);
- Flexible system, subtracted flexibility in the \( T_{\text{perturb.}} \) Term (Fig.3);
- Flexible system, subtracted flexibility in the \( J \) term (Fig.4);
- Flexible system reduced to a rigid one (Fig.5).
The way in which the motion equations are treated in this paper may allow the monitoring of each contributing factor for the system flexibility. The Table 1 provides a qualitative analysis of the systems.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Rigid</th>
<th>Flexible</th>
</tr>
</thead>
<tbody>
<tr>
<td>J (Term)</td>
<td>Very much relevant</td>
<td>Very much relevant</td>
</tr>
<tr>
<td>F (Term)</td>
<td>Irrelevant</td>
<td>Not much relevant</td>
</tr>
<tr>
<td>Tperturb (Term)</td>
<td>Relevant</td>
<td>Relevant</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

The Lagrangian dynamics in conjunction with the assumed modes method were utilized in order to obtain the non-linear equations of motion that are treated with all non-linearities taken into account, without the usage of any simplifying linearization procedure.
A convenient parametrization of the terms of the motion equations, which makes it easier to compare the simulation results for the rigid and for the flexible system was also developed. The flexible structure may be mathematically reduced to a rigid one by means of vanishing the flexibility related terms. The same procedure may be extended to the simulations, which makes it possible to find a mathematical frontier between both systems. The effects of the flexibility are explored by comparing the resulting simulation results. Besides, the way in which the motion equations are treated in this paper allows the monitoring of each contributing factor for the system elasticity.
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Abstract. A synthesis of a non-linear finite element structural assessment enquiry carried out on a monumental modern heritage building is reported in this paper. The study includes a buckling analysis of the slender steel beams constituting a mushroom-type roof, and an “integral” seismic pushover analysis of the supporting R/C columns. The computational solutions obtained for the steel roof beams are compared to the results derived from a calculation of the critical stress of beam panels, and the global lateral-torsional buckling resistance of members developed according to the Technical Standards adopted for structural verifications. The unconventional “full-cracking” pushover application to the R/C columns offers detailed simulation of the evolution of their non-linear response, which is discussed in the paper, along with the most significant parameter and procedure choices made in the analysis.

1 INTRODUCTION

Non-linear finite element approaches are suggested in the latest generation of international Technical Standards as preferential analysis methods for the static and seismic assessment of existing structures. This prompts an extension of the use of non-linear models and calculus programs, which are typically conceived, developed and implemented in the academic community for research aims, to the professional community of structural engineers. An important role can be played by academicians also at this challenging phase, where a critical review of the theoretical options and of the limits of available models, as well as an expert guidance to their practical application, are urged by professional users.

A study in this field is currently being carried out by the authors within a National Research Project, financed by the Italian Ministry of Education and University and dedicated to the historical and structural analysis of Italian modern heritage architecture built in the
1950s and in the 1960s. Special care is devoted in this paper to a representative masterpiece building, the “Palazzo del Lavoro” in Turin, designed in 1959 by the world-famous Italian engineer Pier Luigi Nervi, and completed in 1961. The main structural elements of the building consist of sixteen monumental reinforced concrete (R/C) columns, 20 m high, and sixteen supported steel mushroom roof panels, each covering an area of $40 \times 40$ m$^2$. The building includes other monumental structural members, and namely the R/C ribbed slabs typical of Nervi’s style, which constitute the two perimeter gallery floors, and the continuous gallery-to-roof glass façades. External views of the building at the time of its opening and in its current conditions; the plans of the roof and upper gallery floors; the elevation design drawing and a view of a mushroom steel roof panel and relevant R/C column, are shown in Figures 1, 2 and 3, respectively.

**Figure 1:** External views of the building at the time of its opening and in its current conditions

**Figure 2:** Plans of the roof and the upper gallery

**Figure 3:** Elevation design drawing and view of a mushroom steel roof panel and the supporting R/C column
Linear elastic finite element analyses of these structural elements taken separately, as well as of the entire building, were initially carried out to evaluate their static and dynamic characteristics, and to check their current nominal safety conditions [1]. Based on the results of this first-level assessment analyses, a second-level step was then undertaken, aimed at carefully evaluating the structural performance of the two most important types of members, i.e., the steel roof beams and the R/C monumental columns. This new section of the numerical study posed two representative problems of non-linear geometrical—steel beams—and material—R/C columns—type, respectively.

A local and global buckling analysis was developed for the roof beams, in order to investigate the instability effects arising from their very slender sections. Similarly to many other finite element commercial codes, the SAP2000NL [2] program used for this analysis produces a not plainly understandable buckling mode calculation, which leaves uncertainties both on the non-linear geometrical formulation of the problem and the final results. These aspects were investigated by comparing the computational solutions with the results derived from the expressions of the critical stress of panels and the global lateral-torsional buckling resistance of beams provided by the reference Technical Standards on steel structures adopted for the structural verifications [3-6].

The R/C columns were evaluated with an “integral” seismic pushover analysis of the numerical model constituted by a full mesh of solid octahedral smeared cracking “concrete” elements with embedded steel reinforcements, generated by the ANSYS non-linear calculus program [7]. No reductions to simplified models were considered in this enquiry, as the “uniform resistance” columns designed by Nervi should ideally reach the first significant cracked configurations, and then the plasticization of vertical reinforcements, simultaneously in several sections along the height. This “full-cracking” application offers a more direct and realistic simulation of the evolution of the non-linear response of columns as compared to models including lumped plastic hinges or fiber-composed plastic zones, but it requires a much greater computational effort, more careful choices of the mechanical and algorithmic parameters, and proper checks on the stability and accuracy of the solution.

A synthesis of the analyses carried out on the roof steel beams and the R/C columns is presented in the following two sections.

2 ANALYSIS OF STEEL ROOF BEAMS

The 20 cantilever steel radial beams forming the corolla of each one of the 16 mushroom panels of the roof have fixed-end bolted connections to a circular drum, constituted by 20 rectangular steel frames, whose height is 2800 mm and whose base is 1900 mm. Each frame is supported by a triangular steel plate—with a 1500 mm-long vertical side and a 1900 mm-long horizontal side—placed over a 200 mm-deep groove on the upper section of the R/C column (Figure 4). The I-section welded beams, which are joined on their free end to a continuous C-shaped steel edge beam outlining the square perimeter of the mushroom panel, are 2800 mm to 700 mm high, and their top and bottom flanges are 690 mm to 200 mm wide. The beams have three different spans, ranging from 15,750 mm (type 1 beams, orthogonal to the C edge profile) to 20,250 mm (type 3 beams, close to the diagonal of the square). The constituting steel is equivalent to the current S235JR type, with yielding and ultimate nominal stress values $f_y=235$ MPa and $f_u=355$ MPa, respectively. The web of the beams is very thin (5
mm—type 1 through 7 mm—type 3); this determines a high slenderness of cross sections, especially in the areas close to the fixed end. The web is subdivided in 13 (type 1 beam) through 17 (type 3) panels by a set of vertical stiffening plates welded to the web and to the top and bottom flanges. The different web thickness and stiffener spacing values determine a very similar resistance of the three types of beams to bending and shear stresses, as well as to local and global buckling, as planned in the original design of the metallic roof (carried out by engineer Gino Covre, who worked with Pier Luigi Nervi for this part of the building structure). In view of this, the finite element and verification analyses are synthesized below for type 1 beams, whose dimensions are reported in Figure 4, as they are also representative of the remaining two beam types.

![Figure 4: Upper section of a R/C column and relevant steel drum, and view of a triangular bearing plate and a type 1 cantilever beam (dimensions in millimeters)](image)

### 2.1 Bending and shear resistance and lateral-torsional buckling verifications

The resistance verification to the in-plane bending moment at the ultimate limit states—carried out by referring to the effective properties of Class 4 cross-sections, to which the considered members belong according to Eurocode 3 Part 1-1 rules [3]—is not met. Indeed, the ratio of the design value of bending moment to the corresponding design resistance is significantly greater than 1 (and it reaches 1.57 for the fixed-end section) along over 3/4 of beam span. The resistance verification to shear stress is met for all sections. The verification at the serviceability limit states concerning vertical deflection, developed according to the current Italian Technical Standards [5] (as Eurocode 3 devolves this specification to the National Annexes), is widely met too.

The verification of the beams to lateral-torsional buckling was carried out by considering the only effect of the major axis bending, since the compression axial force induced by the slope of the center-line of the beams is very low (with a maximum of 22 kN at the fixed-end section). The relevant verification formula is:

\[
\frac{M_{Ed}}{M_{b,Rd}} < 1
\]  

where \(M_{Ed}\), \(M_{b,Rd}\) are the design value of the moment and the design buckling resistance moment, respectively, with \(M_{b,Rd}\) expressed as:
being \( W_y = W_{eff,y} \) for Class 4 sections (\( W_{eff,y} \) is computed by determining the effective section as a function of the reduction factor \( \rho \) for the compressed portion of the web and the compressed flange), \( f_y = 235 \) MPa, as noted above, and \( \gamma_{M1} = 1.05 \); \( \chi_{LT} \) is given by the following relation:

\[
\chi_{LT} = \frac{1}{\Phi_{LT} + \sqrt{\Phi_{LT}^2 - \chi_{LT}^2}}
\]

where \( \Phi_{LT} = 0.5 \left[ 1 + \alpha_{LT} (\bar{x}_{LT} - 0.2) + \chi_{LT}^2 \right] \), \( \alpha_{LT} \) is an imperfection factor, equal to 0.76 for welded I-sections with height-to-base ratio greater than 2, \( \bar{x}_{LT} = \sqrt{\frac{W_y f_y}{M_{cr}}} \), and \( M_{cr} \) is the elastic critical moment for lateral-torsional buckling evaluated according to the expression in Annex F of [3]. By applying the relations above, the ratio of \( M_{Ed} \) (equal to 2414 kNm) to \( M_{b,Rd} \) (1415 kNm) results to be equal to 1.706, and thus the verification inequality (1) is definitely not met. The unsafety factor is obtained by inverting the ratio between the two moments (\( M_{b,Rd}/M_{Ed} = 1/1.706 \)), i.e. 0.586.

### 2.2 Web panel buckling verifications

The web panels are much more sensitive to buckling than the flange plates are, as a consequence of the high slenderness of the web determined by the geometrical characteristics of the beams. The verification analysis is carried out in this case by referring to the criterion proposed in a previous edition of the Italian Standards for steel structures [6], where the effects of normal and shear stresses are jointly considered, assuming an ideal critical stress \( \sigma_{cr, id} \) to be compared to the design ideal stress computed according to the von Mises rule. The expression of \( \sigma_{cr, id} \) is derived from the Massonnet normal critical stress–shear critical stress domain [8] as follows:

\[
\sigma_{cr, id} = \frac{\sqrt{\sigma_1^2 + 3\tau^2}}{1 + \psi \cdot \frac{\sigma_1}{\sigma_{cr}} + \left( \frac{3 - \psi \cdot \sigma_1}{4 \cdot \sigma_{cr}} \right)^2 + \left( \frac{\tau}{\tau_{cr}} \right)^2}
\]

where \( \sigma_1 = 130.9 \) MPa, \( \tau = 20.1 \) MPa are the design normal and shear stress values; \( \sigma_{cr} = k_e \cdot \sigma_{cr,0} \), \( \tau_{cr} = k_t \cdot \sigma_{cr,0} \), being \( k_e \), \( k_t \) the normal and shear stress buckling factors, and \( \sigma_{cr,0} \) the elastic critical plate buckling stress of the equivalent orthotropic plate, expressed as

\[
\sigma_{cr,0} = \frac{\pi^2 E}{12(1-v)} \left( \frac{t}{h} \right)^2
\]

with \( t \) = plate thickness and \( h \) = plate width (or mean width in case of variable section); and \( \psi \) is a coefficient that defines the linear variation of normal stress over the section, which can be set as equal to -1 in this case, by neglecting the very little contribution of the axial force to \( \sigma_1 \), quantified by a normal stress of 1.6 MPa. Panel 4 (Figure...
5) results to be the most critical among the 13 web panels of type 1 beams. Considering its geometrical characteristics (base=b=1050 mm, h=2445 mm, t=5 mm), $k_α=27.6$, $k_ε=33$ and $σ_{cr,0}=0.78$ MPa values come out, from which $σ_{cr}=21.6$ MPa and $τ_{cr}=25.9$ MPa are derived. By applying formula (4), $σ_{cr,id}$ results to be equal to 22.2 MPa.

The finite element model of type 1 beams generated for the buckling analysis is constituted by a mesh of quadrilateral isoparametric shell elements with an average side of 150 mm. This dimension determines a number of constituting elements of each beam panel varying from around 80 to around 120, which is generally deemed appropriate for an accurate simulation of local buckling effects in laterally loaded stiffened or unstiffened plates [10-11]. Fixed end restraints are imposed to the end section of beams connected to the steel drum, whereas only
the lateral displacements are blocked on the tip end section, so as to reproduce exactly the 
restraint offered by the perimeter C-shaped edge beam of each mushroom roof panel.

The buckling analysis is developed in SAP2000NL by a classical eigenvalue formulation:

$$[(K_E) + \lambda[K_G]](v) = 0$$  \hspace{1cm} (8)$$

where $[K_E]$ and $[K_G]$ are the elastic and geometric stiffness matrixes of the structural element 
or system, $\lambda$ is the generic eigenvalue, and $\{v\}$ is the corresponding eigenvector. The solution 
of equation (8) provides the instability factors $\lambda_i$ and the instability modal vectors $\{v_i\}$. The 
minimum among the $\lambda_i$ multipliers computed by the program represents the first (or critical) 
eigenvalue $\lambda_1$. If $\lambda_1$ is greater than 1, no buckling occurs under the imposed loads.

The first mode buckling configuration of type 1 beams resulting from the analysis, 
displayed in Figure 6, highlights that the maximum lateral deformation is achieved in panel 4, 
consistently with the analytical assessment predictions.

![Figure 6: Deformed shape of type 1 beams obtained for the first buckling mode](image)

The $\lambda_1$ factor is equal to 0.259. By multiplying this value by the maximum von Mises ideal 
stress obtained in the central zone of the panel for the first buckling mode deformed 
configuration, equal to 90 MPa, the following finite element critical ideal stress estimate

$$\sigma_{cr, id, FE} = 23.3 \text{ MPa}.$$  

This value is very close to the $\sigma_{cr, id}$ normative estimate of 22.2 MPa given by formula (4), with a percent difference limited within 5%. Similar 
correlations are obtained for the subsequent local buckling modes too (the second mode 
achieves the maximum lateral displacements in panel 5, the third mode in panel 3, etc) as the 
differences between $\sigma_{cr, id}$ and $\sigma_{cr, id, FE}$ never exceed 5%.

The seventh and eighth buckling modes are the first two involving a global (lateral-
torsional) instability deformed shape. The maximum lateral displacements and stresses are 
reached in the eighth mode, visualized in Figure 7 with an amplification factor of 5000. The 
horizontal projection is also plotted in this drawing, showing that the deformed shape 
corresponds, as for the seventh mode, to the first theoretical global buckling mode of the 
beams. The $\lambda_8$ eigenvalue is equal to 0.524, which must be compared to the unsafety factor

$$M_{b,Rd} / M_{Ed} = 0.586$$

resulting from the lateral/torsional buckling verification discussed in section 2.1. The difference between the two values is around 12%, and the numerical result in this 
case is more conservative than the normative factor estimate.

The data obtained from a computational analysis are always a function of the geometrical 
dimensions of the mesh. Mesh-sensitivity was investigated by varying the sides of the shell.
elements by factors 2, 1.5, 0.75 and 0.5 with respect to the reference average dimensions of 150 mm.

As a general result of this enquiry, no appreciable influence on eigenvalues and eigenvectors was observed when passing to the most refined meshes. A trend to a progressive increase of the eigenvalues emerges when increasing the sides (e.g., $\sigma_{cr,id,FE}$ in panel 4 becomes equal to 24.1 and 25.3 MPa for mesh factors 1.5 and 2, respectively), even if the shapes and the hierarchy of buckling modes are kept unchanged. Based on these observations, the average dimensions assumed for this analysis appear to be the maximum compatible with the accuracy of the solution, and thus they can represent a credible balance point between the need to reach accurate results and to constrain the computational effort. Limitedly to this case study, it can be concluded that the buckling analysis performed by SAP2000NL allows acceptably estimating the local and global critical buckling conditions of steel beams.

3 ANALYSIS OF R/C COLUMNS

A view of a monumental column during the construction phases of the building, and the sequence of geometrical sections along its height, are reproduced in Figure 8. As illustrated in these images, the shape of columns constantly varies from the base (cross-type section with 6 m-long and 1 m-wide sides) to the top (circular-type section, 2.5 m wide). The top section, reduced to a diameter of 2 m, is prolonged for further 1.6 m to form the groove where the triangular steel plates supporting the circular drum of the mushroom roof are positioned, as described in section 2.

Figure 8: View of a column during the construction phases, and sequence of its geometrical sections
The drawings of the R/C sections at the base, at an intermediate height and on top, displayed in Figure 9, show an inner hole, where a spiral steel staircase to access the roof, and a conductor pipe are housed.

![Figure 9: R/C sections at the base, an intermediate height and the top](image)

As observed in the introductory section, an “integral” seismic pushover assessment analysis of the columns was carried out in view of their “uniform resistance” design conception. The model was generated with ANSYS [7] and is made of a full mesh of solid octahedral “concrete” elements, with embedded steel reinforcing bars that can be freely oriented with respect to the global coordinate system. A sketch of the geometry of a “concrete” element is shown in Figure 10.

![Figure 10: Geometrical representation of an octahedral “concrete” element with embedded reinforcing bars](image)

The Willam-Warnke triaxial failure domain [12]—a three-dimensional view of which in the space of the principal stresses ($\sigma_{xp}$, $\sigma_{yp}$, $\sigma_{zp}$) normalized to the compressive strength $f_c$, and a projection of which on the $\sigma_{xp}$–$\sigma_{yp}$ plane are displayed in Figure 11—is adopted to model the ultimate compressive, tensile and mixed compressive-tensile triaxial ultimate response of the concrete material. The classical Drucker-Prager yield criterion [13] is assumed by the program for plastic deformations. A bilinear strain-hardening elasto-plastic behaviour is assigned to reinforcing steel.

![Figure 11: Representations of the Willam-Warnke failure domain](image)
The main mechanical parameters of the “concrete” model are as follows: \( \sigma_o \)= shear transfer coefficient for an open crack, \( \sigma_c \)= shear transfer coefficient for a closed crack, \( f_c \)= uniaxial tensile cracking stress, \( f_c \)= uniaxial crushing stress, \( f_{cb} \)= biaxial crushing stress, \( E_c \)= Young modulus, and \( \nu_c \)= Poisson ratio. The parameters of reinforcing steel are: \( f_y \)= yielding stress, \( s_h \)= kinematic strain hardening ratio, \( E_s \)= Young modulus, and \( \nu_s \)= Poisson ratio. The parameters that define the surface of the Drucker-Prager domain are: \( c \)= cohesion, \( \phi \)= friction angle, and \( \psi \)= dilatancy angle. The following values of these quantities were adopted in the analysis: \( \sigma_o \)=0.3, \( \sigma_c \)=0.85, \( f_c \)=1.7 MPa, \( f_{cb} \)=23.8 MPa, \( f_{cd} \)=1.2 \( f_c \), \( E_c \)=35600 MPa, \( \nu_c \)=0.2; \( f_y \)=321.6 MPa, \( s_h \)=0.015, \( E_s \)=206000 MPa, \( \nu_s \)=0.3, according to the characteristics of the materials; and \( c \)=2.12 MPa, \( \phi \)=30º, \( \psi \)=0º (associated flow rule), from literature suggestions concerning the plasticity domain for concrete elements [7], [14-15].

The horizontal load for the development of the pushover process was applied to the top of the column. P-delta effects were taken into account, in view of the expected high maximum displacements. As for all types of incremental analysis, the critical parameter for the convergence and the accuracy of the numerical solution was represented by the number of sub-steps to be developed in the ramped loading process within any single load step, with the latter fixed at 10 mm. A displacement-based criterion for convergence control was adopted, with a tolerance of 5%. The following numbers of sub-steps were finally selected, after several tentative choices: 50 (corresponding to 0.2 mm) for steps 1 through 13, characterized by moderate cracking effects in the concrete elements; 200 (0.05 mm) for steps 14-27—extensive cracking in the tension zones; 300 (0.033 mm) for steps 28-70—softening response phase. These data confirm general suggestions [14] about the preferable values (ranging from 0.1 mm to 0.01 mm) of the displacement increments in full-cracking/crushing problems when the non-linear behaviour of a significant portion of the model is activated. Further increases of the number of sub-steps in the more accentuated non-linear response phases did not show any practical influence on the accuracy of the solution. Indeed, by amplifying the number of sub-steps by a factor up to 10, that is, by assuming up to 2000 sub-steps for steps 14-27, and up to 3000 sub-steps for steps 28-70, differences no greater than 0.1% on base shear were found.

For the assumed set of mechanical parameters, derived from the original design documentation of the building, the pushover analysis was concluded at the end of step 70, corresponding to a top displacement of 700 mm (drift ratio of 3.5%). At the current level of refinement of the model, this was assumed as the numerically determined structural collapse condition. The only two parameters not related to the specific characteristics of the constituting materials—\( \sigma_o \) and \( \sigma_c \)—were varied in their technical ranges of interest (\( \sigma_o \) from 0.2 to 0.4, \( \sigma_c \) from 0.65 to 0.9) to check their influence on response, which resulted to be negligible.

The base shear-top displacement capacity curve obtained from the analysis is plotted in Figure 12. A median vertical section reproducing the cracked configuration of the model at the end of the last step of the pushover analysis, and two views orthogonal to the loading direction showing the distributions of the vertical component of normal stress and the axial stress in reinforcing bars, are displayed in Figure 13. The following observations can be drawn from Figures 12 and 13:

- A remarkably smooth shape of the capacity curve emerges, as a consequence of the high number of sub-steps adopted in the analysis;
Figure 12: Response curve obtained from the pushover analysis

Figure 13: Cracked configuration of the model, vertical normal stress distribution, and stress distribution in reinforcing bars at the end of the last step of the pushover analysis

- The curve is rather linear up to around 1500 kN (with top displacement of 20 mm and drift ratio of 0.1%), that is up to around 60% the maximum base shear, equal to 2390 kN; then, cracking begins to develop significantly in the elements situated on the tension side, and the curve visibly gets non-linear elastic;
- This second response phase goes on up to a force of 2200 kN, with corresponding top displacement of 110 mm (drift ratio of 0.55%), when the first plasticization of reinforcing bars occurs;
- The plasticization then increases, determining nearly a plateau zone extended from around 250 mm to around 450 mm; the maximum shear force is reached for a displacement of 300 mm (drift ratio of 1.5%);
- A softening branch follows, featuring a strength degradation of around 0.2 kN/mm up to the last two steps, where the degradation reaches accentuated values of 0.5 kN/mm (step 69) and 2kN/mm (step 70), while it does not mean a sudden drop of strength in proximity to the numerical solution divergence point;
- Cracking extends rather uniformly over the tension side, whereas crushing is attained only in very few local elements situated around the inner hole (dark-coloured elements in the vertical section in Figure 13). This indicates that concrete is far from ultimate strength conditions on the compression side of the column at the last step of the analysis;
- This is confirmed by the distribution of the vertical components of normal stress, which shows maximum values no greater than 0.5 f_c, in the external fiber of base section;
- Plasticization of reinforcing bars is spread over 2/3 of the height of the column.

These observations highlight that numerical collapse is not determined by the failure of the constituting materials, but by the excessive deformation of the octahedral elements in various portions of the mesh. Deformation is not sensitive to the number of sub-steps, which was increased further to a value of 10000 in the 70th step to check its possible influence, without any practical consequences.

The response curve highlights acceptable behavioural capacities of columns, with no damage for rather high base shear values, and reasonably good ductility resources. A complete interpretation of the results of the pushover enquiry, based on a formal seismic assessment analysis, will be presented in forthcoming communications about this research.
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Abstract. In the present paper an algorithmic implementation of a generalized plasticity model is presented with reference to a material behaviour at finite strains. A return mapping algorithm is implemented for an elastoplastic material behaviour in large deformations. A computationally efficient algorithmic scheme is described and the performance of a generalized plasticity model at finite deformations is illustrated. Numerical results and examples are finally reported.

1 INTRODUCTION

The simulation and numerical treatment of the evolutive problem in elastoplasticity has become nowadays an important topic in the literature. Significant progress has been achieved over the last decades both in the mathematical comprehension of the problem and in the related computational treatment. At present, the algorithmic procedures have acquired significant improvements in the integration of the boundary value problem in elastoplasticity, see among others Simo and Hughes [1] and Zienkiewicz and Taylor [2]. However, in order to describe the observed behaviour of solids which are plastically loaded, unloaded, and then reloaded, it is necessary for the model to exhibit renewed plasticity prior to the state at which unloading initially occurred. With this perspective a generalized plasticity model was originally developed by Lubliner [3] [4]. Subsequently, a new model of generalized plasticity was proposed by Lubliner et al. [5] with the aim of including refinements for improved numerical implementation performances. An analysis of the numerical properties of the generalized plasticity model was illustrated by Auricchio
and Taylor [6] for the case of elastoplasticity at infinitesimal strains. In the mentioned paper a comparative analysis is also reported with respect to other types of plasticity models which are classically adopted in the literature.

In the present paper a generalized plasticity model is described in a finite deformation setting and the characteristics of the generalized plasticity model at finite deformations are illustrated. An algorithmic scheme is presented for the numerical integration of the generalized plasticity model in the context of elastoplasticity at finite strains. A return mapping algorithm is described for an elastoplastic material behaviour in large deformations. The computational performance of the algorithmic scheme and its numerical integration features are reported. Numerical results and examples are finally presented in order to illustrate the effectiveness of the proposed solution scheme for the numerical integration of the generalized plasticity model in the simulation of inelastic processes at finite deformations.

2 CONTINUUM PROBLEM AND CONSTITUTIVE EQUATIONS

A local multiplicative decomposition of the deformation gradient $F$ is considered in the form (Lee [7], Mandel [8])

$$F = F^e F^p$$

(1)

where $F^e$ and $F^p$ respectively represent the elastic and plastic part of the deformation gradient. The elastic right Cauchy-Green tensor $C^e$ and the elastic left Cauchy-Green tensor $b^e$ are defined as

$$C^e = F^{e,T} F^e$$

$$b^e = F^e F^{e,T}$$

(2)

where the superscript $T$ indicates the transpose. We also consider $b^e$ as expressed by (Simo and Hughes [1])

$$b^e = F C^p - 1 F^T,$$

(3)

where the plastic right Cauchy-Green tensor $C^p$ is defined as

$$C^p = F^{p,T} F^p.$$  (4)

The free energy $\psi$ is expressed as an isotropic function

$$\psi = \hat{\psi}(b^e, \xi),$$

(5)

where $\xi$ is a kinematic internal variable, and the Kirchhoff stress $\tau$ is given by

$$\tau = 2 \frac{\partial \psi}{\partial b^e} b^e.$$  (6)

As a result of the restriction to isotropy the principal directions of the Kirchhoff stress and of the elastic left Cauchy-Green tensor coincide and therefore, by indicating with $n_A$ such principal directions, a spectral decomposition is introduced as
\[ \tau = \sum_{A=1}^{3} \tau_A n_A \otimes n_A, \]  
(7)

\[ b^e = \sum_{A=1}^{3} (\lambda_A^e)^2 n_A \otimes n_A. \]

Equation (6) therefore reduces to
\[ \tau_A = 2 \frac{\partial \psi}{\partial \left[ (\lambda_A^e)^2 \right]} (\lambda_A^e)^2. \]
(8)

The Kirchhoff stress is split into its volumetric and deviatoric parts as
\[ \tau = p1 + t \]  
(9)

where \(1\) is the second order identity tensor, \( p^\text{def} = (\tau : 1)/3 \) is the pressure and \( t^\text{def} = \tau - p1 \) is the deviatoric part of \( \tau \), with spectral representation
\[ t = \sum_{A=1}^{3} t_A n_A \otimes n_A. \]
(10)

An isotropic yield function is considered and expressed as
\[ F(J_2) = f(J_2) - \sigma_y \]
(11)

where \( J_2 \) is the second invariant of the deviatoric Kirchhoff stress and \( \sigma_y \) is a material parameter. We also consider the evolutive equation in the form (Simo and Hughes [1], Simo [9])
\[ -\frac{1}{2} \mathcal{L}_v b^e = \dot{\gamma} N b^e, \]
(12)

where
\[ \mathcal{L}_v b^e = F \frac{\partial}{\partial t} \left[ (C^{p-1})^T \right] F^T \]
(13)

is the Lie derivative of \( b^e \), \( \dot{\gamma} \) is the plastic consistency parameter, and \( N = \partial \tau F \) is the normal to the yield surface with spectral representation
\[ N = \sum_{A=1}^{3} N_A n_A \otimes n_A. \]
(14)

In generalized plasticity at finite strains a limit equation is introduced and expressed as (Auricchio and Taylor [6])
\[ h(F)[N : \dot{\tau}] - \dot{\gamma} = 0, \]
(15)

where
\[ h(F) = \frac{F}{\delta(\beta - F) + H\beta}, \]
(16)

with \( \beta \) and \( \delta \) being two positive constants with dimensions of stress and \( H = H_{iso} + H_{kin} \).
3 TIME DISCRETE SOLUTION ALGORITHM

A product formula algorithm is considered via an operator split approach for the local problem of evolution. A relative deformation gradient $f$ is introduced such that

$$F = f F_n.$$  

Consequently, the operator split approach leads to a trial elastic state in which

$$b_{e,TR} = f b_{e} f^T,$$  

and subsequently, via an exponential approximation for the rate equation, a return mapping state in which

$$b^e = \exp \left[-2 \Delta \gamma N \right] b^{e,TR}.$$  

In the above equation we observe that $b^e$ and $N$ have the same spectral decomposition, which implies that also $b^e$ and $b^{e,TR}$ have the same spectral decomposition. Consequently $n_{A}^{TR} = n_{A}$ and equation (19) can be expressed as three scalar equations relative to the space of principal directions

$$\lambda^e_A = \exp \left[-\Delta \gamma N_A \right] \lambda^{e,TR}_A$$  

where $(\lambda^{e,TR}_A)^2$ and $n^{TR}_A$ are the eigenvalues and the eigenvectors of $b^{e,TR}$. By taking the logarithm of both sides of equation (20) we get
and introducing the principal elastic logarithmic strains
\[ \varepsilon^e_A = \log [\lambda^e_A], \quad \varepsilon^{e,TR}_A = \log [\lambda^{e,TR}_A], \]

equation (21) is expressed as
\[ \varepsilon^e_A = \varepsilon^{e,TR}_A - \Delta \gamma N_A, \]

which represents a return mapping algorithm in strain space. For a more detailed description of the algorithmic procedure we refer to De Angelis and Taylor [10].

4 NUMERICAL EXAMPLE

In this example we consider the three-dimensional behaviour of a circular bar subjected to tension. This well-documented problem has been studied by several authors, see e.g. Simo and Hughes [1] and Simo [9]. Due to symmetry only 1/4 of the cylindrical specimen is considered for the discretization with finite elements. Isoparametric 4-node mixed elements are employed in the numerical simulation and implemented in the general purpose finite element program FEAP documented in [11]. An axisymmetric analysis with finite deformations is performed. The mesh consists of 200 elements and 242 nodal points. The
radius of the cylinder is \( R = 6.413 \) mm and the total length of the bar is \( L = 53.334 \) mm. The specimen tapers by a small amount to a central location to ensure that the necking will occur in a specified location. In the example a uniform taper to a central radius of \( R_c = 0.982 R \) is used. A fit of the hardening data reported in [12] leads to the following material hardening properties for a generalized plasticity model: elastic modulus \( E = 206.9 \) GPa, Poisson ratio \( \nu = 0.29 \), initial flow stress \( \sigma_{yo} = 0.45 \) GPa, residual flow stress \( \sigma_{y\infty} = 0.76 \) GPa, \( \beta = 0.31 \) GPa, \( \delta = 0.004 E \), isotropic hardening \( H_{iso} = 0.12924 \) GPa. A total axial elongation of 14 mm is prescribed, corresponding to an elongation of 26.25 per cent. This example is quite sensitive to solve as the response involves an unstable behavior of the necking process. In Fig. 1 the deformed configuration of the bar is illustrated at an elongation of 26.25 per cent. The contour plot of the second invariant of the deviator stress is shown in Fig. 2. The necking displacement at the symmetry section versus the elongation of the bar is plotted in Fig. 3.

5 CONCLUSIONS

In the existing literature the model of generalized plasticity has been adopted for the description of material behaviour experiencing inelastic processes in a small strain formulation. In the present paper the model of generalized plasticity has been considered
and analyzed with reference to inelastic processes at finite deformations. Accordingly, an
effective algorithmic procedure has been proposed for a generalized plasticity model in
finite strains elastoplasticity. A product formula algorithm via an operator split approach
has been illustrated. A return mapping algorithm has been adopted which has led to a
computationally effective solution scheme. The numerical implementation has shown a
robust performance in the integration of the model problem. Numerical applications and
computational results have been reported with reference to the three-dimensional necking
problem of a circular bar subjected to tension.

REFERENCES


36:1–6.

M.N.R., Whitelaw, J.H., (Eds.), *Foundations of Continuum Thermodynamics*, pages

[9] Simo, J.C., A framework for finite strain elastoplasticity based on maximum plastic

[10] De Angelis, F., and Taylor, R.L., Computational procedures for a generalized plas-
ticity model at finite deformations, *in preparation*.

ON THE PERFORMANCES OF DIFFERENT NODAL INTEGRATION TECHNIQUES AND THEIR STABILIZATION

F. GRECO*, L. FILICE*, I. ALFARO† AND E. CUETO†

* Dept. of Mechanical Engineering, University of Calabria, Italy
e-mail: francesco.greco@unical.it
l.filice@unical.it

† Aragon Institute of Engineering Research, Universidad de Zaragoza, Spain
e-mail: iciar@unizar.es
ecueto@unizar.es

Key words: Nodal Integration, stabilization.

Abstract. Finite element method was successfully applied in the simulation of several forming processes; however, it does not represent an absolute reference point. In fact, large deformation corresponds to a heavy mesh distortion. Powerful rezoning-remeshing algorithms strongly reduce the effects of such a limitation but the computational time significantly increases and additional errors occur. Nodal Integration is a recently introduced technique that allows finite element method to provide reliable results also when meshes becomes distorted in traditional FEMs. Furthermore, volumetric locking problems seem to be avoided using this integration technique instead of other methods such as coupled formulations. Nevertheless, spurious low-energy modes appear due to the nodal averaging of strain. For this reason stabilizing methods application seems to be suitable. What is more, different nodal integration techniques have been proposed, although spurious modes are a common problem. In this paper the performances of three different nodal integration techniques and the effects of a recently introduced stabilization methodology are studied simulating a classical forming process.

1 INTRODUCTION

Finite element method is surely the referential numerical technique in the analysis of solid mechanics problems. It has been successfully used in the simulation of several phenomena, providing excellent results.

Nevertheless, FEM requires an adequate discretization of the computational domain in terms of node and elements since the final results are sensible to the distribution and regularity of this decomposition [1]. In small deformation problems, such as linear elasticity, it is quite easy to obtain a reliable discretization and very accurate solutions, also with a low computational cost. The situation suddenly changes in problems characterised by large deformations, such as the material forming processes. In this case, if a Lagrangian formulation is used, the mesh moves with material and elements become so distorted that numerical results lose their validity.

Different techniques have been developed across the last years to overcome this problem.
Among them, Eulerian formulations, arbitrary Lagrangian-Eulerian (ALE) and remeshing techniques are the most known. In any case, additional drawbacks appeared especially when the remeshing techniques are applied. Remeshing-rezoning approach avoids the results worsening but, at the same time, the computational time increases and supplementary errors are introduced.

A possible alternative is the use of meshless methods [2] but in many cases the improvement of the results quality, with the same number of degrees of freedom, is vanished by the very high computational time for the shape functions calculation.

In the FEM environment the performances of the analysis depend on the used element. The constant strain elements (triangle with 3 nodes or tetrahedrons with 4 nodes in the 3D case) would be preferable for different reasons, especially when non-linear problems are investigated. Nevertheless their poor performances force the researchers to use high-order elements, such as 8 nodes tetrahedral or hexahedral. However, these formulations are not free from the results worsening due to the mesh deterioration and, besides, the remeshing procedure is very costly to be implemented, particularly for the hexahedral elements.

A great drawback of conforming FEM is that the numerical model is always more stiff than the studied material. What is more, any mesh distortion gives a further spurious stiffness to the model. Introducing a Nodal Integration scheme the FEM model is not necessarily stiffer than the real material; on the contrary, in many applications the initial model is less stiff and a distorted mesh could paradoxically have a beneficial effect on the performances.

The basics of nodal integration in FE analysis were firstly introduced by Dohrmann et al. [3]. They showed that applying the new technique the performances of the constant strain elements are significantly improved in the study of acute bending problems. Moreover the method was shown to be free from volumetric locking in the simulation of quasi-incompressible materials.

The nodal integration (NI) has been introduced also in the meshless environment [4-5], as an alternative to the standard integration, due to its efficiency and applicability in large deformations problems.

Puso and Solberg [6] noted that the formulation proposed in [3] was prone to spurious low energy modes and introduced a new stabilized nodal integrated tetrahedral element. They also analytically showed that their new element was stable and consistent for linear elasticity.

In [7] the stabilizing technique proposed in [6] was further analyzed and extended to the meshless methods, since spurious modes were detected also in this case.

In this work a comparison was done between the two nodal integration schemes proposed in [3] and the scheme proposed in [4], whose usage is suitable also in the FEM. The three techniques will be applied to the simulation of extrusion, as a typical example of a forming process where significant deformations are present.

Moreover the effect of the stabilization technique presented in [6] was studied.

2 THE NODAL INTEGRATION FORMULTIONS

Let $\Omega$ be a 2D computational domain, discretized by a cloud of nodes, from $1$ to $N_N$ denoted by $I$ and a mesh of triangular elements, from $1$ to $N_E$, denoted by $J$. In a traditional finite element code, the strain is calculated using the gradient matrix $B$, that, if $\varphi_1, \varphi_2, \ldots, \varphi_{N_N}$ are the shape functions, is defined as:
Thus, if $\mathbf{d}$ is the vector containing the (unknown) nodal displacements, the strain is given by:

$$\varepsilon(x) = B(x)d$$

If three-node triangular elements are used, the shape functions derivatives are constant in every element, and also the matrix $B$. Thus element strain could be expressed as:

$$\varepsilon_j = B_j \mathbf{d}$$

and, if $E$ is the matrix that relates strain and stress vectors, a stiffness matrix $K$ is assembled, in order to solve the approximated problem:

$$K = \int_{\Omega} B^T E B \, d\Omega = \sum_{j=1}^{N_E} B_j^T E B_j \times A_j$$

Where $A_j$ is the area of each element.

When the nodal integration is applied to FEM a constant strain field $\bar{\varepsilon}_i$ is assumed within a particular volume $\bar{\Omega}_i$, associated to each node. The easiest to interpret NI scheme is the one proposed in [4], that is based on the Voronoi diagram [8]. As it is shown in Figure 1, the Voronoi diagram is a subdivision of the computational domain in regions $\Omega_i$, where each region is associated with a node $i$, so that any point in $\Omega_i$ is closer to the node $i$ than to any other node in the domain.

In this case the nodal volume $\bar{\Omega}_i$ is, for each node, the area $A_i$ of the corresponding cell in the diagram and the assumed strain is the average strain in this cell:

$$\bar{\varepsilon}_i = \frac{1}{A_i} \int_{\Omega_i} \varepsilon(x) \, d\Omega$$
Since constant strain elements are used, equation 5 could be rewritten as:

$$\bar{\epsilon}_i = \frac{1}{A_i} \sum_{j=1}^{N_E} \epsilon_j \times \text{Area}(\Omega_i \cap T_j) \quad (6)$$

We will call this scheme Global Voronoi Integration (GV). Observing that $\sum_{j=1}^{N_E} \text{Area}(\Omega_i \cap T_j) = A_i$, the strain $\bar{\epsilon}_i$ is a weighted average of the strain of the elements. The two NI schemes proposed in [3] provide also a strain averaging, but the weights are different. In particular it is imposed that the strain $\bar{\epsilon}_i$ depends only on the strain of the set of elements $S_i$ that contain the node $I$. According to this constraint, one of the two schemes is also based on the Voronoi Diagram, but in this case the Diagram is locally calculated in each triangle. In particular each triangle $T_j$ is divided in three zones $t_{ij}$, associated to its nodes, so that every point in $t_{ij}$ is closer to the node $I$ than to any other node in $T_j$. Then the nodal volume and the assumed strain are calculated as:

$$\bar{V}_i = \sum_{j \in S_i} \text{Area}(t_{ij}) \quad (7)$$

$$\bar{\epsilon}_i = \frac{1}{\bar{V}_i} \sum_{j \in S_i} \epsilon_j \times \text{Area}(t_{ij}) \quad (8)$$

We will refer to this scheme as Local Voronoi Integration (LV). The other technique proposed in [3] is not based on geometrical considerations but provides a heuristic calculation of the assumed strain, imposing that the area of the triangles is divided in three equal parts, associated to its nodes. Hence:

$$\bar{V}_i = \sum_{j \in S_i} \frac{\text{Area}(T_j)}{3} \quad (9)$$

$$\bar{\epsilon}_i = \frac{1}{\bar{V}_i} \sum_{j \in S_i} \epsilon_j \times \frac{\text{Area}(T_j)}{3} \quad (10)$$

The latter scheme is called Direct Averaging Integration (DA).

3 IMPLEMENTATION OF THE METHOD AND COMPUTATIONAL TIMES

Similarly to a traditional FE interpolation the assumed strain could be related to the displacement field using an equivalent gradient matrix:

$$\epsilon_i = \tilde{B}_i d \quad (11)$$

It is easy to demonstrate that the matrixes $\tilde{B}_i$ will be a weighted average of the element matrixes $B_j$, calculated using the same weight coefficients of the strain case, depending on the specific NI scheme. Thus, in the implementation of the method, the matrixes $\tilde{B}_i$ are calculated and the global stiffness matrix is assembled as:
This last calculation takes an additional computational time that is negligible respect to a traditional FEM code when DA scheme is used. In fact, only the volume of the elements has to be calculated and the equivalent gradient matrixes are directly calculated as a linear combination of the element gradient matrixes.

The situation changes in the Voronoi-based (GV and LV) techniques. In particular in the GV case all the areas of the intersections between a given Voronoi cell and the elements have to be calculated. In this work this operation has been carried out describing both the cells and the elements as convex polygons and then applying the Lasserre algorithm [9]. Although the computational complexity is linear with the number of nodes this is a significant time consuming operation that could take a computational time of the same order or slightly higher than the total time consumed for the analysis by a traditional FEM code. Anyway, the asymptotical linear complexity ensures that for clouds composed by a high enough number of nodes this time tends to be smaller than the time requested for the resolution of the equations.

The LV scheme could be also implemented describing the geometrical entities by convex inequalities and applying the Lasserre algorithm or other similar. Nevertheless in order to advantage the rapidity of the simulation other more efficient strategies are possible. In particular, after determining the coordinates of the circumcenters of the triangular elements, the intersections areas could be find out calculating the areas of particular triangles. This operation takes a practically negligible time, as in the DA case.

Concerning the computational times of a NI code two more aspects have to be taken into account. The first is that the assembled stuffiness matrix is denser that the matrix that would be assembled using a traditional procedure. This increases the resolution time about the 30%.

On the contrary the second aspect advantages the new technique. In fact the use of Nodal Integration seems to avoid the volumetric locking problems typical of FEM when incompressibility is imposed. Thus, unlike in a traditional code where coupled pressure-velocity formulations has to be used to overcome to this problem, only the velocities could be taken as unknowns, reducing significantly the resolution time. This second recovery offsets the precedent augment.

4 THE CASE STUDY

According to the introduction, an extrusion process has been analyzed as a typical example of forming process in which the large deformation stresses the classical FE formulation. A plain strain 2D model has been used, with the geometrical characteristics and the boundary conditions illustrated in figure 2. As far as the material behavior is considered, in the forming processes and in particular in extrusion, strains are very large as compared to elastic ones. Thus, it is a common practice for this kind of processes to assimilate the material behavior to a viscoplastic one, in which the stress depends on the strain rate [10].
In particular, a Northon-Hoff model has been used; it relates the effective stress to the equivalent strain rate in the following form:

\[ S_f = C \bar{e}^n \]  

(13)

Together with this global relation the stress components assembled in the vector \( \mathbf{\sigma} = [\sigma_x, \sigma_y, \tau_{xy}]^T \) has to be related to the strain rate components, \( \dot{\mathbf{e}} = [\dot{e}_x, \dot{e}_y, \dot{\gamma}_{xy}]^T \). In the used model this corresponds to define a viscosity \( \mu \) in the following form:

\[ \mu = \frac{C}{3} \bar{e}^{n-1} = \mu_0 \bar{e}^{n-1} \]  

(14)

and to use it in the assembling of the constitutive matrix \( \mathbf{E} \), whose expression, in plain strain, is given by:

\[
\mathbf{E} = \frac{2\mu}{1-2\nu} \begin{pmatrix}
1 - \nu & \nu & 0 \\
\nu & 1 - \nu & 0 \\
0 & 0 & \frac{1 - 2\nu}{2}
\end{pmatrix}
\]  

(15)

In this work a value of the Poisson’s coefficient \( \nu = 0.49999 \) has been employed in order to impose incompressibility.

The used values of the Northon-Hoff coefficients have been:

\[ \mu_0 = 150, \quad n = 0.2 \]  

(16)

that, according to [11], correspond to some common Aluminum alloys.

Due to the non-linear character of the constitutive equations an iterative scheme has to be applied for their resolution. In particular, taking into account the strong nonlinearities given from the value of \( n \), the Direct Iteration Method [12] has been preferred to the Newton-Raphson scheme, whose convergence is not ever straightforward in this type of problems. This iterative procedure has been combined with the stabilization technique, as it is discussed in the following chapter.

5 THE STABILIZATION TECHNIQUE

According to [6], a stabilized stiffness matrix \( \mathbf{K}_{STAB} \) has to be assembled using the stabilization parameter \( \alpha \) and the modified behavior matrix \( \overline{\mathbf{E}} \) that, when a linear problem is studied, leads to:
The influence of $\alpha$ on the results will be discussed in the relative section; the matrix $\tilde{E}$ differs from $E$ because it is assembled using a different Poisson’s coefficient, since locking problems would be present in the elementary term. A value of $\tilde{v} = 0.4$ has been used.

In the resolution of the non-linear equations the stabilized stiffness matrix is then assembled in the form:

$$K_{STAB} = K_{NOD} + K_{ELEM} = \sum_{l=1}^{N_N} \tilde{B}^T_l (E - \alpha \tilde{E}) \tilde{B}_l \tilde{V}_l + \alpha \sum_{j=1}^{N_E} B^T_j \tilde{E} B_j A_j$$

(17)

where the superscript $n$ indicates the iteration within a time increment as well as $\mu^{n-1}$ is the viscosity calculated from the previous velocity field. The iteration method is initialized with $\mu = \mu_0$ and obviously terminates when $\nu^n = \nu^{n-1}$. Obtained the velocity values the geometry is updated and the following time step could be studied.

6 RESULTS

The investigated process was simulated using a punch speed $v_p = 1mm/s$ and considering 50 time steps (1s/step). In figure 3 are reported the pressure and velocity field, using the LV scheme, with a regular mesh and an irregular one of about 1000 nodes. No stabilization has been considered. Looking at the velocity field of the regular mesh the presence of the spurious modes is clearly observable; what it is more the pressure field is completely wrong since it presents strong oscillation in the direction of the mesh. The situation is quite different when the irregular mesh is used; in this case the velocity field is quite more regular as well as the pressure field has a satisfactory trend, considering the reduced number of nodes. This confirms the well-known phenomenon that the regularity of the mesh favors the spurious deformations.
Since a first stabilizing effect is given only by using an irregular mesh the three NI schemes has been preliminarily compared without introduce the stabilization technique, but using only the benefic effects of the irregularity of the mesh.

In figure 4 has been reported the punch load during the process predicted with the three techniques, using two meshes, of 2000 and 5000 nodes respectively.

**Figure 3**: The regular and the irregular mesh and their respective pressure and velocity fields.

**Figure 4**: Extrusion load for the three schemes with different types of mesh.
Looking at the graphs a very slightly difference is observed between the different schemes. Anyway the extrusion force is a global variable whose prevision does not heavily depends on local phenomena that could condition the specific code prediction; for this reason a better comparison could be done looking at the flow stress distribution at the last step, in figure 4.

![Figure 5](image-url)

**Figure 5**: The flow stress distribution for the three nodal integration schemes

In this case the Voronoi-based schemes are quite similar, while the DA presents a slightly lower and more irregular field. Since, according to session 3, the DA and LV schemes would be preferable for the computational times and considering the more regular trend of LV results, that are in excellent agreement with GV ones, the Local Voronoi integration scheme appears to be the most convenient choice.
Concerning the stabilization in figure 6 the velocity field at the 4th step is reported for the two types of mesh (again using the LV scheme with 1000 nodes) and for different values of $\alpha$.

$\alpha = 0$

$\alpha = 0.05$

$\alpha = 0.10$

**Figure 6**: Influence of the stabilization parameter on the velocity field, for the regular mesh (left) and the irregular one (right)

It is very interesting to note that already a value of $\alpha = 0.05$ has a significant stabilizing effect and that imposing $\alpha = 0.10$ even the regular mesh simulation has a very regular velocity field, as in a traditional FEM.

Even more interesting are the effects of $\alpha$ on the punch load. In order to compare the prediction capabilities of the NI techniques with a reference result, the investigated case study has been also simulated with the commercial FEM code DEFORM, that demonstrated in the last years an excellent accuracy in 2D models such as the one considered in this work; moreover, a very refined mesh has been used in this simulation so that the DEFORM solution
could be considered to be very close to the analytical one. Observing the figure 7, obtained for the LV scheme with an irregular mesh of 5000 nodes, two evidences are remarkable:

- all the stabilized curves are close to the DEFORM solution, while the non-stabilized one presents a significant lower load prediction.
- increasing the value of $\alpha$ the stabilized curves cover a range that includes the DEFORM and presumably also the effective solution.

The first aspect is due to the more irregular velocity field that leads to a different shape of the extruded material. In figure 8 a comparison is done between the shape of the non-stabilized simulation and stabilized one with $\alpha=0.10$.

In particular, when the stabilization is not applied, the extruded material has a larger shape and, for this reason, the requested load results to be slower.

Concerning the second consideration, the influence of $\alpha$ on the load could be explained observing that the traditional FEM matrix $K_{ELEM}$ in equation 17 gives additional stiffness to the model with the increase of $\alpha$. Analyzing the curves in figure the optimal value of $\alpha$, in this
application, is about 0.10. Anyway, in general, the most favorable choice of its value depends on several aspects, such as the mesh characteristics, and could be also a lower value, since as it has been shown it is already sufficient to stabilize the model.

7 CONCLUSIONS

In this paper three nodal integration techniques have been compared in the simulation of an extrusion process. The Voronoi-based formulations have shown a slightly better quality of predictions; in particular the LV scheme appears to be the most favorable choice since it requires only a negligible computational time for the geometrical part.

Furthermore the stabilization of this method has been discussed. In particular it has been shown that even if satisfactory results are obtainable using an irregular mesh, their quality is significantly improved if a stabilization is introduced; moreover varying the stabilization parameter the stiffness of the model can be properly tuned.
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Abstract. The behavior of bolted connections is inherently nonlinear because of geometric discontinuities, stress concentrations, contacts or local yielding. In structural field, component method adopted by Eurocode 3 separates the joint in individual elements that are called T-stub. Each component should be defined at least by three parameters: initial stiffness, strength and deformation capacity. In this paper, a new methodology based on a combination of Finite Element Method (FEM) and Artificial Intelligence (AI) techniques is presented in order to predict force-deformation response of bolted T-stub connection.

An advanced finite element model is generated and validated by comparison with experimental tests in the literature. Parametric study combining bolt diameters, hot-rolled profile geometry and steel class is carried out for generating training database with output variables of T-stub characterization. Several AI algorithms as regression trees, neural artificial networks or radial basis function networks are training so as to find the best generalizing model of the problem. The results show a high correlation between FEM and the predictive model, which replaces the first one. Test errors for output variables of the T-stub model prediction are lower than 5%.

Finally, this methodology provides an alternative to analytical models which includes the Eurocode 3 for the determination of T-stub parameters. This alternative includes the advantages of FEM (realistic simulation validated against experimental tests or the ability to obtain stress and strain values) but minimizes the complexity and computing time by using AI techniques.

1 INTRODUCTION

Bolted connections are complex elements of the utmost importance in buildings’ structural design and they should be carefully assessed. Their behavior is inherently nonlinear due to contacts, geometrical discontinuities, stress concentrations or material plasticity, among
others. That behavior is a handicap to establish an analytical method to describe the connection response.

Among different analytical procedures, Annex J of Eurocode 3 [1] includes the component method which is suitable in beam-to-column connections. In this procedure, the connection is divided into isolated joints which represent the sources of deformability. Each component is characterized by a force-deformation response and then, a mechanical model make up springs (components) and rigid links are assembled. Finally, the moment-rotation response for the whole connection can be obtained from the behavior of the individual components. This overall connection response is mostly governed by the end plate and the bolt under tension. The tension component is the outstanding issue in a beam-to-column connection, which is called *equivalent T-stub* (Figure 1). During the last decades, this component has been widely studied by researchers in order to develop a realistic and reliable procedure to obtain force-deformation response of this connection. The equivalent bolted T-stub was originally introduced by Zoetemeijer [2] in 1974 and, since that time, a great number of studies have been carried out. These researches can be divided into analytical [3-10] or mechanical models [11, 12], experimental tests [13-15] and numerical finite element (FE) simulations [16-20]. The last ones are capable to reproduce the connection behavior fairly accurately. Nevertheless, in spite of the advances in computational field, attempts to achieve more realistic simulations have resulted as a longer model calculation times due to nonlinearities, making these models uncompetitive compared to analytical models [21].

![Figure 1: a) Beam-to-column connection ; b) Tension component model (T-stub)](image)

In this paper, it is drawn a methodology [21] to obtain force-deformation response in a T-stub connection. In section 2, an advanced FE model is developed and, in section 3, the results are validated against experimental test in the literature. Parametric study is carried out in section 4 for generating training database with output variables which defines force-deformation response in the T-stub. Finally, several AI algorithms as regression trees, neural artificial networks or radial basis function networks are training so as to find the best generalizing model of the problem.
2 NUMERICAL MODEL

The force-deformation response in the T-stub is carried out by an advanced three dimensional FE model. This numerical model is developed using ABAQUS® finite element software [22]. The T-stub geometry is composed of two T-shape hot rolled profiles connected by means of one or more rows of bolts, as indicated in Figure 1b. This type of joint may fail according to three failure modes (Figure 2) depending mainly on the hot rolled profiles and bolts geometry. The first failure mode occurs when the ratio flange thickness/bolt diameter is low and four plastic hinges in the flange plates are located at the bolt holes and near the web plate. The second one is a combination between the development of two plastic hinges and the tension failure of the bolts. Finally, the third failure mode occurs with tension failure of the bolts.

![Figure 2: Failure modes in a T-stub](image)

2.1 Material modeling

The constitutive material laws of hot rolled profiles and bolts are according to the experimental validation carried out by Bursi and Jaspart [11]. In that work, the authors reproduced the material behavior with a piecewise linear model (Figure 3) and different laws for flange and web were considered in order to improve the model accuracy. The properties of these materials are entered the software as a set of points on the stress-strain curve.

![Figure 3: True stress-logarithmic strain material laws](image)
2.2 FE Meshing

Continuous hexahedral solids elements are used because they are suitable for linear and nonlinear stress/displacement analysis, including contacts, plasticity and major strains. They are first-order (linear) interpolation elements, with nodes only at the corners.

Partitions are established in the hot rolled profile to create a more refined mesh in the area surrounding the bolt hole (Figure 4).

![Figure 4: Finite element mesh of the T-stub connection](image)

2.3 Contact

In ABAQUS/Explicit, the definition of General Contact is used for the simulation of contacts between plates and bolts. This definition automatically establishes the interactions between contact surfaces and allocates master and slave characteristics to each pair of surfaces. The general contact algorithm uses a formula known as finite sliding, which allows arbitrary separation between sliding and rotation of surfaces. It is designed to simulate highly non-linear processes.

The normal behavior of the bolt shank with regard to the walls of the hole is modeled by the hard contact property. When the surfaces are in contact, any pressure between them can be transmitted, with the surfaces separated if the pressure drops to zero.

Tangential behavior is modeled by Coulomb's basic friction model, in which two surfaces in contact can withstand shearing stresses of a certain magnitude at their interface before one starts to slide over the other. In this case, the friction coefficient adopted for the model is 0.25.

2.4 Boundary conditions and loads

Only one eighth of the model is simulated, so major savings in computation costs are made. In order to simulate the contact between two T-elements, one element is substituted by a rigid plate according to the symmetry conditions.

The tensile load over the T-element is entered the software as a load evenly distributed. It is applied as a linear ramp divided into 100 steps, so that it is possible to obtain a force-deformation response of the joint.
2.5 Type of analysis

ABAQUS® provides two analysis options: Standard and Explicit, which they correspond with two solution procedures: Implicit and Explicit. Implicit method is based on static equilibrium and simultaneous resolution of a linear equations set. The most relevant characteristic of this method is the assembly of the global stiffness matrix. On the other hand, in the explicit analysis, the state of the model at the end of an increment (time t+Δt) is based on the displacements, velocities and accelerations at the beginning of the increment (time t) [23]; this method lacks a global stiffness matrix.

Explicit method is used in this work because it is suitable for nonlinearities, such as contacts or geometrical discontinuities and it shows a good convergence. Nevertheless, explicit analysis should be checked because it may yield results significantly affected by dynamic effects. In this case, kinematic/internal energy ratio is below 5% during loading process, so dynamics effects can be neglected.

3 FE MODEL VALIDATION

FE model is validated against experimental test program carried out by Bursi and Jaspart in 1997 [11]. The authors created a reference model (specimen T1) which was obtained from an IPE300 hot rolled profile and it was attached with four bolts M12. The material properties for bolts and steel were published in the original work and they have been adopted in this paper (Figure 3).

In Figure 5, von Mises stresses in the T-stub are shown. According to the experimental test [11], the failure occurs by bolt fracture after significant flange yielding. Two plastic hinges are developed in the bolt holes and near the web plate, according to the failure mode 2 (Figure 6).

![Figure 5: Von Mises stress; a) maximum strength; b) axial failure in the bolt.](image)
Figure 6: Von Mises stress in the flange. Plastic hinges are located at the bolt holes and near the web plate.

In order to validate the accuracy of the model, force-deformation characteristic response for FE numerical analysis is compared to experimental test (Figure 7). The numerical results are very close to the experimental response, so the advanced FE model is rather accurate.

Figure 7: Force-deformation response in the T-stub. Experimental vs. Numerical model
4 PREDICTIVE MODELS

Once that numerical model has been performed and validated by experimental test, a parametric study is carried out in order to study the influence of several geometric parameters. The results obtained in the parametric study form a database useful to training predictive models.

4.1 Parametric study

81 numerical FE simulations have been fulfill by varying the following parameters (Figure 8):

- **Effective width (b)**. This parameter varies between 68 and 100 mm.
- **Edge distance (m)**. This parameter varies between 25 and 35 mm.
- **Bolt diameter (d)**. This parameter varies between 8 and 14 mm.

For each simulation, force-deformation response is obtained and it is simplified by a bilinear model. This simplified model is defined by means of four output parameters (Figure 9).

- **Initial stiffness (\(k_{\text{ini}}\))**.
- **Elastic strength (\(F_{\text{el}}\))**.
- **Maximum strength (\(F_{\text{max}}\))**.
- **Maximum displacement (\(U_{\text{max}}\)).**
The outcome results of the whole simulation make up the database for the training of the different predictive models.

4.2 Selection of the best data mining technique

Several data mining techniques are training in order to find the best generalizing model of the problem. These techniques are: multilayer perceptron artificial neural network (ANN), M5P regression trees, radial basis function network (RBFN) and support vector regression model (SVRM). Among them, ANN provides the lowest root mean square error (RMSE) and mean absolute error (MAE), according to the following formulae:

$$RMSE = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (\hat{y}(k) - \overline{y}(k))^2}$$  \hspace{1cm} (1)$$

$$MAE = \frac{1}{n} \sum_{k=1}^{n} |y(k) - \overline{y}(k)|$$  \hspace{1cm} (2)$$

Multilayer Perceptron (MLP) is a typology of ANN which it is used in this work. It is a classifier and predictor that uses back propagation to classify instances. All nodes in this network are sigmoid, except when the class is numeric. In the latter case, the output nodes become unthresholded linear units [24].

Several parameters such the number of neurons in the hidden layer or the learning rate are varying during MLP’s training process in order to reduce the errors.


4.3 Results of the predictive models

Table 1 shows the results of the training and cross-validation process for the four output variables \( k_{ini}, F_{el}, F_{max} \) and \( U_{max} \). The mean values are shown for the cross-validation errors CORR, RMSE and MAE for each group of 10 models created for each type of configuration and algorithm. Training and validating 10 models of each type reduces errors due to local minimum levels and improves the actual estimation of the level of accuracy achieved by each algorithm in each configuration. The number of neurons in the hidden layer is shown in brackets.

As it can be seen in Table 1, MLP’s with a low number of neurons in the hidden layer are capable to predict output variables with RMSE errors below 5%. The best results are obtained for prediction the initial stiffness \( k_{ini} \) and the maximum strength \( F_{max} \), which are the most important parameters in the T-stub prediction. In these cases, mean absolute error (MAE) is close to 1%. On the other hand, maximum displacement \( U_{max} \) prediction presents errors next to 5%.

Table 1: Results of the training process for output variables. Validation errors for each model's configuration

<table>
<thead>
<tr>
<th>Output variable</th>
<th>Algorithm</th>
<th>CORR_MEAN</th>
<th>MAE_MEAN</th>
<th>RMSE_MEAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{ini} )</td>
<td>MLP (5)</td>
<td>0.9988</td>
<td>0.0112</td>
<td>0.0133</td>
</tr>
<tr>
<td>( F_{el} )</td>
<td>MLP (6)</td>
<td>0.9963</td>
<td>0.0165</td>
<td>0.0245</td>
</tr>
<tr>
<td>( F_{max} )</td>
<td>MLP (6)</td>
<td>0.9989</td>
<td>0.0106</td>
<td>0.0134</td>
</tr>
<tr>
<td>( U_{max} )</td>
<td>MLP (4)</td>
<td>0.9754</td>
<td>0.0501</td>
<td>0.0647</td>
</tr>
</tbody>
</table>

Finally, in order to check the generality of the created models, 12 more FE simulations are performed with parameter values not used in the training phase, and the results are compared with those of the predictive models. In Figure 10, the force-deformation responses are performed with output variables predictions and, it can be seen, the results are close to FE simulations. The number below graphs represents “\( b_{m_d} \)” (effective width, edge distance and bolt diameter, respectively).
Figure 10: Force-deformation response. Numerical simulation vs. predictive model
5 CONCLUSIONS

A methodology based on predictive models for calculating the force-deformations response in T-stub joints has been presented in this work. In the mechanical model established by the Eurocode 3 in Annex J (Component Method), these joints represent the tension component in beam-to-column connections and it is very important to know their behavior in order to obtain a reliable connection design.

FE simulations provide a powerful tool due to its ability to reproduce the nonlinearities involved in the T-stub design, such as contacts, material plasticity or stress concentration. However, the complexity of this numerical method needs a great amount of time, resources and high computational cost. Thus, this method is not efficient for repetitive tasks such as the case of joints.

In this paper, predictive models have been developed from an advanced finite element model validated by experimental tests. The creation of 81 FE simulations varying characteristic parameters of joint has been used to generate a training database. Using this database, MPL's have been training and prediction errors below 5% have been achieved in each output variable. Finally, the generated models have been validated with new test data and the results have been compared with numerical simulations finding a good accuracy between them. In conclusion, the use of predictive models could replace the implementation of FE simulations saving time and avoiding a high computational cost.
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Abstract. This paper deals with shape optimization for anisotropic elastoplasticity in logarithmic strain space. We aim to find an appropriate undeformed configuration of a workpiece knowing in advance its deformed configuration, the boundary conditions and the applied loads. The node coordinates of the finite element (FE) domain are chosen as design variables. A discrete sensitivity analysis is presented and analytical gradients are performed. A numerical example illustrates the theoretical aspects.

1 INTRODUCTION

A challenge in the design of functional parts is the determination of the initial, undeformed shape such that under a given load a part will obtain the desired deformed shape. This problem is inverse to the standard (direct) static analysis in which the undeformed shape is known and the deformed unknown. [1] extended the method originally proposed in [2] to anisotropic hyperelasticity that is based on logarithmic (Hencky) strains. [3] extended the method proposed in [1] to anisotropic elastoplastic materials. It was shown that the inverse form finding model in elastoplasticity can be used under the condition that the plastic strains are previously given. This is the case when a desired hardening state is prescribed. Basics on shape optimization can be found in [4]. In [5] a continuum sensitivity analysis is presented for the computation of shape sensitivity for finite hyperelastic-viscoplastic deformations. This method involves contact with friction using a direct differentiation method in 2D. [6] extended the work in [5] to thermoplasticity combined with ductile damage at finite strains. A gradient-based optimization framework for the computational design of metal forming processes for porous materials is introduced. [7] extended the work in [5] and [6] to 3D and defined the surface of the die by Bezier curves. This work focuses on the review of sensitivity contact. An alternative method
to continuum sensitivity analysis is a discrete formulation. This substitute has been applied in [8] for finite deformations in elastoplasticity in principal directions to parameter identification, which can be formulated as an optimization problem. [9] introduced a new regularization technique to avoid convergence problems and problems with jagged shapes. An artificial inequality constraint added to the optimization problems limits a fictitious total strain energy that measures the shape change of the design with respect to a reference design. The coordinates of boundary nodes of the FE-domain are chosen as design variables. The analytical gradients are derived using the adjoint method. The presented applications are restricted to linear elastostatic problems. [10, 11] proposed a shape optimization method for non-steady-state metal forming processes. The initial shape of a part as well as the shape of the preform tool during a two-step forging operation was optimized. Shapes are described using spline functions. The FE-method and remeshing operations are used during the simulation. Contact during the process are taken into account.

In this contribution we present a classical numerical shape optimization method for anisotropic elastoplastic materials that is based on logarithmic strains. A Limited–Broyden–Fletcher–Goldfarb–Shanno (gradient-based descent method) algorithm from [12] is used. The objective function that needs to be minimized in order to obtain the optimal undeformed workpiece is the quadratic difference between the node positions in the targeted and computed deformed shape, i.e. the node coordinates of the FE-domain are chosen as design variables. A discrete sensitivity analysis is presented. Analytical gradients are performed. A remeshing of the shape is not applied during the computation.

This paper is organized as follows: In section 2 we briefly present the kinematics of the direct and the inverse problems. Section 3 summarizes anisotropic elastoplasticity in the logarithmic strain space. Section 4 presents the dissipation and the plastic flow response. In section 5 we review the Piola and Cauchy formulation to determine the deformed shape based on the knowledge of the undeformed shape. The finite element discretization is described in section 6. Section 7 presents the formulation of the sensitivity analysis. In section 8 a numerical example for the shape optimization in anisotropic elastoplasticity illustrates the theoretical aspects.

2 KINEMATICS OF GEOMETRICALLY NONLINEAR CONTINUUM MECHANICS

Let \( B_0 \) denote the reference configuration of a continuum body with the boundary surface \( \partial B_0 \) at time \( t = 0 \) parameterized by material coordinates \( X \). \( B_t \) is the current configuration with the boundary surface \( \partial B_t \) at time \( t \) parameterized by spatial coordinates \( x \), as depicted in Figure 1. The deformation map \( \varphi \) is defined as

\[
x = \varphi(X) : B_0 \rightarrow B_t.
\]

The corresponding deformation gradient together with its Jacobian determinant are given by
\( F = \nabla_X \varphi, \quad J = \det F. \) (2)

\( \nabla_X \) denotes the gradient operator with respect to the material coordinates \( X \). The deformation map \( \Phi \) is defined as

\[ X = \Phi(x) : B_i \rightarrow B_0. \] (3)

The corresponding deformation gradient together with its Jacobian determinant are given by

\[ f = \nabla_x \Phi, \quad j = \det f. \] (4)

\( \nabla_x \) denotes the gradient operator with respect to the spatial coordinates \( x \). It follows from the above definitions that

\[ \Phi = \varphi^{-1}, \quad f = F^{-1}, \quad j = J^{-1}. \] (5)

3 ANISOTROPIC ELASTOPLASTICITY IN LOGARITHMIC STRAIN SPACE

In this section we summarize the exposition in [13]. A valid model option for anisotropic finite strain elastoplasticity is a decomposition of the free energy into an elastic and a plastic part

\[ \Psi = \psi^e + \psi^p. \] (6)

The elastic part is a quadratic free energy density per unit volume in \( B_0 \)
\[ \psi^e(E^e) = \frac{1}{2} E^e : \mathbb{E}^e \]  

in terms of the second-order elastic strain tensor \( E^e \) and a constant anisotropic elastic fourth-order stiffness tensor \( \mathbb{E}^e \). For cubic materials, \( \mathbb{E}^e \) can be decomposed into Kelvin modes [14] as

\[ \mathbb{E}^e = 3 \kappa \mathbb{P}_1 + 2 \mu \mathbb{P}_2 + 2 E_{55} \]  

where \( \kappa \) is the bulk modulus, \( \mu \) is the shear modulus and \( E_{55} \) is a constant material parameter. \( \mathbb{P}_1, \mathbb{P}_2 \) and \( \mathbb{P}_3 \) are fourth-order projection tensors. They can be expressed in terms of the volumetric and symmetric deviatoric part of the fourth-order identity tensor as

\[ \mathbb{P}_1 = \mathbb{I}_{vol}, \quad \mathbb{P}_2 + \mathbb{P}_3 = \mathbb{I}_{sym dev}. \]  

An additive decomposition of the plastic strains into an elastic and a plastic part in terms of the second-order logarithmic (Hencky) strain tensor is assumed as

\[ E = E^e + E^p = \frac{1}{2} \ln C. \]  

Furthermore the plastic free energy part can be decomposed into parts which describe isotropic and kinematic hardening

\[ \psi^p = \psi^{iso} + \psi^{kin}. \]  

In the following only nonlinear isotropic hardening is considered. It follows

\[ \psi^p = \psi^{iso} = \frac{1}{2} h \alpha + (\sigma_\infty - \sigma_0)(\alpha + \exp(-w \alpha / w)) \]  

where \( \alpha \) is a scalar that models isotropic hardening. The spectral decomposition of the right Cauchy–Green strain tensor \( C \) reads

\[ C = F^t \cdot F = \sum_{i=1}^3 \lambda_i M_i \]  

with \( \{\lambda_i\}_{i=1,2,3} \) the real eigenvalues of \( C \) and \( \{M_i\}_{i=1,2,3} \) the associated eigenbases [15]. The spectral representation facilitates the computation of the logarithmic strain

\[ E = \frac{1}{2} \sum_{i=1}^3 \ln \lambda_i M_i \]
and allows a closed form expression for the (first and second) derivatives of the logarithmic strain with respect to the right Cauchy–Green strain
\[ P = 2 \frac{\partial E}{\partial C} \quad \text{and} \quad L = 2 \frac{\partial P}{\partial C} = 4 \frac{\partial^2 E}{\partial C \partial C}. \] (15)

For further details regarding the computation of these derivatives the interested reader is referred to [16]. Using (15), the Piola–Kirchhoff stress may be represented as
\[ S = 2 \frac{\partial \Psi}{\partial C} = T : P \quad \text{with} \quad T = \frac{\partial \Psi}{\partial E^e} = F^e : E^e. \] (16)

Considering this expression, the linearization of the Piola–Kirchhoff stress (tangent operator needed in a Newton type solution scheme) reads
\[ C = 4 \frac{\partial^2 \Psi}{\partial C \partial C} = F^T : E^* : P + T : L \quad \text{with} \quad E^* = \frac{\partial^2 \Psi}{\partial E \partial E}. \] (17)

The transposition symbol \([\bullet]^T\) refers to an exchange of the first and last pairs of indices. The fourth-order tensor \(E^*\) is the fourth-order elasticity tensor \(E^e\) in the case of an elastic loading and the elastoplasticity tensor \(E^{ep}\) in the case of a plastic loading [13], respectively.

4 DISSIPATION AND PLASTIC FLOW RESPONSE

In the logarithmic strain space the dissipation inequality can be written as
\[ T : \dot{E}^p - \frac{\partial \Psi}{\partial \alpha} \cdot \dot{\alpha} \geq 0, \] (18)
where \([\dot{\bullet}]\) denotes the time derivative and \(\{E^p, \alpha\}\) is the set of internal variables. We consider the following quadratic yield function
\[ \Upsilon = \| \text{dev} T \| - \sqrt{\frac{2}{3}} B \quad \text{with} \quad B = h\alpha + (\sigma_\infty - \sigma_0)(1 - \exp(-w\alpha)). \] (19)

Using the principle of maximum plastic dissipation and the definition of the Lagrange function \(\mathcal{L}\),
\[ \mathcal{L}(T, \frac{\partial \Psi}{\partial \alpha}, \gamma) = -T : \dot{E}^p - \frac{\partial \Psi}{\partial \alpha} \cdot \dot{\alpha} + \gamma(\Upsilon - \sqrt{\frac{2}{3}} \sigma_0), \] (20)
we obtain the Karush-Kuhn-Tucker equations
\[ \begin{cases} \dot{E}^p = \gamma \frac{\partial \Upsilon}{\partial T}, & \dot{\alpha} = \gamma \frac{\partial \Upsilon}{\partial B} = \sqrt{\frac{2}{3}} \gamma, \\ \gamma \geq 0, & \Upsilon - \sqrt{\frac{2}{3}} \sigma_0 \leq 0 \quad \text{and} \quad \gamma \Upsilon = 0, \end{cases} \] (21)
where \(\gamma \geq 0\).
5 DETERMINING THE DEFORMED SHAPE FROM EQUILIBRIUM

In this contribution we omit distributed body forces and inertia henceforth.

5.1 Piola formulation

The Piola formulation for the equilibrium is determined by the following boundary value problem

\[ \text{Div} \boldsymbol{P} = 0 \quad \text{in} \quad \mathcal{B}_0, \]
\[ [\boldsymbol{F} \cdot \boldsymbol{S}] \cdot \boldsymbol{N} = \boldsymbol{t}_0 \quad \text{on} \quad \partial\mathcal{B}_0, \]
\[ \varphi = \overline{\varphi} \quad \text{on} \quad \partial\mathcal{B}_0^e, \]

where \( \partial\mathcal{B}_0 \) corresponds to the part of the boundary surface where the Dirichlet boundary conditions hold, \( \partial\mathcal{B}_0^e \) corresponds to the part of the boundary surface where the Neumann boundary conditions hold and we set

\[ \partial\mathcal{B}_0 = \mathcal{B}_0^l \bigcup \mathcal{B}_0^e \quad \text{with} \quad \mathcal{B}_0^l \bigcap \mathcal{B}_0^e = \emptyset. \]

\( \mathbf{N} \) is defined as a unit vector at \( \mathbf{X} \) directed along the outward normal to an material surface element \( dA \in \partial\mathcal{B}_0^e \). \( \mathbf{t}_0 \) is the first Piola-Kirchhoff traction vector exerted on \( dA \) with normal \( \mathbf{N} \). \text{Div} denotes the material divergence operator with respect to the material coordinates \( \mathbf{X} \). Accordingly, the weak form of the given boundary value problem reads, with the test function \( \eta = 0 \) on the boundary surface \( \partial\mathcal{B}_0^e \),

\[ G(\varphi, \eta; \mathbf{X}) = \int_{\mathcal{B}_0} [\boldsymbol{F}^l \cdot \nabla \mathbf{X} \eta] : \mathbf{S} \, dV - \int_{\partial\mathcal{B}_0} \eta \cdot \mathbf{t}_0 \, dA = 0. \]

The above expression is the common virtual work statement with a parameterization of all quantities in the material coordinates \( \mathbf{X} \). The (symmetric) Piola–Kirchhoff stress is expressed as a functional of \( \varphi = \varphi(\mathbf{X}) \) as

\[ \mathbf{S} = \mathbf{S}(\nabla \mathbf{X} \varphi(\mathbf{X})). \]

The corresponding linearization (directional derivative) of the weak form in the direction \( \Delta \varphi \) at fixed material coordinates \( \mathbf{X} \), as needed in a Newton type solution scheme, is finally expressed as

\[ \frac{d}{d\epsilon} G(\varphi + \epsilon \Delta \varphi, \eta; \mathbf{X})|_{\epsilon=0} = \int_{\mathcal{B}_0} \nabla \mathbf{X} \eta : \mathbf{A} : \Delta \mathbf{F} \, dV. \]

The fourth-order tangent operator \( \mathbf{A} \) decomposes into the material tangent operator \( \mathbf{C} \) (see (17)) and a geometrical contribution

\[ \mathbf{A} := \frac{\partial [F \cdot S]}{\partial \mathbf{F}} = [F \otimes I] : \mathbf{C} : [F^l \otimes I] + i \otimes \mathbf{S}. \]

In the above expression \( \mathbf{I} \) and \( i \) denote the material and spatial unit tensors with coefficients \( \delta_{ij} \) and \( \delta_{ij} \), respectively, \( \otimes \) denotes a non-standard dyadic product with

\[ [\mathbf{A} \otimes \mathbf{B}]_{IJKL} = A_{IK} B_{JL} \text{ and } I, J, K, L, i, j = 1 \ldots 3. \]
5.2 Cauchy stress formulation

The equilibrium statement may alternatively be expressed by the following variant of the boundary value problem (Cauchy stress formulation) in terms of spatial description quantities

\[
\text{div}\sigma = 0 \quad \text{in} \quad B_1, \tag{28}
\]
\[
\sigma \cdot n = t \quad \text{on} \quad \partial B_1^t, \tag{29}
\]
\[
\varphi = \varphi \quad \text{on} \quad \partial B_1^\varphi
\]

where \(\partial B_1^t\) corresponds to the part of the boundary surface where the Dirichlet boundary conditions hold, \(\partial B_1^\varphi\) corresponds to the part of the boundary surface where the Neumann boundary conditions hold and we set

\[
\partial B_1 = B_1^t \bigcup B_1^\varphi \quad \text{with} \quad B_1^t \bigcap B_1^\varphi = \emptyset.
\]

\(\text{div}\) denotes the divergence operator with respect to the spatial coordinates \(x\). \(n\) is defined as a unit vector at \(x\) directed along the outward normal to an spatial surface element \(da \in \partial B_1\) and \(t\) represents the Cauchy traction vector exerted on \(da\) with normal \(n\). The (symmetric) Cauchy stress \(\sigma\) is obtained from the Piola–Kirchhoff stress by a push-forward according to

\[
J\sigma = F \cdot S \cdot F^t. \tag{30}
\]

Accordingly, the weak form of the given boundary value problem, corresponding to the equilibrium requirement for the spatial configuration, reads with the test function \(\eta = 0\) on the boundary surface \(\partial B_1^\varphi\)

\[
g(\Phi, \eta; x) = \int_{B_1} \nabla_x \eta : \sigma \, dv - \int_{\partial B_1^t} \eta \cdot t \, da = 0. \tag{31}
\]

The corresponding linearization (directional derivative) of the weak form in the direction \(\Delta\Phi\) at fixed spatial coordinates \(x\), as needed in a Newton type solution scheme, is finally expressed as

\[
\frac{d}{d\epsilon} g(\Phi + \epsilon \Delta\Phi, \eta; x)|_{\epsilon=0} = \int_{B_1} \nabla_x \eta : a : \Delta f \, dv. \tag{32}
\]

The fourth-order tangent operator \(a\) is depicted as

\[
a := \frac{\partial\left[jF \cdot S \cdot F^t\right]}{\partial f} = \sigma \otimes F^t - F \otimes \sigma + jF \cdot \left[\frac{1}{2}C : \frac{\partial C}{\partial f}\right] \cdot F^t - \sigma \otimes F. \tag{33}
\]

The derivative of the right Cauchy–Green strain is expressed as

\[
\frac{\partial C}{\partial f} = -F^t \otimes C - C \otimes F^t. \tag{34}
\]

In the above equations, the non-standard dyadic product \(\otimes\) is defined by \([A \otimes B]_{IKL} = A_{IL}B_{JK}\) and \(I, J, K, L = 1 \ldots 3\).
6 DISCRETIZATION

For the finite element solution of the two problems ((24) and (31)) the material solution domain \( B_0 \) is discretized into \( n_{el} \) elements

\[
B_0 \approx B_0^h = \bigcup_{e=1}^{n_{el}} B_e^h.
\] (35)

Following the standard isoparametric approach, the geometry is approximated on each element by the following shape functions

\[
X^e(\xi) = \sum_{i=1}^{n_{en}} X(i) N(i)(\xi), \quad x^e(\xi) = \sum_{i=1}^{n_{en}} x(i) N(i)(\xi).
\] (36)

Thereby the shape functions \( N(i) \) are parameterized by isoparametric coordinates \( \xi \) defined on the isoparametric cube \( B_\xi = [-1, 1]^3 \), whereas \( n_{en} \) is the total number of nodes per element, and \( X(i) \) and \( x(i) \) denote nodal values. Finally, following the Bubnov–Galerkin method the test function is again approximated by the same shape functions \( N(i) \)

\[
\eta^e(\xi) = \sum_{i=1}^{n_{en}} \eta(i) N(i)(\xi).
\] (37)

Substituting the finite element approximations into the weak form, we obtain the discrete equilibrium condition as a residual that is expressed at each node \( (i) \) \( (n_{np} \) is the total number of node points) as

\[
r(i) = r(i)_{int} - r(i)_{ext} \quad \text{with} \quad i = 1 \ldots n_{np}.
\] (38)

The contributions to the internal and external nodal forces read

\[
r(i)_{int} = \sum_{e=1}^{n_{el}} \int_{B_e^h} [F \cdot S] \cdot \nabla X N(i) \ dV = \sum_{e=1}^{n_{el}} \int_{B_e^h} \sigma \cdot \nabla x N(i) \ dv, \] (39)

\[
r(i)_{ext} = \sum_{e=1}^{n_{el}} \int_{\partial B_e^h} t_e^N(i) N(i) \ dA = \sum_{e=1}^{n_{el}} \int_{\partial B_e^h} t_e^x N(i) \ da.
\]

The tangent stiffness matrix \( k \) is defined as the Jacobian matrix of the residual (Piola formulation) with respect to the spatial coordinates as

\[
k^{(i)(j)} := -\frac{\partial r^{(i)}}{\partial X^{(j)}} = \sum_{e=1}^{n_{el}} \int_{B_e^h} \nabla X N(i) \cdot \nabla X N(j) \ dV.
\] (40)

The tangent stiffness matrix \( K \) is defined as the Jacobian matrix of the residual (Cauchy stress formulation) with respect to the material coordinates as

\[
K^{(i)(j)} := -\frac{\partial r^{(i)}}{\partial \eta^{(j)}} = \sum_{e=1}^{n_{el}} \int_{B_e^t} \nabla x N(i) \cdot \nabla x N(j) \ dv.
\] (41)

In the above expressions \( \cdot \) denotes contraction with the second index of the corresponding tangent operator.
7 SENSITIVITY ANALYSIS

The aim of the sensitivity analysis is to supply the gradients of the objective function and the constraints with respect to the design variables, which are necessary for the use of gradient-based optimization algorithms [9]. In the following we restrict ourselves to unconstraint problems. The objective function is defined as

$$f(X) = \frac{1}{2} [x^\text{target} - x^\text{current}(X)]^2 \rightarrow \min_X$$ (42)

where the material coordinates $X$ are the design variables. By applying the chain rule, we obtain

$$\frac{df(X)}{dX} = \frac{\partial f}{\partial X} + \frac{\partial f}{\partial x^\text{current}} \frac{dx^\text{current}}{dX}. \quad (43)$$

According to the implicite dependency of the objective function to $X$ we have

$$\frac{\partial f}{\partial X} = 0 \quad \text{and then} \quad \frac{df(X)}{dX} = \frac{\partial f}{\partial x^\text{current}} \frac{dx^\text{current}}{dX}. \quad (44)$$

The key for the computation of the Jacobian matrix $\frac{dx^\text{current}}{dX}$ in (44) is the mechanical equilibrium condition [9]

$$r^\text{current}(X) = r(x^\text{current}(X), X) = r^\text{ext} - r^\text{int}(x^\text{current}(X), X) = 0. \quad (45)$$

Applying the total differential on the above equation we obtain

$$\frac{dr^\text{current}}{dX} = \frac{\partial r}{\partial X} + \frac{\partial r}{\partial x^\text{current}} \frac{dx^\text{current}}{dX} = 0. \quad (46)$$

After a rearrangement we deduce

$$\frac{dx^\text{current}}{dX} = -\left[\frac{\partial r}{\partial x^\text{current}}\right]^{-1} \frac{\partial r}{\partial X}. \quad (47)$$

Substituting (47) in (44) we obtain

$$\frac{df(X)}{dX} = -\frac{\partial f}{\partial x^\text{current}} \left[\frac{\partial r}{\partial x^\text{current}}\right]^{-1} \frac{\partial r}{\partial X} = (x^\text{target} - x^\text{current}) \left[\frac{\partial r}{\partial x^\text{current}}\right]^{-1} \frac{\partial r}{\partial X}. \quad (48)$$

Considering the form of (40) and (41) we finally obtain

$$\frac{df(X)}{dX} = (x^\text{target} - x^\text{current}) [k]^{-1} K.$$
8 NUMERICAL EXAMPLE

As an example we simulate a tension test on a cylinder with an internal hole in 3D. The outer diameter of the cylinder is 20mm, the inner diameter is 10mm and the thickness is 30mm. The base of the cylinder is clamped (red squares on Figure 3). A distributed load $F=110kN$ is applied on the top of the cylinder (red arrows on Figure 3). We consider an anisotropic elastoplastic material with a cubic symmetry and the following properties: $E=210000MPa$, $\mu=0.3$, $E_{55}=60000MPa$, $h=305MPa$, $\sigma_0=180MPa$, $\sigma_\infty=305MPa$ and $w=15$. The domain is discretized using trilinear hexahedral finite elements (50 elements and 120 nodes). Figure 2 shows the deformed shape on which the obtained von Mises stresses are plotted after applying loads and boundary conditions on the computed undeformed sheet (Figure 3). As expected the top outer diameter of the computed undeformed cylinder (Figure 3) became larger and the thickness of the undeformed cylinder has been reduced. The convergence time to the solution is 4 hours 49 min 32s. The L-BFGS algorithm needs 23 iterations to find a minimum less than $10^{-14}$.

![Figure 2: Deformed sheet with von Mises stresses in the final configuration $B_t$.](image1)

![Figure 3: Undeformed sheet in the reference configuration $B_0$.](image2)
9 CONCLUSION

This work presents a three dimensional procedure for anisotropic elastoplastic materials based on shape optimization theory. The aim is the determination of the undeformed shape of a workpiece when knowing its desired deformed shape, the boundary conditions and the loads. A logarithmic strain space formulation is used. A spectral decomposition of the right Cauchy–Green tensor allows a simple evaluation and linearization of the logarithmic strain measure. The node coordinates of the finite element domain, excluding the boundary conditions, are chosen as design variables. The gradient of the objective function needed by the L-BFGS algorithm is computed analytically using a discrete sensitivity analysis approach. A numerical example in nonlinear cubic elastoplasticity illustrates the ability to numerically approximate the undeformed shape. Future research will be conducted on the remeshing of the workpiece during the computation and a regularization will be considered in order to avoid mesh distortions.
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Abstract. Materials with Hexagonal-Closed Pack (HCP) crystal structures, as for example the magnesium and titanium alloys, have a small number of active slip systems at room temperature. This fact makes twinning as a predominant deformation mechanism and thus essential for the accurate prediction of plastic deformations and texture evolution. Also, because of the directional property of the twinning mechanism, different responses are obtained for tension and compression, explaining the asymmetric behaviour of HCP metals. As reported by Van Houtte [1], the twinning mechanism is also important for low stacking fault energy Face Centred Cubic (FCC) metals.

In this work, we developed two types of a finite element analysis code, based on the crystal plasticity theory, including twinning as a dominant deformation mechanism. The first twinning model is based on the Predominat Twin Reorientation (PTR) scheme, suggested initially by Van Houtte [1], and the second one is based on the Total Lagragian Scheme (TLS), suggested by Kalidindi [2]. The PTR model has the advantage of being simple and computationally efficient. On the other hand, the TLS model has some advantages when compared with the PTR model that are: i) the possibility of continuously consider the texture’s evolution from both slip and twinning deformations; ii) the consideration of slip in the twinned regions.

In the present paper, the two models are compared for a tension and a compression simulation for a FCC material.


1 INTRODUCTION

Materials with Hexagonal-Closed Packed (HCP) crystal structures, as for example the magnesium and titanium alloys, have a small number of active slip systems at room temperature. This fact makes twinning a predominant deformation mechanism, essential for the accurate prediction of plastic deformations and texture evolution. Also, because of the directional property of the twinning mechanism, different responses are obtained for tension and compression, explaining in this way the asymmetric behaviour of HCP materials. As reported by Van Houtte [1], the twinning mechanism is also important for low stacking fault energy Face Centred Cubic (FCC) metals.

To predict the elasto-plastic behaviour of HCP materials, several material models were suggested in the last years. As an example, the Predominant Twin Reorientation (PTR) method was initially proposed by van Houtte [1]. This innovative model evaluates the twinning deformation from the crystal plasticity theory. After reaching a threshold value for the twinning volume fraction, the deformation by twinning causes reorientation of the grains almost instantaneously. This is in contrast with the TLS method that considers twinning reorientation continuously.

To treat both slip, twinning and slip in the twined regions, Kalidindi[2] suggested the Total Lagragian Scheme (TLS). This work is based on the decomposition of the deformation gradient into components related with slip, twinning and slip deformations in the twined regions. The set of nonlinear constitutive equations for slip, twinning and slip-twinning deformation modes are fully linearized for a single Crystal. In this way, a fully implicit time integration schemes can be obtained.

2 KINEMATICS AND CONSTITUTIVE RELATIONS

2.1 Total Lagragian Scheme (TLS)

To consider twinning and slip deformations in the twined area, the decomposition of the velocity gradient tensor should be defined as follows,

\[
L^p = \left(1 - \int j^{(t)} dt \right) \sum_s j^{(s)} (s^{(s)} \otimes m^{(s)}) + \sum_{\alpha} j^{(\alpha)} \beta^{(\alpha)} (s^{(\alpha)} \otimes m^{(\alpha)}) + \sum_{\gamma} j^{(\gamma)} \delta^{(\gamma)} (s^{(\gamma)} \otimes m^{(\gamma)}) + \int j^{(t)} dt \sum_{\alpha} j^{(\alpha)} \beta^{(\alpha)} (s^{(\alpha)} \otimes m^{(\alpha)})
\]  

(1)

where,

- \( L^p \): Plastic velocity gradient
- \( j^{(t)} \): Rate of the volume fraction of the \( \mathcal{G} \) twin system
- \( \mathcal{G} \): Twinning system
- \( s^{(s)}, m^{(s)} \): Normalized vector of slip direction and normal to slip plane of \( \mathcal{G} \) slip system
- \( \mathcal{G}^{(s)} \): Characteristic shear strain of \( \mathcal{G} \) twinning system
- \( s^{(\alpha)}, m^{(\alpha)} \): Normalized vector of twinning direction and normal to twinning plane of \( \mathcal{G} \) twinning system
- \( \mathcal{G}^{(\gamma)} \): Slip rate of \( \mathcal{G} \) slip system in \( \mathcal{G} \) twinning system
- \( s^{(\gamma)}, m^{(\gamma)} \): Normalized vector of slip direction and normal to slip plane of \( \mathcal{G} \) slip system in \( \mathcal{G} \) twined area
The first term on the right hand side of eq. (1) means pure slip deformation in the non-twinned area. The second term means twinning deformation and the last term means slip deformation in the twinned area (Fig.1). The shear slip rate and the volume fraction rate are obtained from the Pan-Rice formula as follows,

$$
\dot{\gamma}_s^{(a)} = \dot{\gamma}_0 \text{sgn}\left( \tau_s^{(a)} \right) \left| \frac{\tau_s^{(a)}}{g_s^{(a)}} \right|^{-m} \quad \text{and} \quad \dot{\gamma}_t^{(p)} = \dot{\gamma}_0 \left( \frac{\tau_t^{(p)}}{g_t^{(p)}} \right)^{-m}
$$

where $\tau_s, \tau_t, \gamma_0, f_0$ and $m$ are the resolved shear stress, the critical resolved shear stress, the reference shear slip rate, the reference twinning rate and the rate sensitivity coefficient, respectively. Because of the asymmetry or polarity of the twinning mechanism, the following constraints should be applied,

$$
\int_0^{\gamma_t^{(p)}} \tau_t^{(p)} dt \geq f^{\text{threshold}}
$$

The threshold value for the TLS model means that twinning is finished after the accumulated volume fraction overcomes this value. These constraints for twinning are validated experimental and they explain the asymmetrical stress behavior between tension and compression deformation modes.

In order to obtain the slip shear strain rate at each slip system and the rate of volume fraction for twinning, the rate dependent crystal plasticity approach of Yoon et al. [3] is considered in this work. According to Yoon et al. [3], the Jaumann rate of Kirchhoff stress is defined as,

$$
\dot{\gamma}_s^{(a)} = \dot{\gamma}_0 \text{sgn}\left( \tau_s^{(a)} \right) \left| \frac{\tau_s^{(a)}}{g_s^{(a)}} \right|^{-m} \quad \text{and} \quad \dot{\gamma}_t^{(p)} = \dot{\gamma}_0 \left( \frac{\tau_t^{(p)}}{g_t^{(p)}} \right)^{-m}
$$

where $\tau_s, \tau_t, \gamma_0, f_0$ and $m$ are the resolved shear stress, the critical resolved shear stress, the reference shear slip rate, the reference twinning rate and the rate sensitivity coefficient, respectively. Because of the asymmetry or polarity of the twinning mechanism, the following constraints should be applied,

$$
\int_0^{\gamma_t^{(p)}} \tau_t^{(p)} dt \geq f^{\text{threshold}}
$$

The threshold value for the TLS model means that twinning is finished after the accumulated volume fraction overcomes this value. These constraints for twinning are validated experimental and they explain the asymmetrical stress behavior between tension and compression deformation modes.

$$
\int \dot{\gamma}_s^{(a)} dt \sum_a \gamma_s^{(a)} (s_s^{(a)} \otimes m_s^{(a)}) - \int \dot{\gamma}_t^{(p)} dt \sum_p \gamma_t^{(p)} (s_t^{(p)} \otimes m_t^{(p)}) - \sum_p \gamma_t^{(p)} (s_t^{(p)} \otimes m_t^{(p)})
$$

$$
\int (1 - \sum_p \gamma_t^{(p)}) dt \sum_a \gamma_s^{(a)} (s_s^{(a)} \otimes m_s^{(a)})
$$

Figure 1: Schematic illustration of decomposition of velocity gradient

In order to obtain the slip shear strain rate at each slip system and the rate of volume fraction for twinning, the rate dependent crystal plasticity approach of Yoon et al. [3] is considered in this work. According to Yoon et al. [3], the Jaumann rate of Kirchhoff stress is defined as,

$$
\dot{\gamma}_s^{(a)} = \dot{\gamma}_0 \text{sgn}\left( \tau_s^{(a)} \right) \left| \frac{\tau_s^{(a)}}{g_s^{(a)}} \right|^{-m} \quad \text{and} \quad \dot{\gamma}_t^{(p)} = \dot{\gamma}_0 \left( \frac{\tau_t^{(p)}}{g_t^{(p)}} \right)^{-m}
$$

As can be seen from equation (4), the Jaumann rate of Kirchhoff stress includes contributions from slip, twin and slip deformations in the twinned regions allowing in this way a more accurate prediction for metals with dominant twinning deformation mechanisms.
2.2 Predominat Twin Reorientation (PTR) method

In the Total Lagragian Scheme, the number of deformation systems is very high and, as a result, the CPU cost increases considerably. The PTR model doesn’t include slip deformations in the twinned areas. Also, the twinning mechanisms are only effective after a threshold value for the twinning volume fraction is achieved. These facts make the Predominat Twin Reorientation method computationally more effective than TLS method.

In the Predominat Twin Reorientation method, the velocity gradient is decomposed as follows,

\[ \mathbf{L} = \sum_a \dot{\phi}_a \left( \mathbf{s}^{(a)} \otimes \mathbf{m}^{(a)} \right) + \sum_{\rho} \dot{f}^{(\rho)} \gamma^{(\rho)} \left( \mathbf{s}^{(\rho)} \otimes \mathbf{m}^{(\rho)} \right) \]

which means that only the deformation by slip and twinning are included in the velocity gradient. In the PTR method, the accumulated volume fraction for twinning is tracked carefully. However, before the accumulated volume fraction reaches a threshold value, the grain is reoriented only by slip deformations. The threshold value is a parameter that can be fitted experimentally. According to Choi et al. [4], this threshold value can be defined as

\[ f^{\text{threshold}} = C_{\text{th}1} + C_{\text{th}2} f^{\text{accumulated}} \]

where \( C_{\text{th}1} \) and \( C_{\text{th}2} \) are material constants. The accumulated twined volume fractions from all of the twinning systems are compared with this threshold value at each time step. After the accumulated volume fraction reaches the threshold value, the grain is reoriented with respect to the dominant twinning deformation system.

3 RESULTS AND DISCUSSION

3.1 Analysis conditons

We have developed an analysis code based on both PTR and TLS methods for ABAQUS/Standard 6.10-1 user material routine (UMAT). Table 1 shows the material parameters used in the analysis. In the simulations, we used the same material parameters for both slip and twinning deformations. Also, we employed 12 slip systems, \{111\}
<110>, and 12 twinning systems, \{111\}
<112>, for a FCC material. We implemented the hardening rule for both slip and twinning systems described in the below equation,

\[ g = H_1 \left( \sum_{\rho} H_2 \left| \dot{\phi}_\rho \right| d\phi \right)^{H_3} \]

\[ \Delta g = \frac{\partial g}{\partial \dot{\phi}_\rho} \sum_{\rho} H_3 \dot{\phi}_\rho \]

For the TLS model, the threshold value for the twined volume fraction was set to 0.8. For the PTR model, we set the same material parameters \( C_{\text{th}1}=0.8 \) and \( C_{\text{th}2}=0 \) as for the TLS model for comparison purposes.

First A. Author, Second B. Author and Third C. Coauthor.
Table 1: Material parameters for both PTR and TLS

<table>
<thead>
<tr>
<th>Elastic component</th>
<th>C_{11}</th>
<th>91538.5 MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C_{12}</td>
<td>39230.8 MPa</td>
</tr>
<tr>
<td></td>
<td>C_{44}</td>
<td>26153.8 MPa</td>
</tr>
</tbody>
</table>

| Slip deformation  | H_{1}H_{2}H_{3} | 33 MPa, 0.0005-0.285 |
|                   | Reference slip rate | 0.005 |
|                   | Rate sensitivity component | 0.3 |

| Twinning deformation | H_{1}H_{2}H_{3} | 33 MPa, 0.0005-0.285 |
|                     | Reference twinning rate | 0.005 |
|                     | Rate sensitivity component | 0.3 |

In the TLS model, the number of active deformation systems is very high. To avoid it, we employed another threshold value for the activation of slip deformations in the twinned region. If the twinned volume fraction doesn’t reach the threshold value, we ignore the contribution of the slip deformation in the twinned region to the total deformation.

3.2 Results

Fig. 2 shows the stress-strain response of both PTR and TLS simulations. According to this result, there is no clear difference between both methods in tension and compression tests for low values of strain. But, for higher values of strain, the difference is more significative, specially for the compression test. Fig. 3 shows the total accumulated twinned volume fraction obtained from both methods. According to this result, the twinned region’s evolution is almost the same for both TLS and PTR methods at low strains. In the compression test at high strain, the PTR method’s total accumulated twinning volume fraction is clearly higher than the one obtained from the TLS method. Fig. 4 shows the activation ratio of each system. According to this result, the slip deformation in the twinned region was activated in the compression test at high strain. This result demonstrates that the slip deformation in the twinned region plays an important role if twinning deformation mechanisms occur extensively.
In the TLS model, the number of active deformation systems is very high. To avoid it, we employed another threshold value for the activation of slip deformations in the twined region. If the twined volume fraction doesn’t reach the threshold value, we ignore the contribution of the slip deformation in the twined region to the total deformation.

### 3.2 Results

Fig. 2 shows the stress-strain response of both PTR and TLS simulations. According to this result, there is no clear difference between both methods in tension and compression tests for low values of strain. But, for higher values of strain, the difference is more significative, specially for the compression test. Fig. 3 shows the total accumulated twined volume fraction obtained from both methods. According to this result, the twined region’s evolution is almost the same for both TLS and PTR methods at low strains. In the compression test at high strain, the PTR method’s total accumulated twinning volume fraction is clearly higher than the one obtained from the TLS method. Fig. 4 shows the activation ratio of each system. According to this result, the slip deformation in the twined region was activated in the compression test at high strain. This result demonstrates that the slip deformation in the twined region plays an important role if twinning deformation mechanisms occur extensively.

**Figure 2**: Stress strain response of PTR method and TLS

**Figure 3**: Total accumulated twined volume fraction

**Figure 4**: Activation ratio of each system of PTR method and TLS
4 CONCLUSIONS

- From the crystal plasticity simulations with PTR and TLS twinning models, it can be observed that the TLS compression stress is lower than the one predicted by the PTR model. The main reason for this difference is because the TLS twinning model considers additional slip deformation in the twinned regions.

- The PTR model is simpler, computationally more efficient but less accurate, essentially because of the assumption that twinning mechanism is only active after the twinning volume fraction overcomes a pre-defined threshold value. On the contrary, the TLS model considers twinning effects continuously with more active slip systems, resulting thus in a more accurate prediction for materials with dominant twinning deformation modes.
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Abstract. The prediction of strength properties of engineering materials, which in general are time dependent due to chemical reactions and deterioration processes, plays an important role during manufacturing and construction as well as with regard to durability aspects of materials and structures. On the one hand, the speed of production processes and the quality of products may be significantly increased by improved material performance at early ages. On the other hand, the life time of materials and structures can be enlarged and means of repair and maintenance can be optimized.

For determination of strength properties of composite materials, a multiscale approach is proposed in this paper. For upscaling of strength properties, numerical limit analysis considering discontinuity layout optimization (DLO) is employed. In a first step, DLO is applied to two-phase material systems, with the matrix being represented by node clouds. In this paper, adaptive techniques regarding the spatial distribution of nodes thus the discontinuity generation are introduced in DLO, improving the computational performance of DLO within upscaling of strength properties.

1 MOTIVATION

The prediction of strength properties of engineering materials, which in general are time dependent due to chemical reactions and deterioration processes, plays an important role during manufacturing and construction as well as with regard to durability aspects of materials and structures. On the one hand, the speed of production processes and the quality of products may be significantly increased by improved material performance at early ages. On the other hand, the life time of materials and structures can be enlarged and means of repair and maintenance can be optimized.
For determination of strength properties of composite materials, multiscale approaches are often employed. Several methods for prediction of strength of materials can be found in the literature, among these are e.g. continuum micromechanics [8], the finite-element method (FEM) [9], and numerical limit analysis (LA) [6].

In this work, a two-phase composite material exhibiting a matrix-inclusion morphology is considered. For upscaling of strength properties of these two-phase material systems, numerical limit analysis [1] considering discontinuity layout optimization (DLO) [2] is employed and extended towards adaptive discontinuity layout optimization (ADLO).

First, the methodology of the employed approach is discussed which is followed by the presentation of first results obtained from ADLO. Finally, concluding remarks and an outlook on future work are given.

2 METHODOLOGY

2.1 Fundamental principle of DLO

DLO is a limit-analysis methodology for determining strength properties of materials or collapse loads of structures. Recently, this method was applied to steel frames [3], geotechnical engineering [2], concrete slabs [4] as well as masonry structures [5].

DLO requires the generation of discontinuities, of which every one may be a potential failure discontinuity and, thus, contribute to the failure mode of the material or structure. With (i) the aid of linear programming (LP), (ii) assigning of material properties to every discontinuity (Mohr-Coulomb-type material), and (iii) the definition of boundary conditions, the discontinuities contributing to the failure mechanism are obtained, when the system reaches a total internal energy minimum. This leads to an upper bound (UB) formulation with the following LP problem (see [2]):

\[
\min \lambda f^T_L d = -f^T_D d + g^T p,
\]

subject to

\[
\begin{align*}
B d &= 0, \\
f^T_L d &= 1, \\
N p - d &= 0, \\
p &\geq 0.
\end{align*}
\]

In Equation (1), \(f_L\) and \(f_D\) are the vector for live and dead load, respectively, \(g\) is a matrix containing length and cohesive shear strength of the discontinuities, \(d\) is the vector of discontinuity displacements, \(B\) is the compatibility matrix, \(N\) is the plastic-flow matrix, and \(p\) is the vector of plastic multipliers.

In the present application, DLO is used to determine the strength properties of matrix-inclusion materials. For this purpose, the dead load will be disregarded.
2.2 Current methodology and limitations

So far, a constant set of regularly distributed nodes serves as basis for the definition of discontinuities. The size of the underlying LP problem increases rapidly for larger number of nodes and discontinuities, which cannot be solved on currently available personal computers with efficiency. Instead of generating all possible discontinuities among the nodes in the model, only discontinuities existing length lower than a certain threshold length are generated within the first step. Within an stepwise calculation, additional discontinuities are gradually added to the model in zones of plastic failure of the structure (see [2]). For the application of DLO to matrix-inclusion materials, this procedure has certain drawbacks. First, a constant (regular) set of nodes limits the number of possible failure modes to the orientation of the discontinuities. Second, in regions of the material where no discontinuities will fail, the density of the nodes remains constant, thus considering discontinuities not contributing to the failure mechanism. Third, in contrast to homogeneous materials, the node distribution at the boundary between matrix and inclusion is crucial for determination of strength properties, taking into account the influence of interface properties and the strength properties of materials.

2.3 Adaptive discontinuity layout optimization (ADLO)

With the mentioned limitations in mind, a random cloud of nodes giving the layout of the discontinuities is proposed in this paper. Hereby, the generation of discontinuities is performed with a delaundray triangulation [7]. The iterative adaptation of nodes in regions of plastic failure is illustrated in Figure 1 considering additional nodes in triangles and boundary discontinuities adjacent to discontinuities contributing to the failure mechanism. The ADLO algorithm involves the following steps:

- Preprocessing:
  - Node generation
  - Relaxation of nodes
  - Triangulation (discontinuity layout)
  - Discontinuity generation
  - Generation of compatibility matrix $B$
  - Generation of vector of plastic multipliers $p$
  - Application of external loads $f_L$

- Solving LP:
  - Solving LP problem (Equation (1))

- Postprocessing:
  - Location of failed discontinuities
  - Consideration of additional nodes in zones of material failure (see Figure 1)

Figure 2 illustrates the difference between regular (203 nodes, 738 discontinuities) and random node (288 nodes, 738 discontinuities) generation. While the regular node dis-
Figure 1: Illustration of node adaptation in zones of plastic failure: (a) failure mechanism obtained from current layout of discontinuities; (b) introducing additional nodes at the centroid of triangles and at the center of boundary discontinuities adjacent to this failure mechanism; (c) new layout of discontinuities.

The regular distribution leads to similar angles, the random layout of discontinuities, with subsequent adaptive refinement steps, yields a larger variety of angles and therefore a larger variety of possible failure modes.

Figure 2: Effect of node arrangement on discontinuity layout.

3 Results and Discussion

Process of adaptive node generation

For the demonstration of the adaptive node generation, a porous material with a single circular pore subjected to uniaxial loading is considered. Hereby, symmetry in horizontal and vertical direction are exploited. At the right boundary of the model, the load is applied. In Figure 3, thick lines indicate discontinuities which experience plastic defor-
mation and thereby contribute to material failure. The absolute value of the velocity is illustrated by the width of the lines.

![Figure 3: ADLO results obtained for porous material with one single circular pore: (a) material strength related to matrix strength as a function of refinement steps; (b) layout of discontinuities for different refinement steps](image)

The underlying material properties of the matrix phase are chosen as: cohesion = 1, angle of friction = 0, giving an angle of the failure mode of $\pi/4$ and a failure load of $f_t/f^M_t = 0.46$ (see [10]), were $f^M_t$ refers to the tensile strength of the matrix and $f_t$ to the tensile strength of the porous material. Both $f_t/f^M_t$ of 0.49 (obtained for refinement step 5) and the failure mode obtained from ADLO correlate well with the analytical solution.

**Porous material with two inclusions**

In the second example, a porous material with two circular pores subjected to uniaxial tensile loading is considered. By means of ADLO, the upper bound of the uniaxial tensile
strength is calculated. Hereby, the two pores are rotated with respect to the loading direction from $\beta = 0^\circ$ to $90^\circ$ [6]. Figure 4 illustrates the effect of $\beta$ on the results obtained from different sets of nodal distributions. The different results corresponding to one angle in Figure 4(a) reflect the influence of the nodal distribution on the predicted material strength.

![Figure 4: ADLO results obtained for porous material with two circular pores: (a) effect of $\beta$ on tensile strength and (b) discontinuity layout for three different angles of $\beta$ ($f_a$ volume fraction of air voids)](image)

3.1 Conclusion and outlook

In this work, an adaptive mode of the discontinuity layout optimization (DLO) for upscaling of strength properties is proposed. Hereby the regular generation of nodes is replaced by random nodal distribution, which is enhanced in an step-wise manner in zones
of plastic failure.
First results showed a good performance of the proposed node adaptation in plastic zones by ADLO. Also the improvement of the solution within increasing number of iteration step was illustrated. An example of a material with two inclusion showed the influence of the arrangement of the pores on the strength properties of the porous material.
Future work will focus on the refinement of the nodal enhancement in plastic zones. Moreover, removal of nodes in regions were no failure occurred shall be included.
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Abstract. Tensile failure of metals often occurs through void nucleation, growth and coalescence. In high-purity metals, void nucleation often operates at the nanoscale and is followed by plastic cavitation when the void attains the critical size for dislocation emission. This work is concerned with the study of plastic nanovoid cavitation in face-centered cubic (fcc) crystals at finite temperature. In particular, the Quasicontinuum (QC) method, suitably extended to finite temperatures (HotQC), is taken as the basis for the analysis. The Quasicontinuum method is a multiscale modeling scheme that seamlessly links continuum and atomistic descriptions. HotQC is a method for systematically coarse-graining atomistic models at finite temperature. We specifically focus on nanovoids in copper single crystals deforming in uniaxial and triaxial tension. The results of the calculations provide a detailed characterization of the cavitation mechanism, including the geometry of the emitted dislocations, the dislocation reaction paths and attendant macroscopic quantities of interest such as the cavitation pressure as a function of triaxiality.
1 INTRODUCTION

In order to understand the mechanical response of materials subject to dynamical loads, the knowledge of the physical and thermodynamical properties of materials is required. Tensile failure of metals often occurs through void nucleation, growth and coalescence. This process, known as spallation, has been the subject of extensive metallurgical investigation [1]. In high purity metals, void nucleation often operates at the nanoscale and is followed by plastic cavitation when the void attains the pressure and temperature dependent critical size for dislocation emission. The voids grow through nucleation and motion of dislocations.

Molecular dynamics (MD) techniques have been used by many authors to understand the mechanical response of materials based on the mechanisms controlling the growth and evolution of nanovoids [2, 14]. However, a correct simulation of plastic phenomena requires the use of very large systems and appropriate boundary conditions, which may result in complex MD models. Computed plastic work during void growth indicate that there is a growth threshold controlled by the stress required to nucleate dislocation activity. The time-scale for complete dynamic fracture (0.1–1 µs) is several orders of magnitude beyond the current limitations of molecular dynamics simulations. The study of slower strain rates, in the experimental range, requires much larger system sizes or a special continuum boundary condition. In this sense, multiscale modelling provides an alternative to MD simulation, especially for this type of problems.

The Quasicontinuum method (QC) is a multiscale modelling scheme that seamlessly links continuum and atomistic descriptions. In this paper we are going to use an extension of the static QC theory developed by [4] and subsequently adapted by [5], to systems in thermodynamic equilibrium and non-equilibrium (HotQC) established in [6]. Previous to this work, a number of finite-temperature extensions of QC were proposed within the framework of equilibrium statistical mechanics and thermodynamics [7, 8]. Whereas these formulations are effective for equilibrium problems, systems at uniform temperature, they cannot be applied to systems away from equilibrium. In [6] the probability density function of finding the system in a certain state is directly approximate by recourse to variational mean-filed theory and the maximum-entropy formalism. Every atom within the system has its own local statistical parameters, temperature and entropy. Therefore, the net result of the procedure is to define a non-equilibrium free energy depending on the positions and temperatures of all atoms. Conveniently, for several interatomic potentials of interest, including Lennard-Jones (LJ) and Embedded-Atom Method (EAM), the non-equilibrium free energy can be computed explicitly up to numerical quadratures, and the result may be regarded as a temperature-dependent interatomic potential. This structure greatly facilitates implementation, which is reduced to replacing ordinary interatomic potentials by temperature-dependent ones. It is worth emphasis that at no time in this procedure equilibrium statistical mechanics is invoked to define temperature and entropy or to determine the probability density function of the system. Thus, unlike the conven-
tional temperature and entropy defined in equilibrium thermodynamics and statistical mechanics, the local temperatures and entropies that arise in this theory are parameters that the mean-field probability density function is endowed with. For non-interacting atoms, the local temperatures and entropies do indeed coincide with the equilibrium values of each one of the atoms regarded as an isolated system in thermodynamic equilibrium, which justifies the use of terminology. Likewise, the non-equilibrium free energy is defined formally from the mean-field probability density function and reduces to the equilibrium free energy of the system when the temperature field is uniform.

Although experimental investigations [9, 10] indicate the existence of strong void size effects in plastic deformation of ductile materials with the growth of nanovoids, its experimental quantification remains an open problem. This size effect has been studied by [11] for periodic single crystals under different load conditions using discrete dislocation plasticity combined with a continuum strain gradient crystal plasticity theory. Similar techniques were applied by [12] to simulate the effect of lattice orientation on an isolated crystal with a cylindrical void.

Within the framework of MD, nanosized void growth in single crystal copper at finite temperature and high strain rates have been analyzed extensively. MD simulations of void growth at high strain-rate and room temperature [13], effect of stress triaxiality [14], void coalescence [15] have been carried out using the copper embedded atom method (EAM) potential due to [16]. More recently, [19] have studied the effect of loading orientation and initial void size at finite temperature using LAMMPS code and the EAM potential by [22].

Results are shown for numerical tests according to a non-equilibrium finite temperature problem using QC method. This problem has been studied by many authors, but none of them have included systems outside equilibrium. Also, the purpose of these tests is to understand the nucleation of particular arrangement of atoms around a nanovoid and the evolution of the temperature field in this process.

2 METHODOLOGY

2.1 The Quasicontinuum method (QC)

QC is a method for systematically coarse-graining lattice statics models. The method starts with a small and complete atomistic system around a core defect. Then the rest of the crystal is modelled in the geometry and reducing the configuration space of the crystal through a judicious application of a finite element-based kinematic constraints. To avoid full lattice sums, only atoms in small clusters, surrounding the representative atoms must be visited for computing the effective out-of-balance forces. Additionally, the selection of representative atoms is performed adaptively based on the local strain of the elements. The tolerance governing the adaptation process is set so that the full atomistic resolution is attained only in the presence of dislocations.

The force among atoms is directly computed by empirical potentials. As in conventional
continuum mechanics, QC permits the direct simulation of systems controlled through the application of remote boundary conditions. Details of the implementation of QC used in the present study and an analysis of convergence of the method may be found in [4].

Figure 1: Initial void and incipient dislocation structures for the uniaxial loading simulation (load is applied in the [110] direction).

2.2 Equilibrium and Non-Equilibrium (HotQC)

The QC extension to systems in thermodynamic equilibrium and non-equilibrium (HotQC) was developed in [6] and extended to the study of nanovoids in single crystals for the first time in [20]. This extension is possible by the application of a variational mean-field theory and the maximum-entropy (\textit{max-ent}) formalism. Using this formalism, we can directly approximate the probability density function to find the system in a certain state, not necessarily an equilibrium state. In this model, every representative atom has local state variables akin to temperature, entropy in addition to position, as parameters that determine the local statistics of the atom. Then, the \textit{max-ent} variational principle provides the most likely probability density function within the assumed mean-field class and consistent with all constraints on the systems.

Attention to macroscopic processes that are quasi-static is performed. Under these conditions, the net result of the \textit{max-ent} procedure is to define a non-equilibrium free energy depending on the positions and temperatures of all the atoms. The non-equilibrium free energy is computed explicitly by numerical quadratures and the result may be regarded as a temperature-dependent interatomic potential. The stable configuration of the system is found by minimization of the free energy for a given temperature field.

The next step in the development of the method therefore concerns the computations
of the evolving temperature field. We accomplish this by coupling the free-energy minimization problem to a diffusion form of the energy-balance equation. The proper form of the coupling is suggested by the variational formulation of coupled thermo-mechanics problems proposed in [21].

3 NUMERICAL TEST

We have carried out simulations under uniaxial and triaxial loading, using the empirical embedded-atom (EAM) potential due to Johnson [16]. For the uniaxial case, we consider a computational cell of size $432a_0 \times 432a_0 \times 432a_0$ ($a_0 = 0.3615\text{nm}$) of copper, containing a total of $120 \times 10^6$ atoms. A spherical void of $7.5a_0$ radius is created in the center of the cell with initial full atomistic resolution within a $16a_0 \times 16a_0 \times 16a_0$ region surrounding the void. The initial mesh contains 4052 nodes after removing the atoms from the void. The external load consists of a uniaxial expansion in the [110] direction which provides the simplest dislocation configuration. We prescribe pure dilatational displacements on the external boundary (deformation is increased by steps of 0.2% increments) with the strain rate of $5 \times 10^7 \text{s}^{-1}$. In every step of deformation a new stable equilibrium configuration is obtained by using the Polak-Ribière variant of the non-linear conjugate gradient algorithm. Previously to loading process the sample is allowed to expand isothermally at uniform temperature $T_0 = 300K$. In order to capture all the defects surrounding the void, we implement a routine that automatically remeshes the sample using the second invariant of the deviatoric part of the Lagrangian strain tensor as adaptivity indicator.

During this uniaxial simulation, the void first becomes elongated in the direction of the
expansion without dislocation emission. In a second phase, dislocations grow around the surface of the void. The structures of the incipient dislocations are shown in Figs. 1 and 2. The vectors [111] and [T1] indicate the plane of the stacking fault for FCC crystals. In Fig. 2 it is clearly seen the presence of stacking faults in \{111\} planes. On the intersection of these \{111\} planes, perfect dislocations labeled with 1/2[110]{001} and 1/2[T10]{001} appear. This first result agrees with the simulations presented in [17] and is the first step of the prismatic loop formation described in Fig. 1 in [18].
the void and is stopped when it reaches the limit of the atomistic region. This situation is obviously due to the computational mesh used in our simulations. Fig. 4 shows the stress-strain curve for the uniaxial loading simulation. We must note that the plotted strains and stresses are in the loading direction [110]. A comparison has been made with previous MD simulations of uniaxial loading in copper [14] with loading direction [001] (see Fig. 4). It is noteworthy that the elastic moduli are in good agreement, and the linear regime is approximately up to 8% of deformation for both cases. In the plastic region, there is a difference probably due to the differences in the void size, the potential used and the loading direction, that activates different slip systems. The void fraction is also plotted in Fig. 4. At low deformations, the void grows approximately linearly up to 8% of deformation. Next, the void changes the rate of growth, and the behavior is approximately exponential as indicated by continuum theories.

In order to study the thermoplastic behavior of the material at high strain rates the triaxial loading case is simulated. The void dislocation emission analysis requires more attention, for this reason this study is out of the scope of this work. Additionally, the temperature of the atoms around the void when the fracture occurs is also studied.

Fig. 5 shows the stress-strain curves for the triaxial case. In this curve, a linear regime is observed up to 4% of deformation, followed by a non-linear regime representing the plastic work around the void. At this stage, the fracture mechanism is initiated and dislocations are emitted away from the void. When the deformation reaches the 6%, the void has a drastically change in shape and volume. This process is called cavitation. After this point, the stiffness of the sample decreases and the fracture extends all over the sample. The temperature evolution of this process is shown in Fig. 6. In this figure a first linear stage up to 4% of deformation is observed and is identified with the linear stage in the stress-strain curve. Then, up to 6% of deformation, a change in the slope occurs, corresponding to the non-linear stage. When the deformation reaches the cavitation point, and due to the breakage of atomic bounds the temperature increases. Atoms belonging to the void surface and near to the void show a higher increase rate of temperature. As the deformation increases, the temperature oscillates due to the successive breakage of bounds. The temperature of the atoms on the void surface to the void surface is approximately constant after cavitation. In contrast, the temperature of the atoms away from the void increases during the cavitation process.

4 CONCLUSIONS

In this work we have applied an extension of the QC method to study the thermo-mechanical behavior of a nanovoid under tension in copper. The extension of the Quasicontinuum method to non-equilibrium systems has provided a detailed solution of the forces, deformation, and temperature at every point of the sample, with atomistic resolution close to the defect. In this region, both adiabatic as well as isothermal simulations indicate that a fragile fracture occurs in the material shortly after dislocation structures appear. The multiscale resolution of the Quasicontinuum approach then serves to com-
Figure 5: Virial stress for the triaxial loading case compared with MD results [14]. Note that at 6% of deformation the cavitation is reached and the material loss stiffness.

Figure 6: Temperature evolution during void growth process at different positions. Three temperatures are shows: a) void surface b) position close to the void surface and c) position away from the void surface.
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Abstract. In the present paper, a fully coupled numerical model is developed for the hydro-mechanical analysis of deforming, progressively fracturing porous media interacting with the flow of two immiscible, compressible wetting and non-wetting pore fluids. The governing equations involving the coupled two-phase fluid flow and deformation processes in partially saturated porous media containing cohesive cracks are derived within the framework of the generalized Biot theory. The displacement of the solid phase, the pressure of the wetting phase and the capillary pressure are taken as the primary unknowns of the three-phase formulation. A softening cohesive law is employed to describe the nonlinear behavior of the material in the fracture process zone. In order to account for the flux of the two fluid phases through the fracture faces, the mass balance equation for each flowing fluid inside the fully damaged zone and the cohesive zone is averaged over its cross section. The resulting equations provide mass couplings to the standard equations of the multiphase system. The effect of cracking and therefore change of porosity on the permeability of the damaged zone is also taken into account. To arrive at the discrete equations, the extended finite element method (XFEM) is utilized to discretize the weak form of the balance equations of mass and linear momentum in spatial domain along with the Generalized Newmark scheme for time domain discretization. By exploiting the partition of unity property of finite element shape functions, the evolving cohesive crack is simulated independently of the underlying finite element mesh and without continuous remeshing of the domain as the crack grows by adding enriched degrees of freedom to nodes whose support is bisected by the crack. For the numerical solution, the unconditionally stable direct time-stepping procedure is applied to solve the resulting system of strongly coupled non-linear algebraic equations using a Newton-Raphson iterative procedure. Finally, numerical simulations are presented to demonstrate the capability of the proposed method and the significant influence of the hydro-mechanical coupling between the continuum porous medium and the discontinuity on the results.
1 INTRODUCTION

The present paper focuses on the hydro-mechanical modeling of two-phase fluid flow in deforming, partially saturated porous media containing propagating cohesive cracks, which has practical applications in a broad range of engineering areas. In the literature, the topic of fluid flow in fractured/fracturing porous media has been dealt with in different ways: in [1] a numerical procedure for the simulation of hydraulically-driven fracture propagation in poroelastic materials has been presented combining the finite element method with the finite difference method, in [2] the problem of hydraulic cohesive crack growth in fully saturated porous media has been solved using the finite element method with mesh adaptation, in [3] a hydro-mechanical formulation for fully saturated geomaterials with pre-existing discontinuities has been presented based on the finite element method with zero-thickness interface elements, and the subject of fluid flow in fractured fully saturated systems and in fracturing unsaturated systems with passive gas phase has been treated in [4] and [5], respectively, using the extended finite element method, which is now extended to three-phase porous media. The three-phase numerical model developed here is based upon the mechanics of deformable porous media on the basis of the generalization of the Biot theory in conjunction with the cohesive fracture mechanics, which provides a suitable framework to describe the coupled hydro-mechanical and fracture mechanisms occurring in fracturing, multiphase porous media. In such multiphase systems, the coupling between the flow of the wetting and non-wetting phases in the pore spaces of the continuous porous medium and the discontinuity, the deformation of the solid phase, the fluid exchange between the discontinuity and the surrounding porous medium and the possible development of the discontinuity across which the cohesive tractions are transmitted is usually strong, which demands the fully coupled treatment of the problem. In the formulation presented herein, all these components are brought together to thoroughly simulate the deforming, partially saturated porous medium behavior in the presence of geomechanical discontinuities, thus exhibiting fluid flow, deformation and fracture processes properly.

The extended finite element method combined with the cohesive crack model yields an efficient approach to simulate the cohesive crack propagation [6-8]. In fracturing, partially saturated porous media, the crack growth occurs as the progressive decay of the cohesive tractions transferred across the fracture process zone and the imposition of the mean pore pressure onto the crack faces by means of the pore fluids within the crack. The tractions acting on the fracture faces give rise to the mechanical coupling between the fracture and the medium surrounding the fracture. Besides, the flux of the two fluid phases through the fracture borders leads to the mass transfer coupling, which is a subject of great interest in hydraulic fracturing.

2 THE PHYSICAL MODEL

The pores of the solid skeleton in the partially saturated porous medium are assumed to be filled up partly with water ($w$) and partly with gas ($g$). Thus, degrees of saturation of the liquid phase $S_w$ and the gaseous phase $S_g$ always sum to unity, i.e. $S_w + S_g = 1$. The capillary pressure between the two fluid phases is defined as $p_c = p_g - p_w$.

The stress relation is expressed by introducing the concept of the modified effective stress

$$\sigma'' = \sigma + \alpha m p$$

in which $\sigma$ is the total stress vector, $\sigma''$ is the modified effective stress vector, $m$ is the identity vector, $p$ denotes the mean pore pressure applied by the porous fluids on the solid skeleton, which
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is given by the averaging technique \( p = S_w p_w + S_g p_g \), and \( \alpha \) is the Biot constant. The constitutive equation of the solid phase in the continuum medium surrounding the crack is expressed by an incrementally linear modified effective stress-strain relationship

\[
\sigma'' = D \varepsilon
\]

(2)

where \( D \) represents the tangential constitutive matrix of the continuum.

The non-linear behavior of the fracturing material in the cohesive zone is governed by a traction-separation law relating the cohesive tractions to the relative displacements

\[
t_d = t_d([u])
\]

(3)

where \( t_d \) is the cohesive traction transmitted across the fracture process zone and \([u]\) is defined as the relative displacement vector at the discontinuity. In quasi-brittle materials, as soon as the failure limit of the material is exceeded, the cohesive zone develops in which the material exhibits a softening behavior. Linearization of the cohesive relation (3) results in

\[
dt_d = T d[u]
\]

(4)

in which \( T \) represents the tangential modulus matrix of the discontinuity to be used in the iterative solution procedure, obtained from the relation \( T = \partial t_d / \partial [u] \).

3 GOVERNING EQUATIONS

3.1 Strong form

In what follows, the equations specifying the problem are written in terms of the displacement of the solid phase, the pressure of the wetting phase and the capillary pressure. For a more detailed presentation of the governing equations see Ref. [9].

The linear momentum balance equation for the porous medium can be written as

\[
\nabla \cdot \sigma + \rho \mathbf{b} - \rho \ddot{\mathbf{u}} = 0
\]

(5)

where \( \ddot{\mathbf{u}} \) is the acceleration vector of the solid phase, \( \mathbf{b} \) is the body force vector, \( \rho \) is the average density of the multiphase system defined as \( \rho = (1 - n) \rho_s + n(S_w \rho_w + S_g \rho_g) \), in which \( n \) stands for the porosity of the porous medium.

The continuity equations for the flow of wetting and non-wetting phase fluids through the deforming, isothermal porous medium can be written as

\[
\frac{1}{Q_{ww}} \dot{p}_w + \frac{1}{Q_{wc}} \dot{p}_c + \alpha \nabla \cdot \dot{\mathbf{u}} + \nabla \cdot \dot{\mathbf{w}}_w + \nabla \cdot \dot{\mathbf{w}}_g = 0
\]

\[
\frac{1}{Q_{cw}} \dot{p}_w + \frac{1}{Q_{cc}} \dot{p}_c + \alpha S_g \nabla \cdot \dot{\mathbf{u}} + \nabla \cdot \dot{\mathbf{w}}_g = 0
\]

(6)

where \( \dot{\mathbf{u}} \) is the solid velocity vector, and \( \dot{\mathbf{w}}_w \) and \( \dot{\mathbf{w}}_g \) are the Darcy velocity vectors of the two flowing fluids. The compressibility coefficients are defined as

\[
\frac{1}{Q_{ww}} = \frac{\alpha - n}{K_s} + \frac{n S_w}{K_w} + \frac{n S_g}{K_g}
\]

\[
\frac{1}{Q_{wc}} = \frac{\alpha - n}{K_s} \left( (1 - S_w) - p_c \frac{\partial S_w}{\partial p_c} \right) + \frac{n S_g}{K_g}
\]

(7)
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\[ \frac{1}{Q_{cw}} = \frac{(\alpha - n)S_g}{K_s} + \frac{nS_g}{K_g} \]
\[ \frac{1}{Q_{cc}} = \frac{(\alpha - n)S_g}{K_s} \left( (1 - S_w) - p_c \frac{\partial S_w}{\partial p_c} \right) - n \frac{\partial S_w}{\partial p_c} \frac{\partial S_g}{\partial p_c} + \frac{nS_g}{K_g} \]

in which \( K_w \) and \( K_g \) are the bulk moduli of the porous fluids.

The Darcy relation for pore fluid flow can be written as
\[ \mathbf{w}_\alpha = \mathbf{k}_\alpha \left[ -\nabla p_\alpha + \rho_\alpha (\mathbf{b} - \bar{\mathbf{u}}) \right] \quad \alpha = w, g \] (8)
where \( \mathbf{k}_w \) and \( \mathbf{k}_g \) are the permeability matrices of the porous medium to the pore fluids, which are generally evaluated by the following expression
\[ \mathbf{k}_\alpha = k \frac{k_{\alpha \alpha}}{\mu_\alpha} \quad \alpha = w, g \] (9)
in which \( k \) denotes the intrinsic permeability matrix of the porous medium, which is simply replaced by a scalar value \( k \) for the isotropic medium, \( k_{\alpha \alpha} \) is the relative permeability coefficient of the fluid, and \( \mu_\alpha \) denotes the dynamic viscosity of the fluid.

The permeability inside the fracture, i.e. the fully damaged zone and the micro-cracked zone, is strongly influenced by the change in the pore spaces of the solid skeleton as a result of cracking and micro-cracking processes. To this end, the pore fluid flow within the fracture is modeled by means of Darcy law with porosity dependent permeability, in which the dependence of the fracture permeability on the porosity is incorporated into the formulation via the coefficient \( k_{n_d} \)
\[ \mathbf{k}_{ad} = k \frac{k_{n_d} k_{\alpha \alpha}}{\mu_\alpha} \quad \alpha = w, g \] (10)
The following relation based on Ref. [10] is assigned to \( k_{n_d} \)
\[ k_{n_d}(n_d) = 10^\delta_{n_d}, \quad \delta_{n_d} = \frac{6(n_d - n)}{0.3 - 0.4n} \] (11)
where \( n_d \) and \( n \) are the current and the initial porosity of the fracture material, respectively.

**Figure 1**: Boundary conditions of the body \( \Omega \) involving the geomechanical discontinuity \( \Gamma_d \)
3.2 Weak form

To develop the equations, the two-dimensional domain Ω bounded by the boundary Γ is considered. As depicted in Fig. 1, the domain contains the geomechanical discontinuity Γd.

The weak form of the equilibrium equation for the multiphase system is given by

\[
\int_{\Omega} \nabla \eta : \sigma \, d\Omega + \int_{\Omega} \rho \eta \, \dot{u} \, d\Omega + \int_{\Gamma} \left[ \eta \right] \left( t_d - \alpha \rho n_{r_d} \right) \, d\Gamma = \int_{\Omega} \eta \, \mathbf{f} \, d\Omega + \int_{\Omega} \rho \eta \, b \, d\Omega
\]  

(12)

which must hold for any kinematically admissible test function for the fluid phases is given by

\[
\int_{\Omega} \zeta_w \frac{1}{Q_{ww}} \dot{p}_w \, d\Omega + \int_{\Omega} \zeta_w \frac{1}{Q_{wc}} \dot{p}_c \, d\Omega + \int_{\Omega} \zeta_w \alpha \nabla \cdot \dot{u} \, d\Omega + \int_{\Omega} \left( k_w + k_g \right) \nabla \zeta_w \cdot \nabla p_w \, d\Omega
\]

\[
+ \int_{\Gamma} k_g \nabla \zeta_w \cdot \nabla p_c \, d\Omega + \int_{\Omega} \left( k_w \rho_w + k_g \rho_g \right) \nabla \zeta_w \cdot \dot{u} \, d\Omega - \int_{\Gamma} \zeta_w (q_{wd} + q_{gd}) \, d\Gamma
\]

\[
= \int_{\Omega} \left( k_w \rho_w + k_g \rho_g \right) \nabla \zeta_w \cdot b \, d\Omega - \int_{r_{ew}} \zeta_w \bar{q}_w \, d\Gamma - \int_{r_{gd} \cap r_{ew}} \zeta_w \bar{q}_g \, d\Gamma
\]

(13)

which must hold for any kinematically admissible test function for the wetting phase pressure \( \zeta_w \) and the capillary pressure \( \zeta_w \), respectively, each disappearing on the boundary portion where the corresponding essential boundary condition is imposed. \( q_{wd} \) and \( q_{gd} \) are the leakage fluxes of the two pore fluids along the fracture toward the surrounding porous medium, which implies that there exists a discontinuity in the normal flow of the pore fluids across \( \Gamma_d \). In order to arrive at a relation for the leakage flux of the pore fluids into the medium surrounding the discontinuity, the flow continuity equation for each flowing fluid inside the fracture is averaged over its cross section. Following this, the leakage terms appearing in the weak form of the wetting and non-wetting fluid flow continuity equations of the continuum medium are respectively obtained as

\[
q_{wd} + q_{gd} = -2h \left[ \frac{1}{Q_{ww}} \dot{p}_w - \frac{1}{Q_{wc}} \dot{p}_c - 2h \alpha \left( \frac{\partial \dot{u}_x'}{\partial x'} \right) - \alpha \left[ \bar{u}_y' \right] \right]
\]

\[
-2h \frac{\partial}{\partial x'} \left( k_w \left[ -\frac{\partial \rho_w}{\partial x'} + \rho_w (b_{x'} - \langle \bar{u}_x' \rangle) \right] \right)
\]

(14)
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\[-2h \frac{\partial}{\partial x^i} \left( k_{ad} \left[ - \frac{\partial p_w}{\partial x^i} - \frac{\partial p_c}{\partial x^i} + \rho g (b_{x^i} - \langle \bar{u}_{x^i} \rangle) \right] \right) \]

\[ q_{ad} = -2h \frac{1}{Q_{cw}} p_w - 2h \frac{1}{Q_{cc}} \dot{p}_c - 2h \alpha (1 - S_w) \left( \frac{\partial \bar{u}_{x^i}}{\partial x^i} \right) - \alpha (1 - S_w) \left[ \bar{u}_{y'} \right] \]

\[-2h \frac{\partial}{\partial x^i} \left( k_{ad} \left[ - \frac{\partial p_w}{\partial x^i} - \frac{\partial p_c}{\partial x^i} + \rho g (b_{x^i} - \langle \bar{u}_{x^i} \rangle) \right] \right) \]

(15)

in which the notation \([\ast] = \ast^+ - \ast^-\) represents the difference between the corresponding values at the two fracture faces and \((\ast) = (\ast^+ + \ast^-)/2\) is specified as the average of the corresponding values at the discontinuity faces.

4 DISCRETIZATION OF THE GOVERNING EQUATIONS AND SOLUTION PROCEDURE FOR THE DISCRETIZED SYSTEM

In order to account for the displacement jump across the fracture, the displacement field should be discontinuous. In addition, to take into account each fluid flow jump normal to the fracture, it is required that the water pressure and also the capillary pressure field be continuous, while their corresponding gradient normal to the fracture be discontinuous.

Thus, the extended finite element approximation of the displacement field is written as

\[ \bar{u}^h(\mathbf{x}, t) = \sum_{i \in \mathcal{N}} N_{ui}(\mathbf{x}) \, \mathbf{u}(t) + \sum_{i \in \mathcal{N}^{enr}} N_{ui}(\mathbf{x}) \frac{1}{2} \left( H_{r_d}(\mathbf{x}) - H_{r_d}(\mathbf{x}_i) \right) \, \bar{u}_i(t) \]

(16)

where \(N_{ui}(\mathbf{x})\) is the standard finite element shape function of node \(i\), \(\mathcal{N}\) is the set of all nodes in the mesh, and \(\mathcal{N}^{enr}\) is the set of enriched nodes defined as the set of nodes in the mesh whose support is bisected by the discontinuity. To ensure that the displacement jump is zero at the discontinuity tip, the nodes belonging to the element edge on which the discontinuity tip lies are not enriched. \(\mathbf{u}(t)\) and \(\bar{u}_i(t)\) are the standard and enriched degrees of freedom, respectively. The discontinuous function \(H_{r_d}(\mathbf{x})\) is taken as the sign function centered on the line of the discontinuity \(\Gamma_d\), i.e. \(H_{r_d}(\mathbf{x}) = \text{sign}(\phi(\mathbf{x}))\), in which \(\phi(\mathbf{x})\) is the level set function.

Symbolically, the enriched finite element approximation of the displacement field in Eq. (16) can be written in the following form

\[ \bar{u}^h(\mathbf{x}, t) = \mathbf{N}_u(\mathbf{x}) \, \mathbf{U}(t) + \mathbf{N}_u^{enr}(\mathbf{x}) \, \bar{U}(t) \]

(17)

in which \(\mathbf{N}_u(\mathbf{x})\) is the matrix of the standard shape functions, and \(\mathbf{N}_u^{enr}(\mathbf{x})\) is referred to as the matrix of the enriched shape functions. \(\mathbf{U}(t)\) is the vector of the standard displacement degrees of freedom, and \(\bar{U}(t)\) is the vector of the enriched displacement degrees of freedom.

The water pressure as well as the capillary pressure is approximated as

\[ p_w^h(\mathbf{x}, t) = \sum_{i \in \mathcal{N}} N_{pa_l}(\mathbf{x}) \, p_{al}(t) + \sum_{i \in \mathcal{N}^{enr}} N_{pa_l}(\mathbf{x}) \left( D_{r_d}(\mathbf{x}) - D_{r_d}(\mathbf{x}_i) \right) R(\mathbf{x}) \, \bar{p}_{al}(t) \]

(18)

where \(N_{pa_l}(\mathbf{x})\) are the standard finite element shape functions. Nodes in \(\mathcal{N}^{enr}\) have their support bisected by the discontinuity. It is essential that the leakage flux vanish at the discontinuity tip. This is assured by requiring that the nodes on the element edge with which the discontinuity tip coincides not be enriched. \(p_{al}(t)\) and \(\bar{p}_{al}(t)\) are the standard and enriched pressure degrees of freedom, respectively. \(D_{r_d}(\mathbf{x})\) is the distance function, i.e. \(D_{r_d}(\mathbf{x}) = |\phi(\mathbf{x})|\). \(R(\mathbf{x})\) is a weight
function with compact support given by
\[ R(x) = \sum_{i\in N_{\text{enr}}} N_{p_a}(x) \quad \alpha = w, c \] (19)

It is noted that the multiplication with \( R(x) \) causes the weighted enrichment function to vary continuously between the standard enrichment function and zero in the elements whose some nodes are in the enriched nodal set, reproducing the standard enrichment function in the elements whose all nodes are in the enriched nodal set. The enriched formulation in Eq. (18) has the form of the enrichment function in common with the modified formulation in [11,12], but the nodes chosen for enrichment conform with those of the standard one.

Likewise, the enriched finite element approximation of the water pressure and capillary pressure fields in Eq. (18) can be rewritten as
\[ p_a^h(x, t) = N_{p_a}(x) p_a(t) + N_{p_a}^{\text{enr}}(x) \bar{p}_a(t) \quad \alpha = w, c \] (20)

Following Bubnov–Galerkin, the discretized form of the equations defining the multiphase problem is reached

\[
\begin{align*}
&M_{uu} \ddot{U} + M_{u\bar{u}} \ddot{\bar{U}} + \int_{\Omega} B^T \sigma'' d\Omega - Q_{uw} p_w - Q_{uw} \bar{p}_w - Q_{uc} p_c - Q_{uc} \bar{p}_c = F_u^{\text{ext}} \\
&M_{u\bar{u}} \ddot{U} + M_{\bar{u}u} \ddot{\bar{U}} + \int_{\Omega_{\text{enr}}} (B^{\text{enr}})^T \sigma'' d\Omega - Q_{uw}^e p_w - Q_{uw}^e \bar{p}_w - Q_{uc}^e p_c - Q_{uc}^e \bar{p}_c + F_u^{\text{int}} = F_u^{\text{ext}} \\
&M_{wU} \ddot{U} + M_{w\bar{U}} \ddot{\bar{U}} + Q_{\bar{U}w} U + Q_{\bar{U}w}^e \bar{U} + C_{uw} p_w + C_{uw} \bar{p}_w + C_{wc} p_c + C_{wc} \bar{p}_c + H_{wU} p_w + H_{wU} \bar{p}_w + H_{wc} p_c + H_{wc} \bar{p}_c = F_w^{\text{ext}} \\
&M_{w\bar{U}} \ddot{U} + M_{\bar{U}w} \ddot{\bar{U}} + Q_{\bar{U}w} U + Q_{\bar{U}w}^e \bar{U} + C_{uw} p_w + C_{uw} \bar{p}_w + C_{wc} p_c + C_{wc} \bar{p}_c + H_{wU} p_w + H_{wU} \bar{p}_w + H_{wc} p_c + H_{wc} \bar{p}_c = F_w^{\text{int}} \\
&M_{cu} \ddot{U} + M_{c\bar{U}} \ddot{\bar{U}} + Q_{\bar{U}c} U + Q_{\bar{U}c}^e \bar{U} + C_{cw} p_w + C_{cw} \bar{p}_w + C_{cc} p_c + C_{cc} \bar{p}_c + H_{wc} p_w + H_{wc} \bar{p}_w + H_{cc} p_c + H_{cc} \bar{p}_c = F_c^{\text{ext}} \\
&M_{c\bar{U}} \ddot{U} + M_{\bar{U}c} \ddot{\bar{U}} + Q_{\bar{U}c} U + Q_{\bar{U}c}^e \bar{U} + C_{cw} p_w + C_{cw} \bar{p}_w + C_{cc} p_c + C_{cc} \bar{p}_c + H_{wc} p_w + H_{wc} \bar{p}_w + H_{cc} p_c + H_{cc} \bar{p}_c = F_c^{\text{int}} \\
\end{align*}
\] (21)

The above equation system is then discretized in time domain following the line of the well-known Newmark scheme. To advance the solution in time, the link between the successive values of the unknown field variables at time \( t_{n+1} \) and the known field variables at time \( t_n \) is established by applying GN22 and GN11 to the displacement and pressure variables, respectively, as
\[
\begin{align*}
\dot{U}^{n+1} &= a_0 (U^{n+1} - U^n) - a_2 \dot{U}^n - a_4 \ddot{U}^n \\
\dot{\bar{U}}^{n+1} &= a_1 (U^{n+1} - U^n) - a_3 \dot{U}^n - a_5 \ddot{U}^n \\
\ddot{U}^{n+1} &= a_0 (\ddot{U}^{n+1} - \ddot{U}^n) - a_2 \ddot{U}^n - a_4 \dddot{U}^n \\
\ddot{\bar{U}}^{n+1} &= a_1 (\ddot{\bar{U}}^{n+1} - \ddot{\bar{U}}^n) - a_3 \ddot{\bar{U}}^n - a_5 \dddot{\bar{U}}^n \\
\dot{p}_a^{n+1} &= a_1 (p_a^{n+1} - p_a^n) - a_3 \dot{p}_a^n \\
\dot{\bar{p}}_a^{n+1} &= a_1 (\dot{\bar{p}}_a^{n+1} - \dot{\bar{p}}_a^n) - a_3 \dot{\bar{p}}_a^n \\
\end{align*}
\] (22)
in which \( a_0 = \frac{1}{\beta \Delta t^2} \), \( a_1 = \frac{\gamma}{\beta \Delta t} \), \( a_2 = \frac{1}{\beta \Delta t} \), \( a_3 = \frac{\gamma}{\beta - 1} \), \( a_4 = \frac{1}{2\beta - 1} \), \( a_5 = \Delta t (\gamma / 2\beta - 1) \), \( a'_1 = \frac{1}{\theta \Delta t} \) and \( a'_2 = \frac{1}{\theta - 1} \). In these relations, \( \Delta t = t_{n+1} - t_n \) is the time increment, and \( \beta, \gamma \) and \( \theta \) are the Newmark parameters. To guarantee the unconditional stability of the time integration procedure, the Newmark parameters must be chosen such that \( \gamma \geq 0.5 \), \( \beta \geq 0.25(0.5 + \gamma)^2 \), and \( \theta \geq 0.5 \).

In order to resolve the system of fully coupled non-linear algebraic equations at each time step, the direct solution procedure is employed. In this numerical strategy, the discrete system of equations is solved at any specified time \( t_{n+1} \) applying the Newton–Raphson iterative algorithm to its residual form, \( \mathbf{\Psi}^{n+1} = 0 \). By expanding the residual equations with the first-order truncated Taylor series, the following linear approximation for the non-linear system to be solved is reached

\[
\sum_{i=1}^{4} \psi_{i, n+1} = \begin{pmatrix}
\psi_{u, n+1}^{i+1}
\psi_{u, n+1}^{i+1}
\psi_{w, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{c, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{c, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{c, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{c, n+1}^{i+1}
\psi_{\phi, n+1}^{i+1}
\psi_{c, n+1}^{i+1}
\end{pmatrix}
= \begin{pmatrix}
d\psi_{u, n+1}^{i+1}
d\psi_{w, n+1}^{i+1}
d\psi_{\phi, n+1}^{i+1}
d\psi_{\phi, n+1}^{i+1}
d\psi_{c, n+1}^{i+1}
d\psi_{\phi, n+1}^{i+1}
d\psi_{c, n+1}^{i+1}
d\psi_{\phi, n+1}^{i+1}
d\psi_{c, n+1}^{i+1}
\end{pmatrix} = 0
\tag{23}
\]

where \( J \) is the well-known Jacobian matrix, defined as \( \partial \psi^{i,n+1}/\partial \mathbf{X}^{i,n+1} \) in which \( \mathbf{X} \) represents the vector of nodal unknowns, \( \mathbf{X} = [\mathbf{U}^T \quad \mathbf{U}^T \quad \mathbf{P}^T_w \quad \mathbf{P}^T_w \quad \mathbf{P}^T_c \quad \mathbf{P}^T_c]^T \). By finding the solution of the linearized system of equations (23), i.e. the increment of the standard and enriched nodal degrees of freedom, the corresponding nodal unknowns are subsequently attained through the incremental relation \( \mathbf{X}^{i+1,n+1} = \mathbf{X}^{i,n+1} + d\mathbf{X}^{i+1,n+1} \).

5 NUMERICAL SIMULATION RESULTS

The square plate with the edge crack of length 0.05 m lying along its symmetry axis is simulated. The length sides of the plate is 0.25 m. The plate is loaded in tension by two uniform vertical velocities with magnitude \( \ddot{u} = 2.35 \times 10^{-2} \) \( \mu m/s \) applied in opposite directions to the top and bottom edges of the plate. It is assumed that the plate has impervious boundaries to both fluids. Initially, the fully saturated condition is supposed. In the cohesive zone, the linear softening cohesive law is applied. The material properties of the partially saturated porous medium are listed in Table 1. For fracture analysis, the cohesive fracture parameters of the material are set as follows: the cohesive strength \( \sigma_c = 2.7 \) MPa and the cohesive fracture energy \( G_c = 95 \) N/m.

The constitutive relations for the water saturation as well as the water and gas relative permeabilities are assumed on the basis of the van Genuchten-Mualem (VGM) model

\[
S_w = S_{rw} + (1 - S_{rw}) \left[ 1 + \left( \frac{p_c}{p_{ref}} \right)^{1/(1-m)} \right]^{-m}
\]

\[
k_{rw} = S_e^{1/2} \left[ 1 - \left( S_e^{1/m} \right)^{2m} \right]^2
\]

\[
k_{rg} = (1 - S_e)^{1/2} \left[ 1 - \left( S_e^{1/m} \right)^{2m} \right]^{2m}
\]

in which the residual water saturation \( S_{rw} = 0 \), the empirical curve-fitting parameter \( m = 0.4396 \), the reference pressure \( p_{ref} = 18.6 \) MPa, and the effective water saturation \( S_e \) is defined as \( S_e = (S_w - S_{rw})/(1 - S_{rw}) \).
The numerical analysis of the plate is performed employing the three-phase model as well as the passive gas phase assumption. In these modelings, a comparison is made between the numerical results obtained considering the full coupling, i.e. the mechanical and the mass transfer coupling between the crack and the surrounding porous medium, and disregarding the mass transfer coupling. In the latter case, the interfacial flux vectors in the system of equations to be solved are omitted. Subsequently, the water pressure and capillary pressure fields need not be enriched any longer. Thus, the crack is not identified as a discontinuity in the fluid flow normal to the crack. That is, in the case without the mass transfer coupling term, no distinction is made between the flow of the pore fluids in the crack and in the porous medium surrounding the crack.

The numerical analysis continues until the crack tip gets to the right-hand side of the plate. The simulation results are presented for the time step before the crack propagates through the whole plate. Fig. 2 exhibits the contours of the water pressure for different simulations. As can be seen, incorporating the mass transfer coupling term into the simulation results in high negative water pressures concentrated in the vicinity of the crack, which implies that the pore water is drawn into the crack. These effects can also be distinguished in the contours of the gas pressure shown in Fig. 3, which result from the three-phase model. As observed in this figure, the negative pressures are greater in the case with full coupling than those without the mass transfer coupling. Moreover, it can be noticed that allowing for the interfacial flux along the crack leads to the considerable decrease of the gas pressure in the area surrounding the crack. This causes the pore gas to flow toward the crack. The gas pressure contours reveal that the values of the gas pressure, ignored in the model based on the assumption of the passive gas phase, can be as large as those of the water pressure. The impact of the incorporation of the mass transfer coupling on the results can further be evidenced by comparing the contours given in Figs. 4 and 5 representing the norm of the water pressure and gas pressure gradients, respectively. In accordance with what was observed before, pressure gradients with high values develop in the zone around the crack due to the mass transfer coupling. It also appears that the simulation in which all primary variables are enriched results in much higher values of the pressure gradient compared with those obtained without the water pressure and the capillary pressure enrichment. The results obtained with the passive gas phase assumption qualitatively correspond to those reported in Ref. [5].

Table 1: Material properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young's modulus</td>
<td>$E = 25.85$ GPa</td>
</tr>
<tr>
<td>Poisson's ratio</td>
<td>$\nu = 0.18$</td>
</tr>
<tr>
<td>Biot's constant</td>
<td>$\alpha = 1$</td>
</tr>
<tr>
<td>Initial porosity</td>
<td>$n = 0.2$</td>
</tr>
<tr>
<td>Solid phase density</td>
<td>$\rho_s = 2000$ kg/m$^3$</td>
</tr>
<tr>
<td>Water density</td>
<td>$\rho_w = 1000$ kg/m$^3$</td>
</tr>
<tr>
<td>Air density</td>
<td>$\rho_g = 1.2$ kg/m$^3$</td>
</tr>
<tr>
<td>Bulk modulus of solid phase</td>
<td>$K_s = 13.46$ GPa</td>
</tr>
<tr>
<td>Bulk modulus of water</td>
<td>$K_w = 0.2$ GPa</td>
</tr>
<tr>
<td>Bulk modulus of air</td>
<td>$K_g = 0.1 \times 10^{-3}$ GPa</td>
</tr>
<tr>
<td>Intrinsic permeability</td>
<td>$k = 2.78 \times 10^{-21}$ m$^2$</td>
</tr>
<tr>
<td>Dynamic viscosity of water</td>
<td>$\mu_w = 5 \times 10^{-4}$ Pa s</td>
</tr>
<tr>
<td>Dynamic viscosity of air</td>
<td>$\mu_g = 5 \times 10^{-6}$ Pa s</td>
</tr>
<tr>
<td>Atmospheric pressure</td>
<td>$p_{atm} = 0$ Pa</td>
</tr>
</tbody>
</table>

Atmospheric pressure $p_{atm} = 0$ Pa
Figure 2: Water pressure (Pa) contours: (a) three-phase model with full coupling, (b) three-phase model without mass transfer coupling, (c) passive air phase model with full coupling and (d) passive air phase model without mass transfer coupling.

Figure 3: Gas pressure (Pa) contours: (a) three-phase model with full coupling and (b) three-phase model without mass transfer coupling.
Toktam Mohammadnejad and Amir Reza Khoei.

**Figure 4:** Norm of the water pressure gradient (Pa/m) contours (logarithmic scale): (a) three-phase model with full coupling, (b) three-phase model without mass transfer coupling, (c) passive air phase model with full coupling and (d) passive air phase model without mass transfer coupling

**Figure 5:** Norm of the gas pressure gradient (Pa/m) contours (logarithmic scale): (a) three-phase model with full coupling and (b) three-phase model without mass transfer coupling
6 CONCLUSIONS

In this paper, a numerical model was developed to simulate the flow of wetting and non-wetting pore fluids in progressively fracturing, partially saturated porous media in which the mechanical and the mass transfer coupling between the crack and the porous medium surrounding the crack were taken into account. For numerical simulation, the multiphase formulation was established based upon the linear momentum balance equation for the multiphase system and the flow continuity equation for each fluid phase. The cohesive crack concept was introduced, which gives the possibility to describe the non-linear behavior of the quasi-brittle material in the fracture process zone. In numerical modeling, the partition of unity property of finite element shape functions was exploited, which allows the local characteristic to be incorporated into the standard finite element approximation. The proposed method was successfully applied to the example involving a plate with a propagating cohesive crack, which puts in evidence the performance and applicability of the method. As illustrated in this example, the results are highly affected by inserting the discontinuity in the pressure normal derivative and thus considering the mass transfer coupling through the enrichment of the pressure field. In addition, it was verified that for a complete analysis of the problem the three-phase model is needed to be employed.
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Abstract. A 3D meso-scale model for failure of heterogeneous quasi-brittle materials is presented. At such scale, concrete can be represented as an heterogeneous material with two phases, where aggregates are included within the concrete. The model problem of heterogeneous materials that is addressed in detail here is based, on the one hand, on FE models with embedded discontinuities and, on the other hand, on a morphological representation using Gaussian or Gaussian related random field excursion sets.

1 Introduction

In view of the growing complexity of macroscopic models of concrete like materials, the question of multi-scale observation became relevant. It clearly appears that macroscopic behaviours of such material (cracking, creep...) take their origin at smaller scales (mesoscopic, microscopic...). The framework presented here is to be seen in this context, and especially in a sequenced way (as opposed to integrated one [1]) where the macroscopic behaviour comes from a mesoscopic description of the material. At this particular scale, concrete must be represented as heterogeneous materials. Therefore, both mechanical and geometrical properties have to be represented by the framework.

This communication first present a morphological modeling framework for heterogenous materials. A concrete like material described as a two-phase material is considered here, where inclusions (aggregates) are included within a matrix (cement past and sand). The idea behind this morphological model is to yield the phases from random field excursion sets. Moreover, adding more phases in order to extend possibilities of representation is possible by adding excursion sets. If the framework deals with correlated Gaussian or Gaussian related random field (such as the chi-square distribution - $\chi^2$), an analytic
formulae links the random field characteristics with geometrical and topological quantities (volume, surface area, Euler Characteristic...) of the underlying excursion set. This link has been recently made in [2] giving the possibility of controlling the excursion set characteristics and applying it to represent material phase with chosen characteristics. For a realistic modeling of a concrete like material, both in term of geometrical and topological quantities, due the Gaussian case limitation, an application of the $\chi^2$ random field is made. Both unidimensional Karhunen-Loève decomposition and turning-bands projectional method are used to simulate three dimensional discrete correlated Gaussian random fields.

Efforts of morphological modeling are here made within a multi-scale linear framework using a FE model with embedded discontinuities [3]. In order to represent these heterogeneities, those excursions are projected onto the FE mesh, thus defining a set of discontinuities within the strain field interpolation (weak discontinuities [4]). These kinematics enhancements lead to "non-adapted" meshes in the sense of independence between heterogeneities morphology and the underlying FE mesh. Application of this linear implementation is made for a simple hydration process model presented here.

Considering the non linear failure behaviour, weak discontinuities are completed with a set of strong (displacement field) discontinuities within the framework of local enhancement [5]. Those discontinuities allow for a simple and accurate representation of the meso-scale cracks. The macroscopic response of this model is shown for a simple tension test.

2 Random field generation

As the whole morphological framework is based on Gaussian (or Gaussian related) correlated random field, efforts have to be made in the numerical implementation of their generation. This part explains two methods used to generate realisations of such fields. First the Karhunen-Loève decomposition [6] and then the turning bands projection [7].

Through this paper, we shall call $\gamma(x, w)$ a Gaussian random field over a parameter space $M$ (which shall always be taken here to be a bounded region of $\mathbb{R}^N$) which takes values in $\mathbb{R}$. It is assumed that $\gamma$ has mean zero, variance $\sigma^2$ and is isotropic and stationnary with a Gaussian covariance function defined as $C(x, y) = C(||x - y||) = \mathbb{E}\{\gamma(x)\gamma(y)\} = \sigma^2 e^{-||x-y||/L_c}$ where $L_c$ is the correlation length.

The orthogonal decomposition of Gaussian correlated random fields theory stipulates [8] that mean zero Gaussian field with continuous covariance function (such as $C$) can be written as follows

$$\gamma(x, w) = \sum_{n=1}^{\infty} \varphi_n(x)\xi_n(w),$$

where $\xi_n(w)$ are zero mean, unit variance Gaussian random variables, and $\varphi_n(x)$ are functions on $M$ determined by the covariance function $C$. It is worth noting that eq.(1)
allows for stochastic - \( w \) - and spatial - \( x \) - variables separation. Therefore, implementing this framework comes to put the effort in the determination of the spatial functions \( \varphi_n(x) \).

The Karhunen-Loève decomposition is based on the previous orthogonal decomposition. It allows us to determine these spatial functions \( \varphi_n(x) \) for simple compact \( M \) in \( \mathbb{R}^N \). Demonstration can be found in [9] that they can be determined by first solving the following eigenvalues problem (known as Fredholm problem):

\[
\int_M C(x, y) \psi(y) dy = \lambda \psi(x)
\]

where \( \lambda \) and \( \psi \) are respectively the eigenvalues and eigenvector and then by setting \( \varphi_n(x) = \sqrt{\lambda_n} \psi_n(x) \). Theoretically, an infinite sum is needed to define the exact random field in eq.(1). For the numerical implementation made here, a Finite Element Method is used to solve a discretized Fredholm problem. Therefore, using a finite set of eigenvalues and eigenvectors, the following truncated Karhunen-Loève decomposition eq.(3) defines an approximative realization of the underlying random field.

\[
\gamma(x, w) = \sum_{n=1}^{m} \sqrt{\lambda_n} \xi_n(w) \psi_n(x).
\]

The fact that stochastic and spatial variables are still separated is an essential result for any numerical implementation. Indeed, once the \( m \) couples \( \{\lambda_n; \psi_n\} \) of a certain correlated random field are determined, the generation of a realization comes to generate a set of independent Gaussian variables (which only requires a random number generator). Moreover, the same couples can be used to produce any other realizations of the same field.

The precision of this method, involving full squared matrix eigenvalues problem, is quickly limited by the memory storage when one deals with multi-dimensional random fields of large size. The turning bands projectional method has been developed by Matheron [7] in order to reduce the amount of numerical resources. The idea is to generate several one-dimensional realizations of random fields to produce a multi-dimensional one. The algorithm below explains this projectional method with details.

Let \( M \) be the discreted multi-dimensional bounded region where the final realization will be created. Several lines have to be generated (we shall call \( L \) their number) with one arbitrary intersection point \( \zeta \) and an uniform distribution of directions over the unit ball (see Fig.1).

Let \( z(\zeta, w_i), i = 1..L \) be the \( L \) realizations of a one-dimensional correlated random field generated over the \( L \) lines. For each point \( N \) on \( M \), the value of the multi-dimensional realization is the average of the one-dimensional realization values at the projection of \( N \) on each line \( i \):

\[
\gamma(N, w) = \frac{1}{\sqrt{L}} \sum_{i=1}^{L} z(\zeta_{N_i}, w_i)
\]
In this paper, the application of the method is made for three-dimensional random fields. The key of this method is the link between the three-dimensional covariance function $C$ and the equivalent one-dimensional covariance function $C_1$ we need to generate the $L$ realizations. Let $C(r)$ be as above (with $r = \|x - y\|$). Following [7] we have

$$C_1(r) = \frac{d}{dr}(rC(r)) = \sigma^2 \left( 1 - \frac{2r^2}{L^2} \right) e^{-r^2/L^2} \quad (5)$$

3 Excursion Set

We call an excursion set the morphology of a subset of a bounded region defined by thresholding a realization of a random field. It allows us to create a set of random shapes. Let $\gamma$ be a realization of $\gamma(x, w) : M \subset \mathbb{R}^N \rightarrow \mathbb{R}$ define as above and $u \in \mathbb{R}$ a chosen threshold. The underlying excursion set $A_u$ is defined by the points of $M$ where the values of $\gamma$ are above $u$ (eq.(6)).

$$A_u \equiv A_u(\gamma, M) \triangleq \{ x \in M : \gamma(x) \geq u \} \quad (6)$$

This principle, applied for $M \in \mathbb{R}$ is shown on Fig.2.

In our case, random fields will be yield in a three dimensional space ($M \subset \mathbb{R}^3$) and therefore define three-dimensional excursion sets. The two excursions represented in Fig.3 are made from the same realization with two different threshold values. It is clear that, by changing this value, a large range of varied morphologies can be generated. This exemple shows that “low” values of $u$ produce excursions mainly made of handles with high volume fraction, giving a “sponge” like topology (Fig.3(a)), whereas “high” values of $u$ produce excursion made of several connected components with a lower volume fraction (Fig.3(b)).

In order to provide a global description of the resulting morphology, the Lipschitz-Killing curvatures, hereafter LKCs, are choosen. In a $N$-dimensional space $N + 1$ LKCs can be defined where each can be thought of measures of the “$j$-dimensional sizes” of

Figure 1: Schematic representation of the turning band method (from [10])
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Figure 2: Schematic representation of a one-dimensional excursion set $A_u$.

Figure 3: Effect of threshold value on tri-dimensional excursion topology.

In our three-dimensional case, the four LKCs, denoted by $L_j$, $j = 0\ldots3$, provide both geometrical - $L_1$, $L_2$, $L_3$ - and topological - $L_0$ - descriptions of the morphology $A_u$. They are defined by:

- $L_3(A_u)$ is the three dimensional volume of $A_u$.
- $L_2(A_u)$ is half the surface area of $A_u$.
- $L_1(A_u)$ is twice the caliper diameter of $A_u$.
- $L_0(A_u)$ is the Euler characteristic of $A_u$, which contrary to the other LKCs is a topological measure. In three-dimension, it can be calculated by:

$$L_0(A_u) = \#\{\text{connected components in } A_u\} - \#\{\text{"handles" in } A_u\} + \#\{\text{"holes" in } A_u\}$$

For example, a ball or a cube are topologically identical (Euler characteristic $L_0 = 1$) but differ from a hollow ball ($L_0 = 2$) or a ring torus ($L_0 = 0$).
Following [2], a probabilistic link has been made between excursion set properties and random field thresholding parameters giving an explicit formula for the expectation of the LKCs - \( \mathbb{E}\{L_i(A_u(\gamma, M))\} \). It is not the purpose of this paper to give details on these formulae, however, full proof and details can be found in [9]. The only idea one need to remember to go through this paper is that this theory gives a new tool helping us to predict all the geometrical and topological properties of an excursion set from the random field characteristics and the threshold - \( \sigma, L_c, u \). These relations have been made explicit for \( \gamma(x, w) \) as above on a cube \( M = \prod_{i=1}^{3}[0; T] \):

\[
\begin{align*}
\mathbb{E}\{L_0\}(A_u) &= \left( \sqrt{2} T^3 L_c^3 \left( \frac{u^2}{\sigma^2} - 1 \right) + \frac{3\sqrt{2}}{2\pi^{3/2}} T^2 \frac{u}{L_c^2} \right) e^{-u^2/2L_c^2} + \Psi \left( \frac{u}{\sigma} \right) \\
\mathbb{E}\{L_1\}(A_u) &= \left( \frac{3\sqrt{2}}{4\pi} T^2 \frac{u}{L_c^2} \right) e^{-u^2/2L_c^2} + 3T \Psi \left( \frac{u}{\sigma} \right) \\
\mathbb{E}\{L_2\}(A_u) &= \frac{\sqrt{2}}{\pi} T^3 L_c^3 e^{-u^2/2L_c^2} + 3T^2 \Psi \left( \frac{u}{\sigma} \right) \\
\mathbb{E}\{L_3\}(A_u) &= T^3 \Psi \left( \frac{u}{\sigma} \right)
\end{align*}
\]

(7)

Fig.4(a) and Fig.4(b) represent respectively the Euler characteristic and the volume fraction - directly linked with the fourth LKC by \( \mathbb{E}\{L_3\}(A_u)/T^3 \) - of excursion sets of \( \gamma(x, w) \) for \( u \) from -20 to 20.

**Figure 4:** LKCs of excursion sets of Gaussian random field in term of threshold values.

- Expected values of LKCs provided by (7), + Numerical values calculated from one realization of \( \gamma(x, w) \).

The constant decreasing shape of the volume fraction curve in term of \( u \) clearly reflects the effect of the threshold level on the “size” of \( A_u \). Even if more peculiar, the Euler characteristic curve shape reflects also easily the effect of the threshold on excursion sets topology. For values of \( u \) lower than the lowest value of \( \gamma \), the Euler characteristic is the one of the full cube (\( L_0 = 1 \)). By increasing \( u \), several holes appear, counting in positive for the Euler characteristic (\( L_0 > 1 \)). Then, the expansion of the holes starts to form handles which lead to a sponge like topology (\( L_0 < 0 \)). By increasing \( u \) even more,
handles disappear forming a “meatball” like topology of connected components ($L_0 > 0$). Finally, the Euler characteristic decreases to $L_0 = 0$ when no more connected components remain.

From the comparison between theoretical values and measures on one realization, we can point out that the variability of the numerical generation is very low. Therefore, although eq.(7) gives only expectations of LKCs, for this range of excursion sets we can assume that $\mathbb{V}\{L_i(A_u)\} \ll 1$.

So far, we have seen the effect of the threshold value on excursion sets. But one needs to remember that, according to eq.(7), both variance and covariance length of $\gamma(x, w)$ affect the morphology as well. Understanding the full behaviour of these equations is a key point for anyone who wants to make excursion set modeling.

4 Application of the modeling framework on concrete like material

The material is represented as an heterogeneous material with two phases. One phase (aggregates) is represented by an excursion set of a correlated random field while its second phase (concrete) is represented by its complementary. Therefore in this part, the effort will be put in a “realistic” representation of the aggregates phase. We keep only three relevant characteristics from the four LKCs: the volume fraction $V_v$, the volumic surface area $S$ and the number of aggregates $N$ which are respectively linked with $L_3$, $L_2$ and $L_0$. Thought $V_v$ and $S$ can be directly estimated, attention must be taken when it comes to $N$. Indeed the Euler characteristic does not indicate the number of aggregates for every topology. In our case, the “meatball” topology has to be targeted and it is only once we assume that the excursion set is free from holes and handles that $N$ can be estimated by $L_0$. In this specific kind of topology: $N \triangleq \#\{\text{connected components}\} = L_0$.

Once the three characteristics $(N, S, V_v)$ of the phase are set, the generation of the underlying excursion set rely on finding a solution for $(u, \sigma, L_c)$ that satisfy the following system:

$$\begin{cases}
\mathbb{E}\{L_3\}(u, \sigma) &= V_v T^3 \\
\mathbb{E}\{L_2\}(u, \sigma, L_c) &= \frac{1}{2}ST^3 \\
\mathbb{E}\{L_0\}(u, \sigma, L_c) &= N
\end{cases} \quad (8)$$

Due to the intrinsic non-linearity of eq.(7), depending on the different values of $(N, S, V_v)$ (especially for “meatball” topology - $N \gg 1$) the problem eq.(8) do not always have a solution. For example, we can clearly see on Fig.4 that we can not expect $N$ to be upper than 40 while keeping a “high” volume fraction ($V_v > 40\%$). Which in our case of concrete like material modeling leads to a major issue. So far, the more realistic solution for “meatball” topology we get with this framework allows us to represent an aggregate phase with a maximum of 15% volume fraction.

Until now, the framework has been presented considering Gaussian random fields. But estimation of LKCs for excursion set can also be worked out considering Gaussian related fields. The application of this paper is made using a chi-square distribution with $k$ degrees
Realizations of such fields can be seen as sum of \( k \) independent squared realizations of a correlated Gaussian random field. Let \( \delta \) be a realization of such field and \( \gamma_i, i = 1..k \) be \( k \) realizations of the Gaussian field \( \gamma(x, w) \) described above. We have:

\[
\delta = \sum_{i=1}^{k} \gamma_i^2
\]  

Although similar to eq.(7), the use of a \( \chi^2_k \) distribution add the parameter \( k \) to the system eq.(8). With such field, the nearest solution is found for \( k = 1 \) and enable us to double the previous volume fraction \( V_{v_{max}} \approx 30\% \). Fig.5 shows a two-dimensional slice of excursions from a Gaussian realization and a \( \chi^2_1 \) made from the same realization. Fig.5(b), being the excursion from the squared realization of the excursion Fig.5(a), shows clearly that, for the same threshold, it is natural to expect the volume fraction to double between excursions of Gaussian and \( \chi^2_1 \) random fields.

![Figure 5](image_url)

**Figure 5**: Comparison between Gaussian and \( \chi^2_1 \) excursion sets for the same threshold value.

The \( \chi^2_1 \) distribution remains the more suitable solution for meatball topology and high volume fraction morphology we found.

### 5 FE model for heterogeneous material - Application to hydration process modeling

The approach made here relies on a spatial truss, to model pattern of heterogeneities. The choice of a not adapted meshing process is made here thus, the spatial positions of nodes are not constrained by the morphology. Therefore, both geometrical and mechanical properties have to be handle inside some interface elements. These cut elements are split into two parts, each having different elastic properties by enhancing them with strain (weak) discontinuities [11]. An elementary enhancements method (E-FEM) method for kinematic enhancement of Finite Element using the Hu-Washizu variational formulation is used here. For example, if we consider a two-phase material (inclusions within a matrix),
three sets of elements are needed: those entirely in the matrix, those entirely in the
inclusions, and those which are split between both (cut elements). To calculate these
elements repartition, a projection of the previous excursion set is made onto the truss.
In order to illustrate this linear framework, a simple hydration process of concrete like
material modeling has been implemented. Considering a simplistic version of the Powers
and Brownyard hydration model [12], with only three phases: unreacted cement, hydration
products (including gel water) and free water, the volume fraction of each one of them
can be calculated according to the following equations:

\[
\begin{align*}
 p &= \frac{w/c}{w/c + \rho/w/\rho_c} \\
 V_{an} &= (1 - p)(1 - \alpha) \\
 V_h &= 2.12(1 - p)\alpha \\
 V_w &= 1 - V_h - V_{an}
\end{align*}
\]  

(10)

where \( p \) is the initial porosity, \( \alpha \) the hydration degree and \( V_{an} \), \( V_h \), \( V_w \) respectively the
volume fractions of anhydrous cement, hydration products and water.

As explained previously, thresholding a random field with a scalar allows to create a
two phase material. One can easily imagine, that a second threshold, with a different
value, will allow to create an additional phase, concentrical to the first one. Therefore,
setting two thresholds will allow us to create a three phase material. Thus, for different
hydration degrees, each phase’s volume fraction is known and can be linked to the random
field’s thresholds \( u_i \) (equation eq.(7)). Eventually, the initial morphology is set up by one
threshold (two phases: water and unhydrated cement), and then, for a growing hydration
degree, two thresholds are calculated and applied to the random field, creating a three
phase material (water, unhydrated cement and hydration products).

Within this framework, macroscopic material characteristics like Young modulus can
be estimated over a given hydration degree with simple tension tests. The following
characteristics have been chosen $E_{\text{anh}} = 135 000 \, MPa$, $E_h = 25 000 \, MPa$ and $E_w = 1 \, MPa$.

![Graph showing Young modulus of a concrete like material for different hydration degrees.](image)

**Figure 7:** Young modulus of a concrete like material for different hydration degrees.

Fig.7 shows that the continuous growing of the macroscopic Young modulus over hydration degree is well handled by this FE representation. A slight raising of the slope can be seen after $\alpha = 0.4$.

### 6 FE models with embedded discontinuities

In addition to the geometrical representation of heterogeneities, displacement (strong) discontinuities are also introduced in the elements, in order to model a non-linear softening response based on failure quasi-brittle. These discontinuities represent micro-cracks that can occur in both phases as well as at the interfaces (debonding). Details of this FE numerical implementation can be found in [3].

A other simple tension test is presented here. Material properties are defined according to Tab.1.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Inclusions</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E = 10 , GPa$</td>
<td>70GPa</td>
<td>$-$</td>
</tr>
<tr>
<td>$\sigma_u = 3 , MPa$</td>
<td>$-$</td>
<td>$3 , MPa$</td>
</tr>
<tr>
<td>$Gf = 11 , J/m^2$</td>
<td>$-$</td>
<td>$11 , J/m^2$</td>
</tr>
</tbody>
</table>

Two remarks are worthy of attention. The first is that the interface is of rigid-brittle type. The second is that we chose for inclusions to remain in the linear elastic regime.
The cracking pattern is shown on Fig. 8(a) where two zones are split by a macroscopic crack (represented by means of the broken elements). Fig. 8(b) shows the macroscopic load vs imposed displacement curve where three steps can be seen. First, a linear part where no failure occurs. Then, with the apparition of several microscopic cracks, we can observe a yield behaviour. Finally, the softening part begin when the localisation of these microscopic cracks creates a macroscopic one.

7 Concluding remarks

This communication presents a first attempt to create a sequential multi-scale framework where morphology of heterogeneous material is defined by excursion sets of correlated random fields. Though, efforts still have to be made in order to generate more realistic morphologies, advantages have been shown through two examples. We can also add that this framework is well adapted to other problematics related with concrete like materials such as the effect of morphological variability on macroscopic behaviour. Indeed, the use of both Karhunen-Loève decomposition and non-adapted meshes allows fast computations, limiting the growing amount of numerical resources needed when dealing with large sets of morphologies. Furthermore, being able to represent broken elements by means of a strong discontinuity in the FE method allows calculations of permeability or diffusion in such damaged materials [13].
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Abstract. Based on a multi-scale approach comprising a multi-scale material model and a respective finite-element (FE) analysis tool, the indentation response of porous materials is examined in this paper. The considered material is assumed to consist of a homogeneous Drucker-Prager-type matrix-phase and spherical pores. Non-linear homogenization is employed to derive both a strength criterion and a hardening rule at the macroscopic scale without the need of any additional non-physical material parameters. Hereby, the underlying macroscopic hardening is exclusively controlled by the evolution of the pore-space during loading. The material model is implemented in a FE program within the framework of elastoplasticity. The so-obtained analysis tool is applied to the analysis of indentation experiments commonly used for characterization and performance-based optimization of materials.

1 INTRODUCTION

Indentation experiments are commonly employed for determination of strength properties (hardness) of materials. Nowadays indentation analysis is applied on a great variety of materials and at various length scales, ranging from nanoindentation (e.g. Constantinides et al. [6]) to classical hardness measurements according to Tabor [15]. This gives scientists and engineers access to material properties even if ordinary test specimens for mechanical (compressive/tensile) testing are not available.

Meanwhile there are a number of publications treating indentation analysis for monolithic solids, focusing on the phenomenological aspect at the macro-scale (see e.g. Cheng et al. [5] for elastoplasticity, and Pichler et al. [14] for viscous material behaviour). In order to obtain a better understanding of indentation experiments, micro-mechanical changes
taking place in course of the indentation process are considered. E.g., application of limit analysis to porous material as presented in Cariou et al. [3] gives access to characteristic hardness-packing relations. Still, there are some underlying assumptions and restrictions: The change of material properties caused by the load history (hardening or softening) is neglected as well as piling-up or sinking-in effects. Besides, the so-obtained relations are only valid for virtually rigid materials and associated yielding.

Departing from the work presented in [3], a micromechanics-based material model based on nonlinear homogenization is developed and implemented in a FE program within the framework of non-associated hardening/softening elastoplasticity. Based on numerical simulations, the significance of the involved physical mechanism is investigated in regard to material characterization in indentation tests.

2 MATERIAL MODEL

The underlying material is assumed to consist of two phases: a solid phase and a pore phase. In the sequel, the existence of a representative elementary volume (REV) is assumed, which is equivalent with the requirement

\[ d \ll L \ll h \]  \hspace{1cm} (1)

where \( d \) represents the characteristic size of pores, \( L \) the size of the REV, and \( h \) the indentation depth.

2.1 Elastic and plastic material properties

The pore phase of the considered two-phase material is characterized by its volume fraction \( \varphi \) and the shape of the pores. In the following, the pores are assumed to be spherical. The solid (matrix) phase is modeled as an elastoplastic material. Hereby, the domain of strength compatible stress states, \( E_M \), is defined by a yield function according to the Drucker-Prager criterion, given by the cohesion \( c \) and the friction coefficient \( \alpha \) of the material:

\[ \sigma \in E_M \iff f_M(\sigma) = \sigma_d(\sigma) + \alpha \sigma_m(\sigma) - c \leq 0 \] \hspace{1cm} (2)

where \( \sigma_m \) is the hydrostatic pressure, and \( \sigma_d \) the equivalent deviatoric stress:

\[ \sigma_m = \frac{1}{3} \text{tr} \sigma, \quad \sigma_d = \sqrt{\frac{1}{2} \mathbf{s} : \mathbf{s}}, \quad \mathbf{s} = \sigma - \mathbf{1} \sigma_m. \] \hspace{1cm} (3)

Within the elastic domain, the material is supposed to exhibit linear-elastic behavior, represented by the fourth-order tensor \( \mathbb{C}_M \).

The domain \( E_M \) remains unchanged during loading (ideal plasticity). While an associated flow rule implies dilatation, a non-associated flow rule is adopted in order to describe volume-preserving yielding of the solid (matrix) phase, giving a plastic potential in the form:

\[ g(\sigma) = \sigma_d(\sigma). \] \hspace{1cm} (4)
2.2 Homogenization of elastic properties

Let $V$ be the domain of the REV and $V_M$ the domain of the solid (matrix) phase. In case of absence of pore pressure as supposed in the following, the homogenization problem of elastic properties is given in the framework of uniform strain boundary conditions by

\begin{align}
\text{div}\sigma &= 0 \quad \text{in } V \\
\sigma &= C_M : \epsilon \quad \text{in } V_M \\
\xi &= E \cdot x \quad \text{in } \partial V \quad (5)
\end{align}

Therein, $x$ is the position vector, $E$ the macroscopic strain tensor, and $\xi$ the displacement vector at the boundary of the REV. A macroscopic stress tensor $\Sigma$ is defined as the average of the local stress $\sigma$:

\begin{align}
\Sigma &= \frac{1}{V} \int_V \sigma dV = \langle \sigma \rangle_V . \quad (6)
\end{align}

The homogenized stiffness tensor $C_{\text{hom}}$ sought-after relates the macroscopic strain to the macroscopic stress:

\begin{align}
\Sigma &= C_{\text{hom}} : E \quad (7)
\end{align}

For homogenization, the Mori-Tanaka scheme is applied, which yields the homogenized bulk and shear modulus as (see, for instance, [7] for details):

\begin{align}
k_{\text{hom}} &= \frac{4k_M \mu_M (1 - \varphi)}{3k_M \varphi + 4\mu_M}, \quad \mu_{\text{hom}} = \mu_M \frac{(1 - \varphi)(9k_M + 8\mu_M)}{9k_M(1 + \frac{2}{3}\varphi) + 8\mu_M(1 + \frac{3}{2}\varphi)} \quad (8)
\end{align}

Accordingly, the macroscopic stiffness tensor is obtained by:

\begin{align}
C_{\text{hom}} &= 3k_{\text{hom}} J + 2\mu_{\text{hom}} K, \quad (9)
\end{align}

with

\begin{align}
J_{ijkl} &= \frac{1}{3} \delta_{ij} \delta_{kl}, \quad K = I - J, \quad (10)
\end{align}

where $\delta$ is the Kronecker delta and $I$ is the fourth-order unit tensor.

2.3 Homogenization of strength properties

While application of homogenization schemes to elastic properties is widely spread, most developments concerning non-linear behavior of composite material are relatively recent. An early and widely accepted criterion for porous Mises-type material was established by Gurson [8]. Since then, a number of contributions dealt with purely cohesive matrix phases, describing the material as fictitious non-linear elastic (see [16] for a survey). In [10], this approach was adopted for frictional solid phases with rigid inclusions.
and in [7] for porous media, respectively. While these contributions derived the macroscopic yield criterion analytically, Pastor et al. [12] made use of simulation tools based on limit analysis.

An analytical formulation based on non-associated yielding was reported in [11]. Therein, the non-associated plasticity problem is interpreted as a nonlinear-viscoplastic problem with a pre-stress depending on the strain rate field $\dot{\epsilon}$ to account for non-associated yielding. By introducing a representative strain rate (see [7]), this problem can be further simplified to a problem yielding an analogous structure as the problem of homogenization of elastic properties with pre-stress. Using the Mori-Tanaka scheme, the macroscopic yield function reads [11]:

$$F_{\text{hom}}(\Sigma, \varphi) = \left(\frac{3}{4} \varphi - \alpha^2\right) \Sigma_m^2 + 2\alpha \varepsilon(1 - \varphi) \Sigma_m + \left(\frac{2}{3} \varphi + 1\right) \Sigma_d^2 - c^2(1 - \varphi)^2,$$

(11)

where $\varphi$ represents the porosity of the material. For volume preserving yielding, the corresponding plastic potential is given by [11]:

$$G_{\text{hom}}(\Sigma, \varphi) = \frac{3}{4} \varphi \Sigma_m^2 + \left(\frac{2}{3} \varphi + 1\right) \Sigma_d^2.$$

(12)

In contrast to the model proposed in [11], $\varphi$ is considered as hardening variable in this paper, depending on the volumetric change of the material. The total change of volume, $\Delta V$, reads:

$$\Delta V = \Delta V_I + \Delta V_M.$$

(13)

$\Delta V_I$ and $\Delta V_M$ refer to the volume change in the inclusions (pores) and the matrix phase, respectively. $\Delta V_M$, resulting only from elastic material response, is neglected (plastic deformation was assumed to be volume preserving). Thus, the macroscopic volumetric strain is given by:

$$E^{\text{vol}} = \frac{\Delta V}{V} \approx \frac{\Delta V_I}{V} = \frac{V_I + \Delta V_I}{V} - \frac{V_I}{V} = \varphi - \varphi_0.$$

(14)

Since the initial $\varphi_0$ is a constant, expression (14) becomes in rate form:

$$\dot{\varphi} = \dot{E}^{\text{vol}} = \text{tr}(\dot{\mathbf{E}}).$$

(15)

2.4 Finite-element implementation

In the numerical simulation of indentation tests, geometric nonlinearity is taken into account. In large-strain elastoplasticity, a common concept is the multiplicative decomposition of the deformation gradient into an elastic and plastic part ($\mathbf{F} = \mathbf{F}^e \mathbf{F}^p$), as originally proposed in [9]. In case of isotropy, this is equivalent to the additive decomposition of the logarithmic strain measure (see, for instance, [13]). Thus, the measures used in the following refer to the logarithmic strain measure.

The material model is defined by
decomposition of strain: $E = E^e + E^p$
elastic relation: $\dot{\Sigma} = C_{hom} : \dot{E}^e$
flow rule: $E^p = \dot{\gamma} r(\Sigma, \varphi)$
hardening rule: $\varphi = \dot{\gamma} h(\Sigma, \varphi)$
Kuhn-Tucker condition: $\dot{\gamma} F_{hom}(\Sigma, \varphi) = 0$,  

where

$$r(\Sigma, \varphi) = \frac{\partial G_{hom}(\Sigma, \varphi)}{\partial \Sigma} \quad \text{and} \quad h(\Sigma, \varphi) = \text{tr } r(\Sigma, \varphi). \quad (16)$$

Herein, $\dot{\gamma}$ denotes the plastic multiplier. For numerical implementation, these equations are discretized with respect to the time, reading for time increment $n + 1$:

$$\Sigma_{n+1} = C_{hom} : E^e_{n+1} \quad (17)$$

$$E^e_{n+1} = E^e_n + \Delta E_{n+1} - \Delta \gamma r(\Sigma_{n+1}, \varphi_{n+1})$$

$$\varphi_{n+1} = \varphi_n + \Delta \gamma h(\Sigma_{n+1}, \varphi_{n+1})$$

$$\Delta \gamma F_{hom}(\Sigma_{n+1}, \varphi_{n+1}) = 0.$$ 

This non-linear system of equations is solved with a Newton scheme (return mapping) as illustrated in Figure 1. The trial stress is projected normally to the corresponding contour line of the plastic potential onto the updated yield surface. The incremental evolution of the yield surface is governed by the hydrostatic stress change within the correction step. If the hydrostatic stress of $\Sigma_{trial}$ is smaller than that of $\Sigma_{n+1}$ as in Figure 1, negative plastic volumetric strain and consequentially compaction occurs. The resulting decrease of porosity leads to an expansion of the yield surface (hardening).

3 INDENTATION ANALYSIS

3.1 Indentation

During indentation experiments, an indenter with a well-defined geometry is impressed into the surface of the material, while recording the applied force $P$ and the penetration history. In general, the total deformation of the solid comprises a reversible and an
irreversible part. As a result, permanent deformation remains after unloading, giving access to the hardness of the material usually defined by the ratio of the applied force $P$ and the projected area $A$ of the residual imprint ($H = P/A$).

In this paper, the indentation of the three-sided pyramidal-shaped Berkovic indenter is treated. As this indenter belongs to the class of geometric self-similar indenter, it does not possess a characteristic length scale (unlike, e.g., the radius of spherical indenters). The geometry is completely described by the angle of inclination $\theta$ of the pyramid. Consequently, the applied force $P$ can be expressed in case of porous materials treated in the previous section as

$$P = f_P(E_c, \nu, c, \alpha, \varphi_0, d_i, h, \theta).$$

(18)

Therein, the first four variables are the elastic and plastic properties of the matrix phase and $\varphi_0$ is the initial void ratio. The set of variables $d_i$ represents the size of the pores. Applying the $\Pi$-theorem according to Cheng [4] yields:

$$\frac{P}{Eh^2} = \Pi_P \left( \frac{E_c}{\nu}, \alpha, \varphi_0, \frac{d_i}{h}, \theta \right).$$

(19)

As the sizes of the pores are assumed to be very small in relation to the indentation depth (i.e., $d_i/h \to 0$), the function $\Pi_P$ can be regarded as independent of the specific values of $h$ and $d_i$. Thus, the resulting indentation problem is given by

$$\frac{P}{Eh^2} = \Pi_P \left( \frac{E_c}{\nu}, \alpha, \varphi_0, \theta \right).$$

(20)

For describing the sink-in and pile-up effect, the variable $h_c$ is introduced (see Figure 2). It defines the vertical distance between the tip of the indenter and the highest point of the material which is in contact with the indenter. Analogously to $P$, the following relations can be established:

$$h_c = f_h(E_c, \nu, c, \alpha, \varphi_0, d_i, h, \theta),$$

(21)

which yields

$$\frac{h_c}{h} = \Pi_h \left( \frac{E_c}{\nu}, \alpha, \varphi_0, \theta \right).$$

(22)
3.2 Results

The indentation experiment was simulated with the FE program Abaqus using the user material subroutine and considering geometric nonlinearities. At large strain analysis, Abaqus delivers approximations of logarithmic strains to the user subroutine (c.f. [1]). Thus, the model given in Equation (17) can be employed without modifications.

Instead of using the real geometry of the Berkovic-Indenter, the indentation was simulated by means of a cone with an accordant $A/h^2$ ratio, giving a half-angle of the cone of $70.32^\circ$. Hence, the problem becomes axisymmetric and is modeled in two dimensions (see FE model in Figure 3). Through varying the parameters $E/c$, $\alpha$, and $\varphi_0$, the yet unknown functions $\Pi_P$ and $\Pi_h$ are numerically evaluated.

$\Pi_P$ and $\Pi_h$ are evaluated for three different friction coefficients $\alpha$ (0.0, 0.25, and 0.5, see Figure 4). Note, that $\varphi_0$ denotes the initial porosity while the current porosity $\varphi$ depends on the loading history and varies in space.

Low values for the $E/c$-ratios represent purely elastic material behavior while increasing $E/c$ leads to an increasing influence induced by plasticity. In the elastic range, $\Pi_h$ apparently does not depend on the porosity $\varphi_0$, while this influence increases for larger values for $E/c$. For materials with porosities larger than about 0.3, $\Pi_h$ approaches 1.0 for large $E/c$-ratios. As expected, a higher friction coefficient $\alpha$ causes more stiffness (i.e., higher $\Pi_P$) in the elastoplastic domain.

Using $\Pi_P$ and $\Pi_h$, the hardness of the material related to the cohesion is obtained by

$$H/c = \frac{E}{c} \frac{\Pi_P}{\Pi_h^2} \frac{\pi}{\tan^2 \theta}.$$  \hspace{1cm} (23)

In Figure 5, $H/c$ is displayed and compared with results of Cariou et al.[3]. In [3], extensive parameter studies were performed, examining the material response for a number of different indenters and material properties. Therein, the material model is based on the same yield criterion as in the present work but restricted to associated yielding. As the analysis in [3] is based on limit analysis, neither the loading history and thus sink-in/pile-
Figure 4: Functions $\Pi_P$ and $\Pi_h$ for different $E/c$-ratios: (a) $\alpha = 0$, (b) $\alpha = 0.25$, and (c) $\alpha = 0.50$. 
Figure 5: Related hardness $H/c$ for different $E/c$-ratios: (a) $\alpha = 0$ without hardening, (b) $\alpha = 0$, (c) $\alpha = 0.25$, and (d) $\alpha = 0.50$.

up nor hardening effects were taken into account. Whereas a porosity range from $\varphi = 1.0$ to $\varphi_{\text{crit}} = 4/3\alpha^2$ was considered in [3] - for porosities below $\varphi_{\text{crit}}$, $F_{\text{hom}}(\Sigma, \varphi)$ becomes a hyperbolic function - the porosity was varied between 0.0 and 1.0 in the present paper.

To highlight the possible influence of the loading history, Figure 5(a) shows simulation results where hardening, as proposed in this work, is neglected and associated yielding occurs. In this case, the plasticity model coincides with that in [3] while only the analysis methods differ. Since the reference solution from Cariou et al. [3] is valid for rigid materials, it represents an upper bound for the elastoplastic solutions. For large porosities, the solutions for different $E/c$ are indeed bounded by this reference solution. For dense materials, the reference solution shows higher values for $H/c$ which can be explained by the pile-up effect, which occurs at lower porosities and is neglected in Cariou et al. [3].

Figure 5(b) contains simulation results with pore-space controlled hardening, where
the same material parameters were used as in Figure 5(a). Since no hardening occurs at absence of pore space, results for \( \varphi = 0 \) coincide in Figures 5(a) and (b). For \( \varphi > 0 \) however, an increase of the hardness as a consequence of hardening is clearly visible.

In case of \( \alpha \neq 0 \), the flow rule of the present material model becomes non-associated (see Equations (11) and (12)). While in [3] plastic dilation as well as plastic contraction are observed, only plastic contraction takes place in the present case since there are no distinct zones of hydrostatic tension. The absence of dilation reduces the hardness. A comparison of Figures 5(a) to (c) indicates, that the overall influence of the flow and hardening rule become larger for decreasing friction coefficients, providing improved estimates for the hardness when non-associated flow and hardening are taken into account.

4 CONCLUSION

Based on a continuum micro-mechanical approach described in Maghous et al. [11] a formulation of a material model was presented considering hardening controlled by change of porosity. By means of FE simulations, the indentation response of porous materials was evaluated for different materials, characterized by varying initial porosity, friction, and stiffness/strength-ratio. The so-obtained relations serve as a basis for identification of parameters of porous materials, giving insight into strength properties of material phase and/or into the composition of the material (porosity).

First results indicate that consideration of loading history and hardening may significantly improve the model performance, especially for high porosities and low friction angles, where the hardness may be clearly underestimated otherwise. For illustration
purpose, one application in parameter identification, shown in Figure 6(a), is considered where the properties of the matrix phase are known \((E, \nu, c, \text{ and } \alpha)\) and the initial porosity \(\varphi_0\) should be determined. For an experimentally-determined hardness/strength-ratio \(H/c\) of 1.95, the scaling relation presented in this paper yields an initial porosity of \(\varphi_0 \approx 0.4\) for \(\alpha = 0\) and \(\varphi_0 \approx 0.53\) for \(\alpha = 0.25\), whereas the scaling relations in [3] underestimate the initial porosity with \(\varphi_0 \approx 0.26\) and \(\varphi_0 \approx 0.45\), respectively, representing somehow the spatial distribution of the porosity below the indenter tip (see Figure 6(b)) in an average manner.
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Abstract. Micrographs of a dual-phase steel obtained from a EBSD-FIB imaging are analyzed with respect to a set of statistical measures. Then the applicability of this data to the construction of statistically similar representative volume elements (SSRVEs) is discussed. These SSRVEs are obtained by minimizing a least-square functional taking into account differences of statistical measures computed for a given reference microstructure and the SSRVE, cf. [11]. For an analysis of the mechanical response the FE²-method is used and a series of virtual experiments shows the accordance of the response of the SSRVE to the one of the reference microstructure. In order to demonstrate the performance of the proposed procedure some representative numerical examples are given.

1 Introduction

To achieve the demands for high strength and good formability modern steels as e.g. dual-phase steels make use of multi-phase microstructures, see e.g. [4], [5]. Since the micromechanics of these micro-heterogeneous materials mainly govern the overall material behavior they need to be taken into account when computer simulations of deep-drawing processes are performed. For this purpose the FE²-method provides a suitable numerical tool, see e.g. [12], [7], [10]. There a microscopic boundary value problem, which is based on the definition of a representative volume element (RVE), is solved at each macroscopic integration point. However, this method is computationally expensive if substructures of real micrographs are used as an RVE since these are typically too complex for efficient
discretizations at the microscale. For that reason the estimation of a suitable RVE is a challenging task. Thus, we analyze in a first step several micrographs obtained from a 3D EBSD imaging. Afterwards we construct statistically similar RVEs (SSRVEs) which are characterized by a strongly reduced complexity than usual RVEs and which therefore lead to procedures of significantly improved efficiency.

The paper is organized as follows. In the first section we introduce several statistical measures for the characterization of microstructural morphology and afterwards analyze them for micrographs from a three-dimensional EBSD-FIB imaging. Section 3 describes the construction method of SSRVEs and the application to a dual-phase steel microstructure. This paper is closed with numerical examples and a conclusion.

2 Characterization of the Morphology

In this section we are interested in the analysis of the morphology of dual-phase steels, which are characterized by a martensitic inclusion phase embedded in a ferritic matrix phase. In addition to the individual mechanical properties of both constituents, the macroscopic mechanical behavior is also significantly governed by the morphology of the inclusion phase at the microscale. Therefore we introduce in the following subsections several statistical measures characterizing the inclusion morphology and analyze a stack of two-dimensional micrographs obtained from a 3D EBSD-FIB imaging with respect to these measures.

2.1 Statistical Measures

A well-known fundamental measure for the characterization of the morphology is the volume fraction, also referred to as phase fraction. This measure is defined for the inclusion phase $i$ by

$$\mathcal{P}_V^{(i)} := \frac{V^{(i)}}{V},$$

where $V^{(i)}$ denotes the volume of the phase $i$. In [8] additional basic parameters for the description are given, e.g. surface density and integrals of curvature. Since typically also direction-dependent information regarding e.g. laminate-like arranged inclusions leading to a macroscopically anisotropic behavior, these measures are not sufficient for the characterization of complex microstructures, see [2]. Thus, we consider statistical measures of higher order to capture microscopic information regarding periodic and directional characteristics in the microstructure.

As a first measure of higher order we consider the (discrete) spectral density (SD) for the inclusion phase computed from the binary image of the micrograph. The SD is computed by the multiplication of the (discrete) Fourier transform with its conjugate complex. The discrete SD is defined by

$$\mathcal{P}_{SD}(m, k) := \frac{1}{2\pi N_x N_y} |\mathcal{F}(m, k)|^2$$

(2)
with the Fourier transform given by

$$F^I(m, k) = \sum_{p=1}^{N_x} \sum_{q=1}^{N_y} \exp \left( \frac{2i\pi mp}{N_x} \right) \exp \left( \frac{2i\pi kq}{N_y} \right) \chi^I_{SD}(p, q).$$

(3)

The maximal numbers of pixels in the considered binary image are given by $N_x$ and $N_y$; the indicator function is defined as

$$\chi_{SD} := \begin{cases} 1, & \text{if } (p, q) \text{ is in the inclusion phase} \\ 0, & \text{else} \end{cases}.$$  

(4)

A further statistical measure is provided by the lineal-path function, which describes the probability that a complete line segment $\overrightarrow{x_1x_2}$ is located in the same phase, see [13]. For its mathematical description we consider the modified indicator function

$$\chi_{LP}(\overrightarrow{x_1x_2}) := \begin{cases} 1, & \text{if } \overrightarrow{x_1x_2} \text{ is in the inclusion phase} \\ 0, & \text{else} \end{cases}.$$ 

(5)

For two-dimensional binary images of statistically homogeneous and ergodic inclusion-matrix microstructures the lineal-path function is computed by

$$P^{I}_{LP}(m, k) = \frac{1}{N_xN_y} \sum_{p=1}^{N_x} \sum_{q=1}^{N_y} \chi^I_{LP}(\overrightarrow{x_mx_k}),$$

(6)

for a periodic unitcell. Herein, $N_x \times N_y$ defines the number of pixels of the binary microstructure image to be analyzed. Efficient procedures for the calculation of the lineal-path function can be obtained by defining suitable templates, cf. [15].

2.2 Analysis of Ensemble Average

In this section we analyze several micrographs with respect to the statistical measures introduced in the previous subsection. They are obtained from a metallographic characterization using the 3D electron backscatter diffraction (3D EBSD) method. Thereby a joint high-resolution field emission SEM/EBSD set-up is coupled with a focused ion beam system (FIB) and provides a set of cross-sectional planes of the considered dual-phase steel. The equipment and the geometric arrangement is shown in Fig. 1a,b.

The sample of the considered dual-phase steel is mounted on a tiltable holder inside the equipment, cf. Fig. 1b. During the investigation the sample is tilt between two positions: the cutting and the EBSD position. In the cutting position the FIB system milling thin layers (10 nm - 1 µm thick) from the investigated surface of the sample. The other position is used for the EBSD analysis, where an electron beam is focussed onto the milled surface and the back scatter diffraction patterns are monitored by the EBSD camera. Due to different diffraction patterns several properties of the sample can be analyzed, e.g. crystal orientations and grain size. Additionally a reconstruction of the in-plane morphology
of the ferritic matrix and the martensitic inclusion phase are possible based on this back
scatter diffraction patterns. Such micrographs are exemplarily depicted in Fig. 1c. For
more details concerning the 3D EBSD method we refer to [6, 3, 14].

In this contribution we use a set of 50 micrographs obtained by the aforementioned tech-
nique. The volume fraction, the spectral density and the lineal-path function of all slices
are calculated from the binary images. Considering a constant distribution density for the
individual samples (micrographs) the ensemble average \( P_{SM} \) of the particular statistical
measures \( P_{SM} \) can be computed by

\[
P_{SM} = \frac{1}{n_{\alpha}} \sum_{\alpha=1}^{n_{\alpha}} P_{SM} \quad \text{with } n_{\alpha} \text{ samples},
\]

where \( n_{\alpha} \) denotes the number of samples. The relative standard deviation is given by

\[
\hat{S}_{SM} = \frac{S_{SM}}{P_{SM}} \quad \text{with } S_{SM} = \sqrt{\frac{\sum_{\alpha=1}^{n_{\alpha}} (P_{SM}(\alpha) - \overline{P_{SM}})^2}{n_{\alpha}(n_{\alpha} - 1)}},
\]

where \( S_{SM} \) denotes the absolute standard deviation and \( P_{SM}(\alpha) \) the individual value
of the statistical measure computed from the sample \( \alpha \). Note, that due to the two-
dimensional character of the spectral density and lineal-path function we apply the latter
equations to each point in the image space. The results are represented by two-dimensional
arrays \( \hat{S}_{SM}(p, q) \) with the dimension \( N_x^{SM} \times N_y^{SM} \). To achieve a scalar-valued comparative
measure we introduce the mean relative standard deviation

\[
\hat{S}_{SM}^\sigma = \sqrt{\frac{1}{N_x N_y} \sum_{p=1}^{N_x^{SM}} \sum_{q=1}^{N_y^{SM}} \left[ \hat{S}_{SM}(p, q) \right]^2}.
\]
Finally, we obtain the values of the relative standard deviation and the mean relative standard deviations

\[ \hat{S}_V = 0.45 \cdot 10^{-1}, \quad \hat{S}_{SD} = 1.57 \cdot 10^{-1}, \quad \text{and} \quad \hat{S}_{LP} = 2.36 \cdot 10^{-1} \]

of the volume fraction (V), spectral density (SD) and the lineal-path function (LP), respectively. From the relatively low values we conclude, that the distribution of the considered statistical measures along the thickness direction is relatively homogeneous. This leads to the conclusion that two-dimensional micrograph data might be sufficient for the construction of two-dimensional SSRVEs, which in turn may enter numerical calculations of two-dimensional boundary value problems. Thus, in the following section we use one micrograph taking into account a larger region as the reference microstructure for the construction of the SSRVEs, cf. Fig. 2a.

3 Statistically Similar RVEs

The choice of the representative volume elements (RVE) is an essential task in the context of direct micro-macro approaches. In general, the RVE is determined by the smallest possible sub-domain reflecting the macroscopic behavior of the target material in an adequate manner. However, these RVEs are typically too complex for efficient calculations. Therefore, the construction of statistically similar RVEs (SSRVEs) which are characterized by a significantly lower complexity are to be constructed in this section, cf. [1], where the method is introduced taking into account the volume fraction and the spectral density. The main effort of such SSRVEs is that due to the reduced complexity a significantly reduced number of finite elements is required for the discretization of the microscopic boundary value problem in the context of FE\(^2\)-calculations. As a result, a decreased computational cost is obtained.

3.1 Method for Construction

The main idea for the construction of SSRVEs is to minimize a least-square functional taking into account differences of statistical measures computed for the real target microstructure and the SSRVE. Thereby, it is assumed that the inclusion phase morphology mainly influences the overall behavior provided that the material properties of the individual phases are known. The minimization problem is formulated by

\[
\mathcal{L}(\gamma) = \sum_{L=1}^{n_{sm}} \omega_i \mathcal{L}_{SM}^{(L)}(\gamma) \rightarrow \min,
\]

where the individual least-square functionals \( \mathcal{L}_{SM}^{(L)} \) are based on the difference of suitable statistical measures. The weighting factor \( \omega \) levels the influence of the individual measures. The vector \( \gamma \) describes the parameterization of the inclusion phase morphology. Here, splines are used for the parameterization and thus, the sampling point coordinates enter
the generalized vector $\gamma$ of the degrees of freedom of the minimization problem given in (11). In this contribution five different types of SSRVEs are considered: Type I taking into account one inclusion with three sampling points (leading to an inclusion with a convex shape), Type II with one inclusion and four sampling points, Type III with two inclusions and three sampling points each, Type IV with two inclusions and four sampling points each and Type V with three inclusions and three sampling points each. Due to the discrete character of the statistical measures used in the minimization problem (11) the energy surface is not smooth and therefore, no gradient-based optimization method can be applied. Therefore, the moving-frame algorithm proposed in [2] is used. In [11] we showed that the combination of the volume fraction (V), the spectral density (SD) and the lineal-path function (LP) as statistical measures leads to promising results in the context of two-phase materials, whose macroscopic mechanical response is mainly governed by the microstructural morphology. From this we define the three individual least-square functionals

$$L_V(\gamma) := \left(1 - \frac{P_{SSRVE}^V(\gamma)}{P_{\text{real}}^V}\right)^2,$$

$$L_{SD}(\gamma) := \frac{1}{N_x N_y} \sum_{m=1}^{N_x} \sum_{k=1}^{N_y} \left(P_{\text{real}}^{SD}(m,k) - P_{SSRVE}^{SD}(m,k,\gamma)\right)^2,$$

$$L_{LP}(\gamma) := \frac{1}{N_x N_y} \sum_{m=1}^{N_x} \sum_{k=1}^{N_y} \left(P_{\text{real}}^{LP}(m,k) - P_{SSRVE}^{LP}(m,k,\gamma)\right)^2.$$ (12)

It is remarked that for the computation of the statistical measures $P_{SD}$ and $P_{LP}$ periodic expansions of the SSRVE are considered by placing as much SSRVEs as needed at each other periodically. Following equation (11) we end up with the objective function

$$L(\gamma) = \omega_V L_V(\gamma) + \omega_{SD} L_{SD}(\gamma) + \omega_{LP} L_{LP}(\gamma),$$ (13)

which is minimized using the aforementioned optimization algorithm.

### 3.2 Two-Dimensional SSRVEs

Now we apply the method for the construction of SSRVEs to a real dual-phase steel microstructure and consider the micrograph shown in Fig. 2 as target structure. Considering the objective function (13) and the five different types of inclusion parameterization we receive from minimizing (11) five realizations of SSRVEs. The finite element discretization of these SSRVEs required for the following mechanical error analysis are shown in Fig. 3. After the SSRVE construction we have to analyze the capability of the resulting structures to represent the macroscopic mechanical response of the target structure. Thus, we consider three different simple macroscopic virtual experiments: horizontal tension, vertical tension and simple shear. FE$^2$-simulations taking into account the target structure at the microscale are compared with FE$^2$-calculations focussing on the constructed SSRVEs.
Figure 2: Target Structure: a) real micrograph with a dimension of approximately \(100 \times 100 \mu \text{m}^2\) and b) discretization by 6-noded triangular finite elements resulting in approximately 150,000 degrees of freedom.

Figure 3: Discretization of the resulting SSRVEs with the associated number of degrees of freedom (dofs).

For this purpose microscopic boundary value problems where a discretization by triangular Finite Elements with quadratic ansatz functions for the displacements are considered. Furthermore, plain stress conditions and periodic boundary conditions are applied. The individual constituents at the microscale are modeled by a standard \(J_2\)-finite plasticity model, for details see e.g. \[9\]. An exponential von Mises hardening law is used, i.e.

\[
\beta = y_\infty + (y_0 - y_\infty) \exp(-\eta \alpha) + h \alpha,
\]

with \(\beta = \partial_\alpha \psi^p\) and \(\psi^p\) denoting the strain energy function associated to the hardening; \(\alpha\) are the equivalent plastic strains. The material parameters are adjusted to experiments performed on purely ferritic and purely martensitic test specimens and given in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Material parameters of the single phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase</td>
</tr>
<tr>
<td>matrix</td>
</tr>
<tr>
<td>inclusion</td>
</tr>
</tbody>
</table>
Table 2: Values of the objective functions $\mathcal{L}$ and the mechanical errors $\tilde{r}$. $n_{\text{ele}}$ denotes the number of finite elements in the discretization.

<table>
<thead>
<tr>
<th>SSRVE</th>
<th>$\mathcal{L}$ $[10^{-3}]$</th>
<th>$\mathcal{L}_V$ $[10^{-5}]$</th>
<th>$\mathcal{L}_{SD}$ $[10^{-4}]$</th>
<th>$\mathcal{L}_{LP}$ $[10^{-5}]$</th>
<th>$n_{\text{ele}}$</th>
<th>$\tilde{r}_x$ [%]</th>
<th>$\tilde{r}_y$ [%]</th>
<th>$\tilde{r}_{xy}$ [%]</th>
<th>$\tilde{r}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>39.41</td>
<td>238.05</td>
<td>230.96</td>
<td>139.38</td>
<td>656</td>
<td>1.16 ± 0.29</td>
<td>1.58 ± 0.39</td>
<td>3.34 ± 0.91</td>
<td>2.24</td>
</tr>
<tr>
<td>III</td>
<td>8.66</td>
<td>8.82</td>
<td>62.87</td>
<td>22.81</td>
<td>670</td>
<td>0.26 ± 0.20</td>
<td>2.24 ± 0.52</td>
<td>0.41 ± 0.22</td>
<td>1.32</td>
</tr>
<tr>
<td>V</td>
<td>4.22</td>
<td>1.42</td>
<td>36.62</td>
<td>5.41</td>
<td>850</td>
<td>1.12 ± 0.35</td>
<td>0.92 ± 0.26</td>
<td>1.10 ± 0.23</td>
<td>1.05</td>
</tr>
<tr>
<td>II</td>
<td>9.29</td>
<td>14.90</td>
<td>71.31</td>
<td>20.08</td>
<td>582</td>
<td>8.24 ± 2.10</td>
<td>2.10 ± 0.31</td>
<td>7.45 ± 2.87</td>
<td>6.53</td>
</tr>
<tr>
<td>IV</td>
<td>3.70</td>
<td>4.33</td>
<td>33.88</td>
<td>2.73</td>
<td>708</td>
<td>2.22 ± 0.80</td>
<td>4.89 ± 1.24</td>
<td>2.43 ± 1.22</td>
<td>3.40</td>
</tr>
</tbody>
</table>

As comparative mechanical measures we consider the relative errors $r_x$, $r_y$, and $r_{xy}$ defined as the deviation of the resulting macroscopic SSRVE stress response from the target structure response at each evaluation point $i$ for the three virtual experiments:

$$r_x^{(i)} = \frac{\sigma_{\text{real}} x,i - \sigma_{\text{SSRVE}} x,i}{\sigma_{\text{real}} x,i}, \quad r_y^{(i)} = \frac{\sigma_{\text{real}} y,i - \sigma_{\text{SSRVE}} y,i}{\sigma_{\text{real}} y,i}, \quad r_{xy}^{(i)} = \frac{\sigma_{\text{real}} xy,i - \sigma_{\text{SSRVE}} xy,i}{\sigma_{\text{real}} xy,i},$$

where only values with non-vanishing denominators are taken into account. In addition to that, the average errors for each experiment

$$\tilde{r}_{x,y,xy} = \sqrt{\frac{1}{n_{\text{ep}}} \sum_{i=1}^{n_{\text{ep}}} [r_{x,y,xy}^{(i)}]^2} \quad \text{with} \quad r_{x,y,xy}^{(i)} := r \left( \frac{l_{\text{max}}}{l_0} \right)$$

and the overall comparative measure

$$\tilde{r}_\varnothing = \sqrt{\frac{1}{3} \left( \tilde{r}_x^2 + \tilde{r}_y^2 + \tilde{r}_{xy}^2 \right)}$$

are taken into account for quantitative statements with respect to the performance of the individual SSRVEs. The total number of evaluation points $i$ is denoted by $n_{\text{ep}}$. The mechanical response of the five SSRVEs in the three virtual experiments are calculated using the FE$^2$-scheme. The results of the construction of the SSRVEs are summarized in Tab. 2. Therein we order the results of the SSRVE types separately with respect to the number of sampling points. First, it can be observed that with increasing complexity, i.e. higher numbers of inclusions, the value of the objective function $\mathcal{L}$ decreases. Second, it turns out that Type V is showing satisfying results in all virtual experiments and has consequently the lowest value of the overall error $\tilde{r}$. Thus, we consider Type V as the “best” SSRVE in this analysis and use it in a numerical example in the next chapter.

4 Numerical Example

Now we consider a macroscopically inhomogeneous FE$^2$-simulation to show the capability of the SSRVE. Therefore, we consider a radially loaded circular disk with a hole,
discretized by 252 triangular elements with quadratic ansatz functions and plain strain conditions. The outer radius of the disk is $r_o = 4 \text{ cm}$ and the inner one is $r_i = 2 \text{ cm}$, see Fig. 4a. The load is applied on the inner radius of the disk and pulls the inner border radially inwards up to a displacement of $u = 0.35 \text{ cm}$. This boundary value problem is known to be an approximation for a deep-drawing process of a cup if the outer part of the plate is to be analyzed.

Firstly, we use a phenomenological material law to describe the mechanical behavior in each macroscopic integration point and consequently it represents a purely macroscopic computation. We apply the same finite $J_2$ plasticity model as for the individual phases of the microstructures. The material parameters are adjusted such that the mechanical behavior matches the response of the target structure in the three virtual experiments as similarly as possible. Here we already observe that only the tensions tests can be represented accurately in contrast to the simple shear test. In Fig. 4b the results of the purely macroscopic computation of the circular disk are shown. A slightly graded stress distribution with a range about 350 MPa at the outer radius to 430 MPa at the inner one is observed. These results are now compared with the FE²-simulation using the SSRVE Type V at the microscale, which shows the “best” accuracy regarding the mechanical behavior of the real microstructure in the aforementioned virtual experiments. In Fig. 5 the results of this FE²-simulation are depicted, where we show the macroscopic response top left. For the analysis of the microscopic results we select three integration points at the macroscale and place the associated microstructures also in Fig. 5, where contour plots of the von Mises stresses are shown. At the macroscale the stress ranges from about 400 MPa at the outer radius to 630 MPa at the inner one. The maximum stress level at the microscale is significantly higher as at the macroscale, up to a factor of two. Compared to the purely macroscopic simulation this is a higher maximum stress and has a stronger gradient in radial direction. These aspects show the advantages of a FE²-simulation because it offers a more critical view on the stress levels at the macro- and microscale and consequently provides information which might be important for failure initialization analysis.
Figure 5: Results of the FE$^2$-simulations based on SSRVE Type V with the von Mises stress distributions in the deformed microstructures for three selected positions. The symbols in the upper right corner of the images for the microscopic response represent the link to the macroscopic position; the grey area behind the microstructure indicates the undeformed configuration.

5 Conclusions

A stack of micrographs of a dual-phase steel, which was obtained from a 3D EBSD imaging, was analyzed with respect to the distribution of three statistical measures: the volume fraction, the spectral density and the lineal-path function. From this it was observed that the measures show a relatively low variance along the thickness direction. Thus, based on these results only one micrograph was considered for the construction of statistically similar RVEs. Then, it was shown in several virtual experiments that the constructed SSRVEs are able to represent the mechanical behavior of the real microstructure, while the number of degrees of freedom is significantly decreased. By comparing the mechanical response observed in three different virtual experiments of different types of SSRVEs with the mechanical behavior of the target microstructure a number of three convex inclusions (Type V) turned out to be sufficient for the representation of the original microstructure. As an example this SSRVE was used in a macroscopically inhomogeneous boundary value problem and compared with the response obtained from a purely macroscopic computation.
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Abstract. In this contribution, a rate-dependent mesoscopic masonry model is presented in which the mortar joints are incorporated by embedded weak discontinuities based on partitions of unity. Within the discontinuities, both an isotropic damage and a Perzyna viscoplastic model are used to describe joint degradation. The elastic domain of the joint behaviour is bounded by a modified Drucker-Prager yield function. The performance of the developed masonry model is demonstrated by the simulation of a three-point bending test and a shear wall test.

1 INTRODUCTION

The modelling of masonry has been a popular topic within computational mechanics for some years now. Two major groups of modelling approaches can be distinguished: macroscopic and mesoscopic [1]. In the macroscopic approach the joints and bricks are homogenized to one orthotropic material. The main advantage of this method is that not much computational effort is needed to calculate large structures. However, the obtained crack path is less detailed. This drawback can be alleviated by the use of mesoscopic models. In this approach, joints and bricks are modelled by separate entities. Classically, the joints are incorporated by interface elements, situated on the boundaries of the continuum brick elements [1, 2]. When a critical state is reached in a joint, a strong discontinuity (i.e. a jump in the displacement field) is introduced in the interface.
An alternative way to incorporate strong discontinuities is the partition of unity method [3, 4, 5]. Within this method, nodes are locally enhanced to enrich the solution with discontinuous modes. This concept was applied to masonry by De Proft et al. [6] and will be extended in this paper by the incorporation of weak discontinuities. A weak discontinuity introduces a jump in the strain field, allowing for failure to localise in a zone with finite width [7, 8, 9]. The thickness of this failure is in this case linked to the joint thickness.

2 PARTITION OF UNITY CONCEPT FOR WEAK DISCONTINUITIES

2.1 Displacement decomposition

The displacement field of a body crossed by a weak discontinuity (Figure 1) is obtained by:

\[ u = \hat{u} + H_{\Omega^w} \tilde{u} \]  

(1)

in which \( \hat{u} \) and \( \tilde{u} \) denote the regular and enhanced displacement field, respectively. \( H_{\Omega^w} \) is a unit ramp function [10], defined by:

\[ H_{\Omega^w} = \begin{cases} 
0 & \text{if } x \in \Omega^- \\
\frac{\xi - \xi^-}{\xi^- - \xi} & \text{if } x \in \Omega^w \\
1 & \text{if } x \in \Omega^+ 
\end{cases} \]  

(2)

\[ \text{Figure 1: Body crossed by a weak discontinuity} \]
2.2 GFEM discretisation

In this work, the Generalized Finite Element method has been adopted to model the discontinuities [11]. The unit ramp function (Equation (2)) is used as an enhanced basis: its value equals unity for a point inside a masonry brick. When a support of a node is crossed by a weak discontinuity (i.e. joint), an enhanced set of degrees of freedom is added to the solution field of that node. Consequently, each brick possesses its own set of enhanced degree of freedom. Special care has been taken in the implementation of a meshgenerator, to prevent linear dependancy of the enhanced basis functions [11]. In the current model, two linear quadrilateral elements are used to model one brick.

3 MATERIAL MODELS

Two material laws have been implemented to model the nonlinear joint behaviour: an isotropic damage model and a viscoplastic model. The stone behaviour remains linear elastic throughout the simulations. Consequently, cracks cannot run through bricks.

3.1 Damage model

The nonlinear joint behaviour is governed by an exponential damage evolution law [12]:

\[
\begin{cases} 
\omega = 0 & \text{if } \kappa < \kappa_0 \\
\omega = 1 - \frac{\kappa_0}{\kappa} \exp \left[ \frac{-(\kappa - \kappa_0)}{\gamma} \right] & \text{if } \kappa \geq \kappa_0 
\end{cases}
\]

where \( \kappa_0 = \frac{f_{t0}}{E} \) in which \( E \) represents the Young’s modulus of the mortar joints. The loading function \( \kappa \), expressed in terms of strain invariants, is derived from the Drucker-Prager model [13]:

\[
\kappa = \alpha \frac{I_1}{1 - 2\nu} + \beta \frac{J_2}{1 + \nu}
\]

The material parameters \( \alpha \) and \( \beta \) are chosen to fit the uniaxial tensile strength \( f_{t0} \) and uniaxial compressive strength \( f_{c0} \):

\[
\alpha = \frac{1}{2} \frac{f_{c0} - f_{t0}}{f_{c0}}
\]

\[
\beta = \frac{\sqrt{3} f_{c0} + f_{t0}}{2 f_{c0}}
\]

Finally, the brittleness of response is governed by \( \gamma \):

\[
\gamma = \frac{G_{fI}}{l_c f_{t0}} - \frac{1}{2} \kappa_0
\]

where \( G_{fI} \) denotes the mode I fracture energy and \( l_c \) is a regularising equivalent length parameter.
3.2 Viscoplastic model

An alternative way to model the softening and failure behaviour of masonry is the use of a viscoplastic model. The incorporation of this type of model is twofold: time-dependent behaviour can be modelled (e.g. the creep phenomenon [14]) and the model has a regularising effect [15, 16]. In this work, the Perzyna overstress model has been adopted [17]. Classically, the strain rate is decomposed into an elastic and a viscoplastic strain rate:

\[ \dot{\varepsilon} = \dot{\varepsilon}^e + \dot{\varepsilon}^{vp} \]  

(8)

in which the viscoplastic strain rate for non-associative flow is expressed by:

\[ \dot{\varepsilon}^{vp} = \frac{1}{\eta} \langle \phi(f) \rangle \mathbf{m} \]  

(9)

where \( \eta \) represents the viscosity parameter, \( f \) is a yield function and \( \mathbf{m} = \frac{\partial g}{\partial \sigma} \) in which \( g \) is a viscoplastic potential. \( \langle \phi(f) \rangle \) is defined as:

\[ \langle \phi(f) \rangle = \begin{cases} \left( \frac{f}{\bar{\sigma}_0} \right)^N & \text{if } f \geq 0 \\ 0 & \text{if } f < 0 \end{cases} \]  

(10)

in which \( \bar{\sigma}_0 \) is the initial yield stress and scalar \( N \) is a material parameter which equals 1 in the present study. The rate-independent and elastic cases can be recovered when \( \eta \) approaches 0 and \( \infty \), respectively. The elastic domain is bounded by a modified Drucker-Prager yield surface, expressed in terms of stress invariants \( I_{1,\sigma} \) and \( \sqrt{J_{2,\sigma}} \):

\[ f = aI_{1,\sigma} + \sqrt{\chi^2 + J_{2,\sigma}} - b \]  

(11)

where \( \chi \) controls the hyperboloid character of the yield surface (Figure 2). The original Drucker-Prager cone is recovered by setting \( \chi = 0 \). If \( \chi \neq 0 \), the apex is smoothened and no special stress return-mapping algorithms are required [16]. The material parameters \( a \) and \( b \) are chosen to fit the uniaxial tensile and compressive strenghts:

\[ a = \frac{1}{\sqrt{3}} \frac{f_c - f_t}{f_c + f_t} \]  

(12)

\[ b = \frac{2}{\sqrt{3}} \frac{f_cf_t}{f_c + f_t} \]  

(13)

The viscoplastic potential used in this paper is given by:

\[ g = a'I_{1,\sigma} + \sqrt{\chi^2 + J_{2,\sigma}} \]  

(14)

in which \( a' \) is expressed in terms of the dilatancy angle \( \psi \) [14]:

\[ a' = \frac{\tan \psi}{\sqrt{9 + 12 \tan^2 \psi}} \]  

(15)
Isotropic softening of the material model is determined by an exponential law:

$$ f_t = f_{t0} \exp \left[ -f_{t0} \frac{\kappa_w}{G_{II}} \right] $$

(16)

where $f_{t0}$ represents the initial uniaxial tensile strength and $G_{II}$ is the mode I fracture energy. In the present study, the compressive strength is assumed to remain constant during the simulations. The work softening parameter $\kappa_w$ is calculated by:

$$ \kappa_w = \Delta t \sigma^T \dot{\varepsilon}^{vp} $$

(17)

in which $\Delta t$ is the time increment. The viscoplastic rate equations are integrated with a fully implicit Euler backward scheme:

$$ \begin{bmatrix} I + \Delta \lambda D^e I \frac{\partial m}{\partial \sigma} \\ -\frac{\Delta t}{\eta} \frac{\partial \phi}{\partial f} n \end{bmatrix} \begin{bmatrix} 1 - \frac{D^e \dot{m}}{\partial \sigma} D^{el} \end{bmatrix} \frac{d\sigma}{d\lambda} = \left\{ \sigma_{\text{trial}} - \sigma - \Delta \lambda D^e \bar{m} \right\} $$

(18)

where $D^e$ represents the elastic material stiffness matrix, $n = \frac{\partial f}{\partial \sigma}$, $\sigma_{\text{trial}}$ denotes the elastic predictor stress and:

$$ \bar{m} = m + \Delta \lambda \frac{\partial \kappa_w}{\partial \lambda} \frac{\partial m}{\partial \kappa_w} $$

(19)

**Figure 2:** Drucker-Prager hyperboloid yield surface in principal stress space
Since plane stress conditions are assumed in this paper, the return mapping procedure is performed in an expanded stress space \( \sigma = \{ \sigma_{xx}, \sigma_{yy}, \sigma_{xy}, \sigma_{zz} \}^T \) and the zero out-of-plane stress condition \( \sigma_{zz} = 0 \) is enforced at integration point level \([14, 18]\). After the return mapping procedure, the algorithmic consistent tangent stiffness matrix is retrieved by:

\[
D' = H - \frac{\mathbf{H} \mathbf{m}^T \mathbf{H}}{-\frac{\partial f}{\partial \mathbf{w}} - \frac{\partial \mathbf{m}}{\partial \lambda} + \mathbf{n}^T \mathbf{H} \mathbf{\bar{m}} + \frac{\eta}{\Delta t} \frac{\partial \phi}{\partial f}}
\]

(20)

in which:

\[
H = \left( (D_{el})^{-1} + \Delta \lambda \frac{\partial \mathbf{m}}{\partial \sigma} \right)^{-1}
\]

(21)

4 NUMERICAL EXAMPLES

4.1 Three-point bending test

In order to demonstrate the potential of the developed mesoscopic masonry model, a three-point bending test has been carried out using the isotropic damage model. The material parameters are given by Tables 1-2. The results show a good agreement with the experimental data obtained from \([19]\) (dotted curve).

![Figure 3: Load-CMOD curve and deformed mesh for a three-point bending test](image)

Table 1: Elastic material parameters for the three-point bending test

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>( E \ [N/mm^2] )</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>joints</td>
<td>10 mm</td>
<td>3369</td>
</tr>
<tr>
<td>bricks</td>
<td>76 \times 230 \times 110 mm(^3)</td>
<td>16700</td>
</tr>
</tbody>
</table>
Since plane stress conditions are assumed in this paper, the return mapping procedure is performed in an expanded stress space ($\sigma = \{\sigma_{xx}, \sigma_{yy}, \sigma_{xy}, \sigma_{zz}\}$) and the zero out-of-plane stress condition $\sigma_{zz} = 0$ is enforced at integration point level \[14, 18\]. After the return mapping procedure, the algorithmic consistent tangent stiffness matrix is retrieved by:

$$D_t = H - H \bar{m}^T H - \partial f / \partial \kappa w \partial \kappa w / \partial \lambda + n^T H \bar{m} + \eta \Delta t \partial \phi / \partial f$$

in which:

$$H = \left( (D_{el} - 1 + \Delta \lambda \partial m / \partial \sigma) - 1 \right)$$

### 4.2 Shear wall test

The second example is a shear wall with opening \[20\]. Tables 3-4 summarise the employed material parameters. A confining stress of $0.30 \, N/mm^2$ is applied on top of the wall. The average horizontal loading rate at the top equals $0.01 \, mm/s$.

The results show a good agreement with those from previous research work (dotted curve), in which a sequentially linear approach has been used \[6\]. Since no compressive cap is implemented, no compressive failure takes place and the load-displacement curve keeps increasing. The typical stair-step crack pattern, found in experimental tests \[20\], is recovered.

#### Table 2: Inelastic material parameters for the three-point bending test

<table>
<thead>
<tr>
<th></th>
<th>$f_{t0} , [N/mm^2]$</th>
<th>$f_{c0} , [N/mm^2]$</th>
<th>$G_{ff} , [N/mm]$</th>
<th>$l_c , [mm]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>joints</td>
<td>0.086</td>
<td>3.52</td>
<td>0.002</td>
<td>1</td>
</tr>
</tbody>
</table>

#### Table 3: Elastic material parameters for the shear wall test

<table>
<thead>
<tr>
<th>dimensions</th>
<th>$E , [N/mm^2]$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>joints</td>
<td>10 $mm$</td>
<td>782</td>
</tr>
<tr>
<td>bricks</td>
<td>52 $\times$ 210 $\times$ 100 $mm^3$</td>
<td>16700</td>
</tr>
</tbody>
</table>
5 CONCLUSIONS

In this paper, a mesoscopic masonry model is developed in which joints are modelled by weak discontinuities. The discontinuities are incorporated using the Generalized Finite Element Method. A modified Drucker-Prager model is used to describe the failure of the mortar joints, whereas the stone behaviour remains linear elastic. A Perzyna viscoplastic model is employed as a regularisation technique. Special attention was given to the algorithmic aspects of the model. A three-point bending test and a shear wall test showed that the presented method leads to realistic load capacities and failure patterns. In the example of the shear wall test, the results showed good agreement with those of previous research work, although the modelling approaches differ.
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Summary. It is well known that metals behave anisotropically on their microstructure due to their crystalline nature. FE-simulations in the metal forming field however sometimes lack the right macroscopic anisotropies as their type can be unspecific.

In order to find a suitable effective elastoplastic material model, a finite crystal plasticity model is used to model the behaviour of polycrystalline materials in representative volume elements (RVEs) representing the microstructure, taking into account the plastic anisotropy due to dislocations occurring within considered slip systems. A multiplicative decomposition of the deformation gradient into elastic and plastic parts is performed, as well as the split of the elastic free energy into volumetric and deviatoric parts resulting in a compact expression of the resolved Schmid stress depending on the slip system vectors. In order to preserve the plastic incompressibility condition, the elastic deformation gradient is updated via an exponential map scheme. To further circumvent singularities stemming from the linear dependency of the slip system vectors, a viscoplastic power-law is introduced providing the evolution of the plastic slips and slip resistances.

The model is validated with experimental microstructural data under deformation. Through homogenisation and optimisation techniques, effective stress-strain curves are determined and can be compared to results from real manufacturing and fabrication processes leading to an effective elastoplastic material model which is suitable for metal forming processes at finite strains.
1 INTRODUCTION

Phenomenological macroscopic observations of metals do not acknowledge actual heterogeneities in the microstructure at once. For some time, the mechanics of heterogeneous and polycrystalline materials have been limited to the formulation of simplified models taking into account some aspects of the microstructural characteristics. However, the proceeding increase of computational capabilities enables a more elaborated approach towards the development of a suitable material model for specific requirements and numerical simulations in the forming field. At the same time, modeling the microstructure is already a complex task as certain microstructural properties have to be considered. On the microscopic level of metals, anisotropies have to be taken into account stemming from dislocations occurring on the atomic lattice within considered slip systems. Such mechanisms are macroscopically observed as plastic anisotropic yielding.

In order to take into account the microstructural complexity on the one hand and aiming at the ability to compute real manufacturing and forming processes on the other hand, a macroscopic effective material model which sufficiently represents the microstructure has to be developed. Due to the various different boundary conditions the material can be constrained to during fabrication stages, it has to be validated for these applications. A huge challenge appears in the attempt to fulfil the requirements of both sheet and bulk metal forming processes. In doing so, the model approach has naturally to be performed in a three-dimensional way, as the structure can certainly be constrained to any geometrical limit or constitution. However, the dislocation movement on the microstructure evolves in three required directions.

2 CONSTITUTIVE FRAMEWORK: MULTIPLICATIVE MULTISURFACE ELASTOPLASTICITY

The deformation gradient $\mathbf{F} = \frac{\partial \mathbf{x}}{\partial \mathbf{X}}$ with Jacobian $J = \text{det} \mathbf{F} > 0$ maps tangent vectors of material lines in the reference configuration $\mathcal{B} \subset \mathbb{R}^3$ onto tangent vectors of deformed lines in the current configuration $\mathcal{B}_t \subset \mathbb{R}^3$ and is decomposed into an elastic and a plastic part. The elastic part $\mathbf{F}^e$ contributes to stretching and rigid body rotation of the crystal lattice, the plastic part $\mathbf{F}^p$ characterises plastic flow caused by dislocations on defined slip systems

$$\mathbf{F} = \mathbf{F}^e \mathbf{F}^p.$$  \hspace{1cm} (1)

The multiplicative split assumes a local unstressed intermediate configuration defined by the plastic deformation gradient, see Fig. 1, which can be determined through an evolution assumption and whose initial condition is assumed to be $\mathbf{F}^p_0 = 1$.

Further, a volumetric-deviatoric split of the deformation gradient and its constituents is performed

$$\mathbf{F}_{\text{iso}} = J^{-1/3} \mathbf{F}, \quad \mathbf{F}_{\text{iso}}^e = J^{-1/3} \mathbf{F}^e, \quad \mathbf{F}_{\text{iso}}^p = J^{p-1/3} \mathbf{F}^p.$$  \hspace{1cm} (2)
with $J = J^e$ due to fulfilling the requirement of present plastic incompressibility expressed through $J^p = 1$.

2.1 Thermodynamical considerations

The deformation power per unit undeformed volume can be written as

$$P : \dot{F} = \tilde{P} : \dot{F}^e + \Sigma : \dot{L}^p,$$

where $P = P F^p T$ is the 1st PIOLA-KIRCHHOFF stress tensor relative to the intermediate configuration $\bar{B}_t$ and $\Sigma = F^e T P F^p T = F^e T \tau F^e - T$ a stress measure conjugate to the plastic velocity gradient $\dot{L}^p = \dot{F}^p F^p - 1$ on $\bar{B}_t$, $\tau$ being the KIRCHHOFF stress tensor on $\bar{B}_t$. Further, it is

$$\tilde{P} = F^e \tilde{S}, \quad \tilde{S} = \tilde{C}^{-1} \Sigma, \quad \tilde{C}^e = F^e T F^e,$$

where $\tilde{S}$ is the 2nd PIOLA-KIRCHHOFF stress tensor relative to the intermediate configuration $\bar{B}_t$ which is symmetric, $\tilde{C}^e$ is further the elastic right CAUCHY-GREEN tensor on $\bar{B}_t$.

The evolution of the plastic deformation gradient $F^p$ is defined by the plastic flow equation, resulting from the plastic rate of deformation $\bar{L}^p$. In the presence of $n_{\text{syst}}$ systems undergoing plastic slip, represented by the plastic shear rates $\dot{\gamma}^\alpha$, the plastic flow equation is further generalised

$$\bar{L}^p = \dot{F}^p F^p - 1, \quad \bar{L}^p = \sum_{\alpha=1}^{n_{\text{syst}}} \dot{\gamma}^\alpha \bar{s}^\alpha \otimes \bar{m}^\alpha,$$

$\bar{s}^\alpha$ being the slip direction vector and $\bar{m}^\alpha$ being the slip plane normal vector of the $\alpha$-th slip system $\{\bar{s}^\alpha, \bar{m}^\alpha\}$. The slip system vectors have the properties $\bar{s} \cdot \bar{m} = 0$ and
thus \((\bar{s}^\alpha \otimes \bar{m}^\alpha)(\bar{s}^\alpha \otimes \bar{m}^\alpha) = 0\). The generalisation in (5) leads to the modified evolution equation of the plastic deformation gradient depending on the plastic slips

\[
\dot{F}_p^p = \left[ \sum_\alpha \dot{\gamma}_\alpha \bar{s}^\alpha \otimes \bar{m}^\alpha \right] F_p^p.
\]  

(6)

2.2 The resolved Schmid stress

The Schmid stress \(\tau^\alpha\) is the projection of \(\bar{\Sigma}\) onto the slip system \(\bar{s}^\alpha \otimes \bar{m}^\alpha\)

\[
\tau^\alpha = (\text{dev}[\bar{\Sigma}] \cdot \bar{m}^\alpha) \cdot \bar{s}^\alpha = \text{dev}[\bar{\Sigma}] : \bar{s}^\alpha \otimes \bar{m}^\alpha.
\]  

(7)

As the slip system tensor \(\bar{s}^\alpha \otimes \bar{m}^\alpha\) is purely deviatoric, only the deviator of the stress tensor contributes to the resolved stress. With the relations in (4) and some straightforward recast, it is

\[
\tau^\alpha = \mathbf{R}^e \tau R^e : \bar{s}^\alpha \otimes \bar{m}^\alpha.
\]  

(8)

2.3 Elastic response

The elastic part of the deformation is gained from a Neo-Hookean strain energy function. Due to assumed isotropy within the elastic contribution, the description is given in terms of the elastic left Cauchy-Green tensor \(b^e\). Applying a volumetric-deviatoric split yields

\[
\rho \psi(b^e_{\text{iso}}, J^e) = \frac{\mu}{2} (\text{tr} b^e_{\text{iso}} - 3) + \frac{\kappa}{2} (\ln J^e)^2
\]  

(9)

\[
\tau = 2 \rho \frac{\partial \psi}{\partial b^e} b^e = \mu \text{dev}(b^e_{\text{iso}}) + \kappa \ln J^e \mathbf{1}, \quad \text{dev}(\tau) = \mu \text{dev}(b^e_{\text{iso}}), \quad \text{vol}(\tau) = \kappa \ln J^e \mathbf{1}.
\]  

(10)

Because slip-system tensors are deviatoric by construction, their internal product by the hydrostatic Kirchhoff stress components vanishes and the Schmid stress in (8) remains

\[
\tau^\alpha = \mu \bar{s}^\alpha_{\text{iso}} \cdot \bar{m}^\alpha_{\text{iso}}, \quad \bar{s}^\alpha_{\text{iso}} = F^e_{\text{iso}} \cdot \bar{s}^\alpha, \quad \bar{m}^\alpha_{\text{iso}} = F^e_{\text{iso}} \cdot \bar{m}^\alpha.
\]  

(11)

2.4 A rate-dependent formulation via a viscoplastic power-law

A rate-dependent theory enables the modeling of creep in single crystals and is performed by the introduction of a power law-type constitutive equation for the rates \(\dot{\gamma}^\alpha\) of inelastic deformation in the slip systems

\[
\dot{\gamma}^\alpha = \dot{\gamma}_0 \frac{\tau^\alpha}{\tau_y} \left( \frac{|\tau^\alpha|}{\tau_y} \right)^{m-1} = \dot{\gamma}_0 \frac{\tau^\alpha}{\tau_y} |\tau^\alpha|^{m-1} \tau_y^{-m},
\]  

(12)

\(\dot{\gamma}_0\) and \(\tau_y\) being the reference shear rate and slip resistance, and \(m\) being a rate-sensitivity parameter. Within an isotropic Taylor hardening model, the evolution for the slip resistance \(\tau_y\) is considered

\[
\dot{\tau}_y = \sum_\alpha H \cdot |\dot{\gamma}^\alpha|, \quad \gamma = \int_0^t \dot{\gamma} dt, \quad \dot{\gamma} = \sum_\alpha \dot{\gamma}^\alpha.
\]  

(13)
3 INCREMENTAL KINEMATICS

The slip rate is discretised with a standard backward Euler integration in order to obtain incremental evolution equations for the update of the evolving quantities

$$\Delta \gamma^\alpha = \Delta t \dot{\gamma}^\alpha (F^e).$$

(14)

The implicit exponential integrator is then used to discretise the plastic flow equation (6)

$$F^p_{n+1} = \exp \left[ \sum \Delta \gamma^\alpha \bar{s}^\alpha \otimes \bar{m}^\alpha \right] \cdot F^e_n.$$  

(15)

Due to the property $\det[\exp(\bar{s}^\alpha \otimes \bar{m}^\alpha)] = \exp[\text{tr} (\bar{s}^\alpha \otimes \bar{m}^\alpha)] = \exp(0) = 1$, it preserves the plastic volume. Here, $F^e_{n+1} = f_{n+1} F^e_n$, is the trial elastic deformation gradient with $f_{n+1} = 1 + \text{grad}_n(\Delta u)$ and $J_{n+1} = \det F^e_{n+1}$, $F^e_{iso} = J^{-1/3} F^e_{n+1}$, so that an exponential update for the new elastic deformation gradient can be obtained

$$F^e_{n+1} = F^e_{n+1} \cdot \exp \left[ \sum \Delta \gamma^\alpha \bar{s}^\alpha \otimes \bar{m}^\alpha \right].$$  

(16)

The current trial resolved shear stress $\tau^\alpha_{n+1 \text{trial}}$, cf. (11), is obtained with the current orientation of the crystal through rotation of the slip system with the trial elastic deformation gradient

$$\tau^\alpha_{n+1 \text{trial}} = \mu \bar{s}^\alpha_{\text{iso}} \cdot \bar{m}^\alpha_{\text{iso}}, \quad \bar{s}^\alpha_{\text{iso}} = F^e_{\text{iso}} \cdot \bar{s}^\alpha, \quad \bar{m}^\alpha_{\text{iso}} = F^e_{\text{iso}} \cdot \bar{m}^\alpha.$$  

(17)

3.1 Equilibrating the plastic state

Omitting the subscript $n + 1$, a residual based on the exponential map is defined to equilibrate the plastic state, leading to a local NEWTON-RAPHSON algorithm through a TAYLOR expansion about the reached point $F^e_k$

$$R(F^e) := F^e - F^e_{\text{trial}} \cdot \exp \left[ \sum \Delta \gamma^\alpha \bar{s}^\alpha \otimes \bar{m}^\alpha \right] = 0,$$

(18)

and

$$R_k + \partial F^e_k R(F^e_k) : \Delta F^e_k = 0,$$

(19)

$$\Delta F^e_k = - \left[ \partial F^e_k R(F^e_k) \right]^{-1} : R_k, \quad F^e_{k+1} = F^e_k + \Delta F^e_k,$$

(20)

with the important derivatives

$$[\partial F^e \cdot R(F^e)]_{ijkl} = \delta_{ik} \delta_{jl} + F^e_{\text{trial}} \cdot E_{mjpq} \left[ \sum \bar{s}^\alpha \otimes \bar{m}^\alpha \otimes \partial F^e \Delta \gamma^\alpha \right]_{pqkl},$$

(21)

$$E_{mjpq} = \frac{\partial \exp \left( [-\sum \Delta \gamma^\alpha(F^e) \bar{s}^\alpha \otimes \bar{m}^\alpha]_{mjl} \right)}{\partial [-\sum \Delta \gamma^\alpha(F^e) \bar{s}^\alpha \otimes \bar{m}^\alpha]_{pql}},$$

(22)
and

\[ \partial F^e \Delta \gamma^\beta = \Delta t \dot{\gamma}_0 \ m |\tau^\alpha|^{m-1} \tau^m_y \left[ \Xi^\alpha \beta \right]^{-1} \partial F^e \tau^\alpha \]  
\[ \partial F^e \tau^\alpha = -\frac{2}{3} \tau^\alpha \ F^{e \top} + \mu J^{-1/3} \left[ \bar{m}_{\text{iso}}^\alpha \otimes \bar{s}^\alpha + \bar{s}_{\text{iso}}^\alpha \otimes \bar{m}^\alpha \right] \]  
\[ \Xi^\alpha \beta = \delta^\alpha \beta + \Delta t \dot{\gamma}_0 \ m |\tau^\alpha|^{m-1} \tau^m_y \sum_\beta H \text{sign}(\Delta \gamma^\beta). \]  

4 MODEL OF THE POLYCRYSTAL

4.1 Voronoi cell grains

The polycrystal is modelled with three-dimensional Voronoi cell shaped grains. Through the Delaunay triangulation of a given random point seed, a polycrystal of arbitrary size can be obtained through stating the size of the bounding box.

![Polycrystal consisting of Voronoi cell grains.](image)

![Cut through polycrystalline structure.](image)

![Three-dimensional view into the cutted polycrystal.](image)

Figure 2: Polycrystalline model within bounding box 200 × 200 × 200 µm. The Voronoi cell shaped crystal grains are obtained through Delaunay triangulation of a random point seed.

4.2 Euler angle rotation of the grains

In order to realise randomly orientated slip systems in each grain of the undeformed polycrystalline structure, the slip system vectors are rotated around the cartesian axes about three Euler angles \( \Phi, \Theta, \text{ and } \Psi \) according to a \( y \)-convention, see Fig. 3; Performed is a rotation about the \( z \)-axis, the \( y \)-axis and the new \( z \)-axis, successively,

\[ R_{\Psi} = \begin{bmatrix} \cos \Psi & -\sin \Psi & 0 \\ \sin \Psi & \cos \Psi & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad R_{\Theta} = \begin{bmatrix} \cos \Theta & 0 & \sin \Theta \\ 0 & 1 & 0 \\ -\sin \Theta & 0 & \cos \Theta \end{bmatrix}, \quad R_{\Phi} = \begin{bmatrix} \cos \Phi & -\sin \Phi & 0 \\ \sin \Phi & \cos \Phi & 0 \\ 0 & 0 & 1 \end{bmatrix}. \]

\[ R = R_{\Psi} \cdot R_{\Theta} \cdot R_{\Phi}. \]
5 NUMERICAL HOMOGENISATION

5.1 Boundary conditions

Based on the construction of polycrystalline structures according to Sec. 4, polycrystals of several sizes are modelled, representing the microstructure of the polycrystalline material, see Fig. 2. The displacement field $u$ is given through a constant displacement gradient $H$ on the entire boundary of the polycrystal

$$u|_{dΩ} = H \cdot X|_{dΩ}, \quad H = \text{const.} \quad (28)$$

5.2 Volume average

In order to approach the prediction of an overall material behaviour of the representative volume element and hence of the macroscopic material, the volume averages of the deformation gradient $F$ and the 1st Piola-Kirchhoff stress tensor $P$ over the volume $V = \int_Ω dΩ$ are defined as

$$\langle F \rangle_Ω := \frac{1}{V} \int_Ω F \, dΩ \quad (29)$$
$$\langle P \rangle_Ω := \frac{1}{V} \int_Ω P \, dΩ. \quad (30)$$

5.3 Overall polycrystalline behaviour

Differently sized polycrystals, from a size edge range between 100 and 200 µm, see Fig. 4, are subjected to pure shear loading through the displacement gradient $H = e_1 \otimes e_2$. The number of crystal grains depend on the size and are shown in Tab. 1. The material parameters for all the microstructures are equal; it is the bulk modulus $\kappa = 152.2$ GPa, the shear modulus $\mu = 79.3$ GPa, and the parameters for the viscoplastic range amount to $H = 1.0$ GPa, $\tau_{y_0} = 180$ MPa, $\gamma_0 = 0.0005$ and $m = 3.0$. In order to obtain a statistically admissible response, 200 tests are computed for each size with body-centered cubic crystals with 24 slip system vectors of Tab. 2.
Figure 4: Polycrystals of different sizes. The shown cube represents a bounding box of size $200 \times 200 \times 200 \ \mu m$.

Table 1: Number of grains for polycrystal edge sizes

<table>
<thead>
<tr>
<th>bounding box size edge [µm]</th>
<th>100</th>
<th>110</th>
<th>130</th>
<th>140</th>
<th>150</th>
<th>180</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of grains</td>
<td>6</td>
<td>13</td>
<td>20</td>
<td>32</td>
<td>45</td>
<td>107</td>
<td>157</td>
</tr>
</tbody>
</table>

Figure 5: Stress-strain relations of the polycrystals of different sizes.

Table 2: 24 slip system vectors for body-centered cubic crystals

<table>
<thead>
<tr>
<th>$\bar{s}^\alpha$</th>
<th>$\bar{m}^\alpha$</th>
<th>$\bar{s}^\alpha$</th>
<th>$\bar{m}^\alpha$</th>
<th>$\bar{s}^\alpha$</th>
<th>$\bar{m}^\alpha$</th>
<th>$\bar{s}^\alpha$</th>
<th>$\bar{m}^\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[111] (101)</td>
<td>[111] (101)</td>
<td>[111] (101)</td>
<td>[111] (101)</td>
<td>[111] (101)</td>
<td>[111] (101)</td>
<td>[111] (101)</td>
<td>[111] (101)</td>
</tr>
<tr>
<td>[111] (110)</td>
<td>[111] (110)</td>
<td>[111] (110)</td>
<td>[111] (110)</td>
<td>[111] (110)</td>
<td>[111] (110)</td>
<td>[111] (110)</td>
<td>[111] (110)</td>
</tr>
<tr>
<td>[111] (211)</td>
<td>[111] (211)</td>
<td>[111] (211)</td>
<td>[111] (211)</td>
<td>[111] (211)</td>
<td>[111] (211)</td>
<td>[111] (211)</td>
<td>[111] (211)</td>
</tr>
<tr>
<td>[111] (121)</td>
<td>[111] (121)</td>
<td>[111] (121)</td>
<td>[111] (121)</td>
<td>[111] (121)</td>
<td>[111] (121)</td>
<td>[111] (121)</td>
<td>[111] (121)</td>
</tr>
<tr>
<td>[111] (112)</td>
<td>[111] (112)</td>
<td>[111] (112)</td>
<td>[111] (112)</td>
<td>[111] (112)</td>
<td>[111] (112)</td>
<td>[111] (112)</td>
<td>[111] (112)</td>
</tr>
</tbody>
</table>
As an example, the overall stress-strain relations for 200 polycrystalline structures of edge size 100 and 150 \( \mu m \), respectively, are shown in Fig. 5. Whereas the response of the smaller polycrystal shows a rather scattering stress-strain behaviour due to the remaining high influence of the boundary loading, the larger polycrystal presents a more representative behaviour of the microstructure. Expressed this in terms of the relative error in the homogenised 1st PIOLA-KIRCHHOFF stresses \( \langle P \rangle_\Omega \), the error reaches a level of 20\% and more over the whole deformation, see Fig. 6. Increasing the size of the polycrystal results in a decrease of the relative error. In order to restrict the error to 5\%, error lines at \( \pm 5\% \) are included.

The same effect applies for the normalised standard deviation \( \sigma(\langle P_{ij} \rangle_\Omega)/\|\langle P_{ij} \rangle_\Omega \| \) with

\[
\sigma(\langle P_{ij} \rangle_\Omega) = \sqrt{\frac{1}{n} \sum_{k=1}^{n} \left( \langle P_{ij} \rangle_{\Omega}^k - \langle P_{ij} \rangle_\Omega \right)^2}
\]

(31)

\[
\langle P_{ij} \rangle_\Omega = \frac{1}{n} \sum_{k=1}^{n} \langle P_{ij} \rangle_{\Omega}^k
\]

(32)

\[
\|\langle P_{ij} \rangle_\Omega \| = \frac{1}{n} \sum_{k=1}^{n} \| \langle P_{ij} \rangle_{\Omega}^k \|
\]

(33)

Fig. 7(a) shows the normalised standard deviation of the component \( \langle P \rangle_{\Omega 12} \) for different polycrystals over the deformation, Fig. 7(b) represents it over the polycrystal size in terms of the crystal grain quantity. From a grain number of about 20 on, the standard deviation does not decrease significantly anymore, whereas the \( \pm 5\% \) error measure requires polycrystalline structures of 100 grains and more.

**Figure 6:** Relative errors with respect to mean value of the computations.

(a) Polycrystal within the bounding box 100 \( \times \) 100 \( \times \) 100 \( \mu m \).

(b) Polycrystal within the bounding box 150 \( \times \) 150 \( \times \) 150 \( \mu m \).
6 CONCLUDING REMARKS AND OUTLOOK

6.1 Effective material properties

Assuming that the stresses from the volume averaging procedure are the same as from an effective material assumption

\[ \langle P \rangle_{\Omega} = P^{\text{eff}} = P (\langle F \rangle_{\Omega}) = P (F^{\text{eff}}), \]  

the determination of the effective material parameters can be performed based on a least square fit between the mean stresses out of \( n \) performed computations and the stresses from an effective constitutive assumption

\[ \Pi := \left[ \frac{1}{n} \sum_{k=1}^{n} (\langle P \rangle_{\Omega}^{k} - P (F^{\text{eff}} (\kappa^{\text{eff}}))) \right]^2 \rightarrow \text{minimum} \]  

(35)

\[ \kappa^{\text{eff}} := [\kappa^{\text{eff}}_{\text{el}}, \kappa^{\text{eff}}_{\text{pl}}]^T. \]  

(36)

Due to the volumetric-deviatoric split of the constitution, see (10), both parts of the deformation can be separated and reveals quite an easy way to determine first the isotropic elastic material parameters \( \kappa^{\text{eff}}_{\text{el}} \) by remaining in the elastic range of the deformation. Having determined the parameters with (35), also for varying elastic parameters within the crystal grains, the assignment of the plastic parameters \( \kappa^{\text{eff}}_{\text{pl}} \) can be done. Eventually, the gained effective material model representing the microstructural behaviour has to be validated for different kinds of boundary conditions and constraints of real forming processes.
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Abstract. Constitutive modeling of concrete using continuum damage mechanics and plasticity theory is presented in this work. In order to derive the constitutive equations the strain equivalence hypothesis is adopted. Menetrey-William type yield function (in the effective stress space) with multiple hardening functions is used to define plastic loading of the material. Non-associated plastic flow rule is used to control inelastic dilatancy. Drucker-Prager type function is chosen as a plastic potential. Damage is assumed to be isotropic and two damage variables are used to represent tensile and compressive damage independently. Damage parameter is driven based on the plastic strain. Fully implicit integration scheme is employed and the consistent elastic-plastic-damage tangent operator is also derived. The overall performance of the proposed model is verified by comparing the model predictions to various numerical simulations, cyclic uniaxial tensile and compressive tests, monotonic biaxial compression test and reinforced concrete beam test.
1 INTRODUCTION

Concrete is widely used material due to its ability to be cast on site and to be formed in different shapes. Therefore its mechanical behaviour under different loading conditions must be better understood and it can be simulated by numerical methods. Several concrete constitutive equations have been developed based on nonlinear elasticity, plasticity theory, continuum damage mechanics (CDM), fracture mechanics and microplane model.

Concrete is a highly nonlinear material. Most prominent characteristic of concrete is its low tensile strength compared with its compressive strength. This causes micro-cracking of concrete even under very low loads which reduces the stiffness of concrete element. This leads to use of damage mechanics to model constitutive equations of concrete. On the other hand concrete exhibits some irreversible strain under compressive loads which can be simulated by using plasticity theory. Therefore accurate modeling of concrete behaviour needs to use plasticity theory and damage mechanics simultaneously.

Plasticity theory has been used successfully in modeling behavior of concrete by many researchers such as Grassl 2002, Papanikolaou and Kappos 2007, Kang and William, Imran and Pantazopoulos 2001, Etse and William 1994, Menetrey and William 1995. The main feature of these models is a pressure sensitive yield surface with parabolic meridians, non-associated flow and nonlinear hardening rule. However these models cannot take into account the degradation of material stiffness due to micro-cracking. On the other hand some researchers used continuum damage mechanics alone to simulate concrete behaviour Mazar and Cabot 1989, Simo and Ju 1987, Ortiz and Popov 1982, Tao and Phillips 2005.

Since both micro-cracking and irreversible deformations are two main distinct aspects of nonlinear response of concrete, several combined plasticity and CDM models have been developed in recent years. Combinations of plasticity and CDM are usually based on isotropic hardening plasticity with isotropic damage model. However some researchers use anisotropic damage model such as Çiçekli and Voyiadjis (2007), Carol et al (2001), Abu Al-Rub and Voyiadjis (2009). Most popular combination type is stress-based plasticity in effective space with damage because coupled plastic-damage models formulated in the effective space are more stable and attractive [2].

In this study concrete constitutive model is developed based on scalar damage with plasticity in effective stress space. Damage is modeled as the functions of plastic strain following Lee and Fenves (1998).

2 PLASTICITY FORMULATION

Three parameter Menetrey-William type yield function (in the effective stress space) with multiple hardening parameters is chosen to define plastic loading of the material. This criterion has been successfully used in simulating the concrete behaviour under uniaxial, biaxial and multiaxial loadings by many researchers [7,16]. It is smooth and convex, except the point where parabolic meridians intersect the hydrostatic axis. The yield function is formulated as follows:

\[ f = 1.5 \frac{\rho^2}{k f_c} + m \frac{\rho r(\theta)}{\sqrt{6}} + m \frac{\xi}{\sqrt{3}} - k f_c = 0 \]  

(1)
in terms of Haigh-Westergaard coordinates in the effective stress space. Here $\xi$, $\rho$ and $\theta$ is hydrostatic length, deviatoric length and Lode angle respectively and they are the functions of stress invariants according to following equations:

$$\xi = \frac{I_1}{\sqrt{3}}$$

$$\rho = \sqrt{2J_2}$$

$$\theta = \frac{1}{3} \cos^{-1}\left(\frac{3\sqrt{3} J_3}{2 J_2^{3/2}}\right)$$

where $I_1$ is first invariant of stress tensor and $J_2$, $J_3$ are second and third invariant of deviatoric stress tensor respectively.

Given yield surface possess parabolic meridians and triangular sections at low confinement to almost circular sections at high confinement on deviatoric plane shown in Figure 1. Deviatoric sections shape is controlled by the function:

$$r(\theta, e) = \frac{4\left(1-e^2\right)\cos^2 \theta + \left(2e-1\right)^2}{2\left(1-e^2\right) \cos \theta + \left(2e-1\right)\left[4\left(1-e^2\right) \cos^2 \theta + 5e^2 - 4e\right]^{1/2}}$$

which is proposed by Willam and Warnke (1974). Here $e$ is eccentricity parameter and it must be calibrated according to the uniaxial tensile and compressive strength and biaxial compressive strength.

In yield surface equation $f_c$ is the uniaxial compressive strength and $m$ is friction parameter respectively. Friction parameter formulated in terms of compressive and tensile strength as
following equations:

\[
m = 3 \left( \frac{k f_c}{f_y} \right)^2 - \left( \frac{c f_t}{f_y} \right)^2 \frac{e}{k c f_c f_t} \frac{e}{e + 1}
\]

where \(k\) and \(c\) is compressive and tensile hardening-softening parameter respectively.

![Figure 2. Evolution of Loading Surfaces](image)

### 2.1 Flow Rule

In this study non-associated flow rule is adopted due to control excessive dilatancy. Non-associated means yield function and plastic potential are different each other and, therefore, plastic flow direction is not normal to the yield surface. This is important for realistic modelling of cohesive frictional material such as concrete and rock. The plastic strain rate obtained as:

\[
\dot{\varepsilon}^p = \dot{\lambda} \frac{\partial g}{\partial \sigma}
\]

Where \(\dot{\lambda}\) is plastic multiplier which can be obtained from plastic consistency condition and \(g\) is plastic potential. Drucker-Prager type potential function is chosen as follows

\[
g = \alpha I_1 + \sqrt{3} J_2
\]

such that;

\[
\frac{\partial g}{\partial \sigma} = \alpha \delta_{ij} + \frac{3}{2} \frac{s_{ij}}{\sqrt{3} J_2}
\]

Here \(\alpha\) is dilatation parameter and it controls inelastic volume expansion. Plastic consistency condition is obtained by taking the time derivative of yield function and satisfying Kuhn-Tucker conditions:
2.2 Hardening and Softening Rule

The nonlinear behaviour of concrete in the pre-peak and post-peak region is described by isotropic hardening/softening rule. Hardening/softening and damage states are defined independently by two variables, $\kappa_c$ and $\kappa_t$ due to different behaviour under compressive and tensile loading. For uniaxial loading $\kappa_c$ and $\kappa_t$ is defined as axial plastic strain under compression and tension respectively [12].

$$\kappa = \begin{bmatrix} \kappa_i \\ \kappa_c \end{bmatrix}$$  

$$\dot{\kappa}_i = \dot{\varepsilon}_i^p$$  

$$\kappa_i = \int_0^t \dot{\kappa}_i \, dt$$

$$\dot{\kappa}_c = -\dot{\varepsilon}_c^p$$  

$$\kappa_c = \int_0^t \dot{\kappa}_c \, dt$$

Under multiaxial loading the evolution of hardening variables is given as follows (Lee and Fenves 1998):

$$\Delta \kappa = h(\hat{\sigma}, \varepsilon^p) \Delta \varepsilon^p$$  

where $\hat{\varepsilon}^p$ represents eigenvalues of strain tensor

$$\Delta \hat{\varepsilon}^p = \begin{bmatrix} \Delta \hat{\varepsilon}_1^p \\ \Delta \hat{\varepsilon}_2^p \\ \Delta \hat{\varepsilon}_3^p \end{bmatrix}$$

and

$$h(\hat{\sigma}, \hat{\varepsilon}^p) = \begin{bmatrix} r(\hat{\sigma}) & 0 & 0 \\ 0 & 0 & -(1-r(\hat{\sigma})) \end{bmatrix}$$

The scalar $0 \leq r(\hat{\sigma}) \leq 1$ is a weight factor and defined as
\[ r(\hat{\sigma}) = \frac{\sum_{i=1}^{3} \frac{\hat{\sigma}_i}{|\hat{\sigma}_i|}}{\sum_{i=1}^{3} |\hat{\sigma}_i|} \]  

Where \( \langle x \rangle = \left( |x| + x \right)/2 \) denotes the Macaulay bracket function and \( \hat{\sigma} \) is effective principal stress.

**Under Tension**

Concrete assumed linear elastic up to tensile strength. After that concrete exhibits strain softening. Descending part of tensile stress-strain curve is formulated by stress-crack opening relations given by Hordjik(1991).

\[ \sigma_i = f_t \left[ 1 + \left( \frac{c_1 w}{w_c} \right)^{1/3} \right] \exp \left( -c_2 \frac{w}{w_c} \right) - \frac{w}{w_c} \left( 1 + c_1 \right) \exp (-c_2) \]  

Where \( f_t \) tensile strength, \( w \) crack opening, \( w_c \) critical crack opening and \( c_1, c_2 \) are material constants. Hordjik gives material constants values as \( c_1=3, c_2=6.93 \). To prevent mesh dependent result Hordjik stress-crack opening equation formulated in terms of inelastic strain and stress by incorporating fracture energy and characteristic length as follows:

\[ G_f = \int \sigma_i \cdot dw \]  

\[ w = l_c \cdot \varepsilon^{cr} \]  

\[ G_f = l_c \int_0^{\kappa_w} \sigma_i \cdot d\varepsilon^{cr} \]  

\[ \kappa_w = 5.14 \frac{G_f}{l_c f_t} \]

Where \( G_f, l_c, \sigma_i \) are crushing energy, characteristic length and stress in the direction of crack normal, respectively.

**Under Compression:**

Strength parameter \( k \), which controls the evolution of the yield surface under compression, is defined in terms of hardening variable \( \kappa_c \) as follows [5,9]:

\[ \kappa_c = \frac{G_f}{l_c f_t} \]
\[ k = k_0 + \frac{2\sqrt{\kappa_c \kappa_{c\text{max}} - \kappa_c^2}}{\kappa_{c\text{max}}} (1 - k_0) \quad 0 \leq \kappa_c \leq \kappa_{c\text{max}} \]  
\[ k = 1 - \left( \frac{\kappa_c - \kappa_{c\text{max}}}{\kappa_{c\text{u}} - \kappa_{c\text{max}}} \right)^2 \quad \kappa_c > \kappa_{c\text{max}} \]  

Where \( k_0 = f_0 / f_c \) and \( \kappa_{c\text{max}} \) and \( \kappa_{c\text{u}} \) is equivalent plastic strain at peak stress and ultimate equivalent plastic strain respectively. Second part gives compressive softening which also causes mesh dependent results. To prevent mesh dependency same procedure is followed as tension softening.

\[ \kappa_{c\text{u}} = \kappa_{c\text{max}} + 1.5 \frac{G_c}{l_c f_c} \]  

Where \( G_c \) is crushing energy.

3 DAMAGE MODEL

Isotropic damage is responsible for the degradation in elastic stiffness in this work. Two damage variables, one for tensile damage \( \omega_t \) and one for compressive damage \( \omega_c \), are defined independently following Lee and Fenves (1998). It is assumed that damage variables are increasing functions of the equivalent plastic strains and they can take values ranging from zero, for the undamaged material, to one, for the fully damaged material.

It is assumed that the degradation takes the following exponential form [12,13]:

\[ \omega_t = 1 - e^{-a_t \kappa} \]  
\[ \omega_c = 1 - e^{-a_c \kappa} \]  

Where \( a_t \) and \( a_c \) are material constant for uniaxial tension and compression respectively and they must be calibrated from uniaxial tests. When uniaxial tensile and compressive damage variables are obtained then total damage variables calculated as the following form [1,12]:

\[ 1 - \omega = 1 - (1 - s_t \omega_t)(1 - s_c \omega_c) \]  

Here \( s_t \) and \( s_c \) are used for to take into account closing and reopening of cracks.

4 NUMERICAL INTEGRATION

The implemented integration scheme is divided into two sequential steps, corresponding to the plastic and damage parts. In the plastic part, the plastic strain \( \varepsilon_p \) and the effective stress \( \bar{\sigma} \) at the end of the step are determined by using the implicit backward-Euler return-mapping scheme. In the damage part, damage variable \( \omega \) and nominal stress \( \sigma \) at the end of the step are determined.
Implementation of return-mapping algorithm requires integrating the rate form of constitutive relations in finite time step $\Delta t = t^{n+1} - t^n$ to obtain the stress changes $\Delta \sigma$ and the state variables corresponding to a total change of displacement $\Delta \varepsilon$ within the load increment.

$$\overline{\sigma}_{n+1} = \overline{\sigma}' - D \Delta \varepsilon_{p_{n+1}} = \overline{\sigma}' - \Delta \lambda_{n+1} D \frac{\partial g}{\partial \overline{\sigma}_{n+1}}$$

(20)

Where $\overline{\sigma}'$ is the effective trial stress which is evaluated from given strain increment assuming that plastic strain increment is zero. If trial stress is not outside the yield stress, $f \leq 0$, then step is elastic and plastic strain increment is zero. On the other hand if the trial stress is outside the yield surface then $\overline{\sigma}_{n+1}, \varepsilon_{p_{n+1}}, \kappa_{n+1}$ are determined according to calculated $\Delta \lambda$.

At the end of the loading step following four equations must be satisfied:

$$\overline{\sigma}_{n+1} = D \left( \varepsilon_{n+1} - \varepsilon_{p_{n+1}} \right)$$

(21)

$$\varepsilon_{p_{n+1}} = \varepsilon_{n} + \Delta \varepsilon_{p_{n+1}}$$

$$\kappa_{n+1} = \kappa_{n} + \Delta \kappa_{n+1}$$

$$f \leq 0$$

If one defines the residuals for the equations (4.17), (4.18) and (4.19) as follows:

$$R_{n+1} = \begin{bmatrix} R_{\varepsilon_{n+1}} \\ R_{\kappa_{n+1}} \\ R_{f_{n+1}} \end{bmatrix} = \begin{bmatrix} \varepsilon_{p_{n+1}} - \varepsilon_{n} - \Delta \lambda_{n+1} \frac{\partial g}{\partial \overline{\sigma}_{n+1}} \\ \kappa_{n+1} - \kappa_{n} - \Delta \lambda_{n+1} H_{n+1} \\ f_{n+1} \end{bmatrix}$$

(22)

and linearizes these according to Taylor expansion following equations are obtained:

$$R_{\varepsilon_{n+1}} + \Delta \varepsilon_{p_{n+1}} - \Delta \lambda_{n+1} \Delta b_{n+1} - \delta \lambda_{n+1} b_{n+1} = 0$$

$$R_{\kappa_{n+1}} + \Delta \kappa_{n+1} - \Delta \lambda_{n+1} \Delta H_{n+1} - \delta \lambda_{n+1} H_{n+1} = 0$$

$$f + \frac{\partial f}{\partial \overline{\sigma}_{n+1}} \Delta \overline{\sigma}_{n+1} + \frac{\partial f}{\partial \kappa_{n+1}} \Delta \kappa_{n+1} = 0$$

(23)
After few manipulations, $\Delta \lambda$ can be determined as follows:

$$\delta \lambda_{n+1} = f - \left[ \frac{\partial f_{n+1}}{\partial \sigma_{n+1}} \frac{\partial f_{n+1}}{\partial \kappa} \right]^T \left[ A \right] \begin{bmatrix} R_{\sigma,n+1} \\ R_{\kappa,n+1} \end{bmatrix}$$

$$\left[ A \right]^{-1} = \begin{bmatrix} I + D \Delta \lambda_{n+1} \frac{\partial h_{n+1}}{\partial \sigma_{n+1}} \quad -\Delta \lambda_{n+1} \frac{\partial h_{n+1}}{\partial \kappa_{n+1}} \\ D \Delta \lambda_{n+1} \frac{\partial H_{n+1}}{\partial \sigma_{n+1}} \quad I - \Delta \lambda_{n+1} \frac{\partial H_{n+1}}{\partial \kappa_{n+1}} \end{bmatrix}$$

where

$$b = \frac{\partial g}{\partial \sigma}$$

is the gradient of the plastic potential.

Once the effective stress $\sigma_{n+1}$ is computed in the elastic predictor/plastic corrector steps, the damage parameter is then calculated from equation (3.10):

$$1 - \omega = 1 - \left( 1 - s_{\sigma} \omega_{\sigma} \right) \left( 1 - s_{\kappa} \omega_{\kappa} \right)$$

and the stress is updated as:

$$\sigma_{n+1} = (1 - \omega) \sigma_{n+1}$$

5 NUMERICAL EXAMPLES

The present concrete model is implemented in Abaqus 6.8 by user element subroutine Umat. Its performance is denoted by comparing with uniaxial tensile and compressive, biaxial compressive and cyclic experimental test from literature.

In Figure 3 the cyclic uniaxial tensile test of Taylor (1992) and the cyclic compressive test of Karson and Jirsa (1969) are evaluated numerically to demonstrate the capability of the proposed model under cyclic load conditions. The following properties are adopted: for Taylor’s simulation, $E = 3.1 \times 10^4$ MPa, $f_t = 3.5$ MPa, $G_f = 100$ N/m; and for Karsan and Jirsa’s one, $E = 3.17 \times 10^4$ MPa, $f_t = 3.0$ MPa and $f_{\sigma 0} = 10.2$ MPa. As shown in Figure 3, the experimentally observed strain softening, stiffness degrading, and irreversible strains, are agree well with the proposed results under both tension and compression.
The proposed model is also validated with the results of biaxial compression test reported in Kupfer et al. (1969). The material properties adopted in the analysis are: $E_c=3.1 \times 10^4$ MPa, $f_t=3.0$ Mpa and $G_f=75$ N/m. For specimens under load conditions $\sigma_2/\sigma_1=1/0$, $\sigma_2/\sigma_1=1/1$ and $\sigma_2/\sigma_1=1/0.5$, the predicted stress–strain curves given in Figure 4a–c agree well with the experimental results.

Finally Bresler–Scordelis beam is used to validate the model performance for RC element. It is simply supported beam with 3.7m long span and subjected to concentrated load at midspan. The longitudinal reinforcement consists of four steel bars with total area of 2580 mm$^2$. The concrete has a compressive strength of 24.5 MPa and elastic modulus of 21300 MPa. The elastic modulus and yield stress of steel bars is 191.4 GPa and 444 Mpa respectively. In the finite element modeling, 4-noded rectangular plane stress element is used for concrete and truss elements for steel bars. Perfect bond between concrete and reinforcement is assumed. Load-displacement curve given in Figure 5 shows that analysis results is agree well with test results.
6 CONCLUSIONS

A constitutive model for concrete using continuum damage mechanics and plasticity theory is presented. The plastic part formulated in effective stress space and isotropic damage is formulated in terms of plastic strain. Multiple hardening and damage parameter are used due to different behaviour under tensile and compressive loading. The model predictions are found to be in good agreements with experimental results in uniaxial and biaxial loadings. Localization of deformations is considered by the fracture/crushing energy approach. This model may be enhanced by taking into account lateral confinement.
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Abstract. This paper describes recent numerical simulation results of a purely mechanical study of the effects of high temperature in mortar and concrete. The material has been considered as a two-phase composite, with different thermal expansion laws of matrix and particles taken from the literature. The numerical simulation is based on a meso-mechanical model developed in the group of Mechanics of Materials UPC, which represents the largest aggregate particles explicitly, and represent cracks in a discrete manner by inserting zero-thickness interface elements in all potential crack trajectories a priori of the analysis. The differential expansions create tensile stresses and therefore cracking, that eventually may close, reopen and lead to non-trivial overall material behavior. The results are discussed and compared to the experimental information available, and lead to a general good agreement, capturing the essential mechanisms described in the literature.

1 INTRODUCTION

Under high temperature variations, heterogeneous materials such as concrete may develop internal stresses and complex behavior including cracking and degradation as the result of the expansion mismatch between components. Cruz and Gillen [1] show experimental results of thermal expansion of concrete specimens, as well as of individual ingredients: cement paste, mortar and dolomite rock. In their tests, temperature ranged between 27 and 871°C. The experimental test was carried out on cylindrical samples of 13mm in diameter and 76 mm in length. Experimental results show a variable coefficient of thermal expansion for cement paste, first expanding (until approximate 180°C) and then contracting. In contrast, Dolomite rock shows, between 93 and 871°C, an almost linear expansion as temperature is increased. Figure 1 shows the experimental results that were taken as the basic input information for the numerical study of Sect. 3.1, which deals with the free expansion of mortar specimens. Additional results also reported in the paper, deal with the influence of pre-imposed vertical stresses or prescribed deformations on the expanding specimen, as reported from Anderberg and Thelandersson [2], Thelandersson [3] and Willam et al. [4].
2 MESOMECHANICAL MODEL

The numerical simulation is based on a meso-structural model in which the largest aggregate particles are represented explicitly, surrounded by a homogeneous matrix representing the average behavior of mortar plus the smaller aggregates. In order to capture the main potential crack trajectories, zero-thickness interface elements are inserted \textit{a priori} of the analysis, along all the aggregate-mortar and some of the mortar-mortar mesh lines. These interface elements are equipped with a nonlinear constitutive law based on elasto-plasticity and concepts of fracture mechanics, which is formulated in terms of normal and shear components of the stress on the interface plane and the corresponding relative displacement variables. The initial loading (failure) surface $F = 0$ is given as three-parameters hyperbola (tensile strength $\chi$, asymptotic cohesion $c$ and asymptotic friction angle $\tan\phi$). The evolution of $F$ (hardening-softening laws), is based on the internal variable $W^c$ (work spent in fracture processes), with the two material parameters $G_F^I$ and $G_F^{IIa}$ that represent the classical fracture energy in Mode I, plus a second fracture energy for an “asymptotic” Mode IIa under shear and high confinement. A more detailed description of this elasto-plastic constitutive law can be found in the literature [5,6]. Results of the meso-mechanical model for normal concrete specimens subject to a variety of loading cases in 2D and 3D can also be found elsewhere [6-9].

For the current study, some of the FE meshes used previously have been modified in the sense of adding some interface elements along mesh lines perpendicular to the aggregate surfaces at mid-distance between aggregate corners. In this way, the medium surrounding the expanding aggregate particle can crack in the direction that is more physical, and possible spurious tensile stresses in the surrounding material are minimized.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1}
\caption{Experimental results for cement paste, dolomite rock, mortar and concrete (from Cruz and Gillen [1]).}
\end{figure}
3 RESULTS AND DISCUSSION

3.1 Thermal expansion of mortar specimens

The first numerical analysis is a mortar specimens composed by small aggregate particles of dolomite embedded in a cement paste matrix. For the cement paste the expansion vs. temperature law is extracted directly from the experimental curve above (in figure 1). Since the curve shows first expansion and then contraction, the thermal coefficient, which corresponds to the secant line from the origin to the desired point on the curve, changes sign from positive to negative as temperature increases. For dolomite rock, which constitutes the sand, experimental results show an almost linear expansion as temperature is increased. For this reason a constant coefficient of thermal expansion has been used in the calculations, with a value of 0.0000125/ºC.

In the experiment, thermal expansions were also measured for the overall mortar specimens, these values have been used to compare the results from the numerical calculations. For the numerical simulation, a 12x12 mm² square specimen was considered with volume fraction of sand aggregates 39% and maximum size 1.7mm (average aggregates size 1.02mm). These values were adopted based on available data from the lab specimens. The resulting meso-geometry and FE mesh are shown in figure 4.

3.1.1 Elastic analysis

The first analysis run for the mortar specimen has been under the assumption of linear-elastic interfaces (figure 2). Note that in this case interfaces are not allowed to open (crack) or slide. Therefore, the change from expansion to contraction of the cement paste for high temperature, forces the overall initial mortar expansion (with tensioned sand aggregates) to turn later into overall contraction (with compressed sand aggregates), and all materials and interface are assumed to withstand tensile stresses without limit.

Figure 2: Experimental curves for mortar and cement paste expansion, together with numerical results of a heterogeneous mortar specimen assuming linear elasticity (linear elastic interfaces).
3.1.2 Non-linear analysis with cracking

In this case the interface elements are assumed to follow a fracture-based non-linear constitutive law with softening that simulates cracking [5]. The material parameters used are: for the continuum medium: $E = 70000$ MPa (dolomite rock), $E = 25000$ MPa (cement paste) and $\nu = 0.2$ (both); for all interfaces (along both dolomite sand-cement and cement-cement contacts): $K_N = K_T = 500000$ MPa/mm, $\tan \phi_0 = 0.90$, $\chi_0 = 6$ MPa, $c_0 = 15$MPa, $G^F_I = 0.025$ N/mm, $G^F_{II} = 10 G^F_I$, $\sigma_{dil} = 40$ MPa, $\alpha_d = -2$.

Figure 3 shows the numerical and experimental results obtained for mortar specimens, together with the experimental results for dolomite rock and cement paste.

![Graph showing numerical versus experimental specimen expansion curves for the mortar specimen with cracking, together with the curves obtained for sand and for cement paste.](image)

3.1.3 Crack evolution and final deformation

Figures 4 and 5 show the details of crack evolution for eleven different prescribed temperature values (54, 110, 148, 180, 192, 286, 547, 612, 711, 806 and 867°C), as well as the final deformation mesh (in the last diagram for 867 °C, the red mesh overlapped represents the undeformed mesh). In the figures, cracking is represented in term of the magnitude of the relative displacement vector (square root of normal plus tangential relative displacements squared). The graphic scale factor is not the same in all figures because for temperatures below 201°C displacement magnitudes are significantly lower than for temperatures above that value. The maximum values of the relative displacement norm obtained through the entire mesh for each temperature are indicated in the figure captions.
Figure 4: Crack pattern evolution of mortar in terms of the magnitude of the relative displacement vector, for increasing prescribed temperature (same graphic scale factor for the six diagrams, but not the same as in figure 5; maximum value for each diagram (x10−4): 0.131, 0.204, 0.193, 0.169, 0.158 and 4.24).

Figure 5: Crack pattern evolution of mortar in terms of the magnitude of the relative displacement vector, for increasing prescribed temperature (same graphic scale factor for the five diagrams, but not the same as in figure 4; maximum value for each diagram(x10−4): 33.9, 46.1, 60.3, 65.1 and 78.8).
In figures 4 and 5 it is shown that initially only the interface elements between aggregate and matrix develop cracks (three first pictures in figure 4), while for higher temperature practically all interface elements become activated. This is related to the fact that for temperature below 180ºC the aggregates are basically in tension and the matrix is in compression, while for higher temperature this situation is inverted.

3.1.4 Evolution of the stresses of the continuous medium

Figure 6 shows the evolution of the stresses within the cement paste and sand grains (continuous medium), red color representing tensile stresses and blue color compressive stresses. For temperatures below 180ºC, cement paste expands more than the aggregates (see figure 1), causing the aggregates to be subject to tension and the matrix to compression. Above that temperature, however, this trend is inverted: the aggregates expand more that the cement paste and the stresses change sign. In figure 6 we can see both states:

- Below 180ºC the aggregates are in tension and the matrix is in compression. Stress values increase until 110ºC, then start decreasing.
- Above 180ºC the stress state changes and aggregates turn into compression while the matrix turns into tension. Once signs have changed, stress values increase until approximately 286ºC, and beyond that temperature they decrease again.

**Figure 6:** Evolution of stresses in the continuous medium of aggregates and matrix for the following temperature values: T = 54ºC, 110ºC, 148ºC, 180ºC, 192ºC, 286ºC, 547ºC and 867ºC, same scale factor for stresses in all graphs in this figure.
3.1.5 Numerical estimate of the influence of pre-existing vertical compressive stress

The fact that thermal action without confinement generates cracking, motivates the investigation of the effects of simultaneous loading and temperatures. Intuitive understanding tells us that under initial compression, cracking caused by tensile stress increments generated by temperature action might be postponed or prevented altogether. Therefore the combined effects of compression and temperatures might differ significantly from the superposition of the individual effects. These aspects are investigated in this section, by means of some additional calculations, using the same mortar mesh of the previous section with the parameters already calibrated for the mortar of Cruz and Guillen [1], which is subject to simultaneous thermal action and vertical confining stress. Because Cruz and Guillen [1] did not perform any such test under compressive load, the numerical results obtained are compared in a pure qualitative manner with some existing experimental results of Anderberg and Thelandersson [2], which were carried out in concrete specimens with different properties and geometric characteristic of the mortar used in the simulation.

In the numerical simulations, the specimens were loaded to a certain vertical stress level and then heated to 800°C. The load level is given as a percentage of the compressive strength of the material. Ten specific cases were analyzed with the nine compressive vertical stresses over \( f'_{c} \) values of: 0, 0.01, 0.03, 0.05, 0.112, 0.225, 0.450, 0.675 and 1. The results obtained in terms of overall vertical strain (positive = expansion, negative = contraction) against temperature are shown in figure 7.

In the figure, the upper continuous curve corresponds to free expansion (no compression), and coincides with the mortar curve in figure 3. For low temperatures, the effect of compression on the thermal expansion is reflected by the shift downwards of each curve,
which remains approximately constant until the temperature of 200-300°C. In this range the
effects of compression and temperatures could be simply superimposed. Beyond that
temperature, however, the (upper) uncompressed curve shows an inflection point
Corresponding to the beginning of internal cracking when the contracting matrix gets detached
from the expanding aggregates, while the pre-compressed curves tend to turn downwards
following the matrix contraction. Tensile stresses due to thermal mismatch have to overcome
existing compressions, with the result that cracking and overall expansions are delayed to
higher and higher temperatures, or even suppressed altogether for high compression values
approaching the compressive strength.

The main trends observed in the computations are similar qualitatively to those observed in
the experiments A5, A6, A8 and A9 of Anderberg and Thelandersson [2], results that are
shown in section 3.2.2 (figure 10).

3.2 Thermal expansion of concrete specimens

Experimental tests of thermal expansion at high temperature of concrete specimens with
and without compression stress were reported, among others, by Anderberg and
Thelandersson [2]. The calculations in this section try to reproduce those material
characteristics and results, but due to the lack of basic material information (those authors did
not report details of thermal expansions of the individual components cement, aggregate,
mortar), the missing information is taken from the experiments from Cruz and Guillen [1]
already mentioned in previous sections.

In the numerical analysis, concrete is represented by large aggregates particles of dolomite
rock surrounded by a matrix that represents mortar and smaller aggregates. The specimen
considered has dimensions 10x10cm², volume fraction of large aggregates 28% and
maximum aggregate size 14mm (average aggregate size 10.4mm). The material parameters
are: $E = 70000$ MPa (dolomite rock), $E = 29000$ MPa (mortar) and $v = 0.2$ (both); for
dolomite aggregate-mortar interfaces $K_N = K_T = 500000$ MPa/mm, $\tan \phi_0 = 0.90$, $c_0 = 15$ MPa,
$G_{II}^F = 0.025$ N/mm, $G_{II}^F = 10$ G J, $\sigma_{dil} = 40$ MPa, $\alpha_d = -2$, and for mortar-mortar
interfaces: $K_N = K_T = 500000$ MPa/mm, $\tan \phi_0 = 0.90$, $c_0 = 20$ MPa, $G_{II}^F = 0.030$
N/mm, $G_{II}^F = 10$ G J, $\sigma_{dil} = 40$ MPa, $\alpha_d = -2$.

3.2.1 Free thermal expansion analysis

In the numerical simulation of the free thermal expansion analysis of concrete, the variable
coefficient of thermal expansion for mortar is extracted from a volume expansion vs.
temperature curve obtained numerically in Sec. 3.1.2 (figure 3). For aggregates, the
coefficient of thermal expansion is assumed constant with value 0.0000125/°C (same as for
the sand in the mortar simulation of Sect 3.1).

Figure 8 shows the numerical and experimental results for concrete specimens, for both
Cruz and Guillen [1] and Anderberg and Thelandersson [2]. Numerical results are closer to
the curves reported by Cruz y Guillen [1], and do not deviate excessively from those by
Anderberg y Thelandersson [2] either. Results also show that in general terms expansion of
concrete is larger than of mortar subject to the same temperature.
3.2.2 Crack evolution and final deformation

The crack evolution trend is similar to that obtained for mortar in section 3.1.3. Figure 9 shows a detail of crack evolution for three different prescribed temperature values (157, 519 and 867°C) and the final deformation field. We can see that, as in mortar, initially only the interface elements between aggregate and matrix are opening, while for higher temperature practically all interface elements became activated.

3.2.3 Test with thermal action under different values of vertical compressive stress

The influence of a pre-existing sustained vertical stress on the evolution of thermal expansion is analyzed. The specimens were loaded to a certain vertical stress level and then heated to 800°C. The load level is given as a percentage of the compressive strength of the material. Three specific cases were analyzed with the three compressive vertical stresses over \( f'_c \) values of: 0.225, 0.450 and 0.675. For each cases here analyzed a constant coefficient of thermal expansion of value 0.0000125/°C for the aggregates was used. For the mortar, a variable thermal coefficient has been extracted from the mortar expansion/contraction curves obtained in Sect. 3.1.5.
Figure 10 shows preliminary numerical results obtained in terms of overall vertical strain (positive = expansion, negative = contraction) against temperature, together with the experimental curves of Anderberg and Thelandersson [2]. For low temperature values, approximately 0-300°C, there is a certain difference between numerical and experimental result, this is due to the fact that the experimental curves show for this range of temperatures the called transitional thermal creep which our model is not able to capture. For higher temperature values, where cracking and overall expansion are delayed for the presence of the vertical compressive stress, there is a qualitatively good agreement between results.

![Figure 10: Total strain vs. temperature for numerical and experimental curves [2] for different load levels.](image)

Figure 11 depicts the evolution of microcracking with increasing temperature, in the analysis under a vertical pre-compression level of 0.450f'_c, as well as the final deformed mesh. The representation is made in terms of the magnitude of the interface relative displacements. It can be observed as cracks develop predominantly in the vertical direction, with slight lateral inclination. This is in contrast with the circumferential-radial crack patterns around aggregates observed in the case of free expansion with no vertical compression (figure 9).

![Figure 11: Crack pattern evolution in concrete in terms of magnitude of interface relative displacements, for increasing prescribed temperatures with a pre-compression stress level of 0.450f'_c, and final deformed mesh. Max. values obtained for each diagram (x10-3): 0.020, 9.04 and 336.](image)
4 CONCLUDING REMARKS

The purely mechanical approach employed, which is based on input data of expansion curves for individual components, plus a meso-mechanical model with interfaces for cracking, seems capable of representing the effects of temperature mismatch on the overall expansion of mortar and concrete specimens, and related degradation mechanisms of cracking and damage. On-going work is aimed at improving the material model under loading by incorporating transitional creep at high temperatures, reproducing additional results of displacement-restrained experiments, and incorporating into the model additional capabilities for temperature distribution and other diffusion-related phenomena linked to high-temperatures.
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Abstract. In this paper, a sequential multi-scale framework to solve mass (air or water) transfer problems is described. Numerical results are checked against mechanical and permeation experimental datas from a reinforced concrete specimen under tensile load designed by C. Desmettre and J.P. Charron [2]

1 Introduction

The durability of reinforced concrete structures is strongly linked to its porosity and moreover to its cracks pattern which can be anisotropic in many realistic contexts. Created by mechanical loading or unfavorable thermo-hydrical environment, those cracks increase the penetration of water and aggressive agents within the material which can severely weaken its mechanical behavior. It is therefore obvious that being able to compute the flow going through concrete structure is a big issue for numerous applications: concrete made bridges or CO$_2$ storage as well as civil nuclear industry. Thanks to a mechanical model able to represent the cracks opening in heterogeneous materials [3], we then compute a mass (air or water) transfer problem within concrete and deal with permeability on isotropic as well as anisotropic crack patterns. The experimental permeability datas obtained on a tie-specimen under uniaxial loading described by C. Desmettre and J.P. Charron in ”novel water permeability device for reinforced concrete under load”[2] is then checked against our numerical results.

The section 2 of this paper focuses on the sequential multi-scale framework, dealing with the cracks FE modelling and the hydro-mechanical coupling, both at a meso scale. The section 3 briefly sum up the experimental study of C. Desmettre and J.P. Charron [2] and checks the experimental datas against our numerical results.
2 Sequential multi-scale framework

As said previously, the aim is to compute a flow problem on isotropic as well as anisotropic crack patterns on cement base materials. Firstly, it means that the mechanical model must be able to deal with heterogeneous materials. Actually, reinforced concrete is composed of steel bars and concrete, which itself is a mix of mortar and aggregates. Secondly, the flow is strongly influenced by the crack opening $[u]$ as the Poiseuille flow $Q_P$ going through a $[u]$ gap between two planes is proportional to the cube of the opening ($Q_P \propto [u]^3$). Therefore, the crack opening is a crucial value for the mass transfer computation.

Greatfully, the model used [3] has those two specificities :

• it represents multi-phasic materials (cement paste, aggregates and steel have different mechanical and transfer characteristics),

• it gives the value of the opening $[u]$ of each broken element whatever the solicitation is.

The next part focuses on those two special features of the mechanical model before describing the permeation computation.

2.1 Crack representation : Strong discontinuities

When a concrete specimen (ie: made of cement paste and aggregates) is under a tensile solicitation, the stress in the cement paste quickly reaches its rupture value ($f_t \approx 3MPa$) resulting in a crack initiation before its propagation. This is a dissipative phenomenon where the so-called ”fracture energy” ($G_f \ [J.m^{-2}]$) represents the energy dissipated by a one square metre crack. Practically, it can be easily deduced from a light experimental device like a three points bending test and is therefore one of the most used characteristics of concrete as the tensile limit stress ($\sigma_f$) or the Young modulus ($E$). Thence, those three parameters seems judicious to be the basis of a mechanical element able to represents the behaviour of a brittle material like concrete is.

Dealing with brittle and quasi-brittle material in computational mechanic is still a big issue and numerous models exist, each one with its benefits and its drawbacks. On one hand, discrete mesh models [6] are able to represent the crack opening, but they usually need intensive re-meshing in order to compute the crack direction. On the other hand, with a Finite Element basis, several approach exist like the smeared crack models [5]. Their main drawback is their mesh dependency, problem which can be bypasses introducing a length scale wich is mesh objective.

Recently [7], [8], [9], an elegant crack model based on FE theory has been developed. This method is mesh independent and doesn’t need re-meshing but introduce a so-called strong discontinuity in the displacement field. The strong discontinuity is activated thanks to a yield function $\Phi$ written as:
where $t$ is the traction vector at the discontinuity and $\sigma_f$ the limit stress. The softening is introduced through the variable $q = k([u])$ by considering the exponential form (cf figure 1),

$$k([u]) = \sigma_f \left(1 - e^{-\frac{\sigma_f}{G_f}([u])}\right)$$

(2)

The next part focuses on the permeability part.

2.2 Mesoscopic scale flow: The Poiseuille law

Once the cracks initiates, the second step starts: the aim is to compute a mass transfer problem with the damaged mesh. Here is the key point, the material is composed of a “double porosity”. At a micro-scale, the cement paste porosity is isotropic. It represents the undamaged part of the permeability (pore diameter $\approx 10\mu m$). The flow can be computed with the Darcy law (eq 3). This equation links the mass flow density $q$ [kg.s$^{-1}$.m$^{-2}$] and the pressure $p$.

$$q = \rho v = -\frac{1}{\mu} \rho. k. \frac{1}{2} \text{grad}(p)$$

(3)

The permeability ($k$) unit is m$^2$.

As soon as the first crack initiates, a bigger porosity appears and the permeability rises.

If the crack pattern is isotropic, one can analytically links damage to permeability [4]. In case of anisotropy, which represents most of the realistic studies, the problem is therefore more complex to solve. Taking into accounts the anisotropy of the crack pattern is inherent to our model. It is based on a local implementation of the constitutive equation which gives the Poiseuille flow between two planes (cf figure 2 and equation 4).

$$q_{Edge} = \rho \ v_{Edge} = \rho \ \frac{w_{Edge}^3}{12\mu L_{Edge}} \ \frac{\Delta p}{L}$$

(4)
where \( \mu \) is the viscosity of the studied fluid (\( \mu_{\text{water}} = 8.90 \times 10^{-4} \text{Pa.s at 20}^\circ \text{C} \)) and \( \rho \) is a constant as this equation 4 is given for incompressible fluid.

Once the elementary permeability matrices written, the "double porosity" is easy to be written as the sum of the isotropic permeability and the anisotropic permeability due to the possible crack: \( K = K_{iso} + K_{ani} \) where \( K_{iso} = \frac{-k}{\mu} I \) and \( K_{ani} = \frac{w^2 L}{\mu} (1 - n \otimes n) \).

As the anisotropic permeability matrix shows it, there is no flow in the colinear direction of the bar while in the two perpendicular direction, the permeability is equal to \( \frac{w^2 L}{\mu} \).

Once the assembly of the elementary matrices done thanks to a classical FE software, the problem can easily be solved and, as a result, the macroscopic flow can be computed. This method is an elegant way to automatically take into account the tortuosity and the connectivity of the cracks.

2.3 Permeability of RC element under load

The multiscale framework we present here is clearly suitable dealing with mass transfers within concrete structures or their components. To that aim we focus on experimental results from [2] who designed a coupled tensile – permeability test on Reinforced Concrete (RC) specimens (610 \( \times \) 90 \( \times \) 90 mm\(^3\) concrete element including a 11 mm diameter reinforcement bar). Here we aim at comparing their experimental measures to numerical results and focus on the permeability evaluation along the failure process.

The fine scale mechanical analysis of this RC tie is based on a spatial truss representation [3] built with non-adapted meshes. In order to fit to the experimental conditions, displacements are prescribed at both ends of the steel reinforcement bar. Such increasing load leads to progressive cracking of the concrete element and Figure 3 shows a typical crack pattern obtained from a numerical analysis. Three main macroscale cracks are distributed along the tie which is in accordance with experimental observations. Moreover,
we show on Figure 4 that there is a quite good agreement between the measured values of those cracks openings during the loading process and the corresponding numerical values.

![Figure 3: RC tie: numerical crack patterns](image)

**Figure 3:** RC tie: numerical crack patterns

![Figure 4: RC tie: maximum crack opening versus stress in reinforcement (experimental [2] vs computational results)](image)

**Figure 4:** RC tie: maximum crack opening versus stress in reinforcement (experimental [2] vs computational results)

On the permeability assessment point of view (here the test deals with water), Figure 5 shows the norm of the mass flow vector at the end of the failure process. Although the concrete specimen contains a large number of mesoscale cracks, it is clear that the mass transfer takes place within a subset of those cracks, corresponding to several percolated paths. Thus, on the mass transfer point of view, the former may be seen as a set of
macroscale cracks. Hence, it is worth noting that, apart from considering the opening value as the pertinent criterion, this mass transfer analysis leads to an other way to determine this set of macroscale cracks. This analysis being linear and so quite simple to drive, it is a very convenient way to characterize macroscale cracks.

Finally, Figure 6 shows the permeability coefficient – here in [m.s\(^{-1}\)] – evolution along the load increase. The permeability increases from approximatively \(2 \times 10^{-10} \text{m.s}^{-1}\) to \(1 \times 10^{-5} \text{m.s}^{-1}\) both for numerical and experimental studies. It is also worth noting that the increasing rate is also quite well represented. Yet, the permeability rise appears for smaller loading values in the numerical study than in the experimental one. Considering the concrete heterogeneity as well as the experimental discrepancy, those results are quite promising.

3 Concluding Remarks

This paper presents the results given by a mesoscopic model able to compute the flow going through a specimen under load. Three important points have been validated:

- Cracks spacing (3 main cracks on the 610mm long specimen),
- Cracks opening (0,35mm maximum opening when the yielding stress is reach in the reinforced bar),
- Permeability values during loading (rise of 5 orders of magnitude from the original permeability for this study).

The numerical results are therefore quite promising, especially knowing that more attention can be paid on the boundary conditions and loading to fit to the experimental study.
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Abstract. Various authors have used pure shear test models in order to describe the bond between FRP and concrete. However, considerable dispersion of the parameters which characterize the bond behaviour has been found. In pure shear models it is assumed that the load applied to the FRP is parallel to the axis of the concrete specimen and acts on the plane of symmetry. In this work, a numerical model is presented to analyse the influence of load misalignment on FRP-concrete bond behaviour.

1 INTRODUCTION

The use of fibre reinforced polymers (FRP) applied to the external strengthening of concrete structures, in particularly the use of laminates and sheets, has become an increasingly common practice. This is due, namely, to the mechanical properties of these composite materials, such as the ease of application and high strength-to-weight ratio. The major problems found with this reinforcement technique are the local failure modes. In the last few years, several experimental and analytical studies have been carried out, which contributed to the understanding and quantification of the phenomenon related to the bond behaviour between concrete and FRP. However, several issues still need to be clarified.

Various authors [1, 2, 3, 4, 5, 6] used pure shear test models in order to describe the bond behaviour, which contributed to the definition of constitutive relationships for the interface concrete-FRP. A considerable dispersion of the parameters adopted to characterize the bond behaviour has been found [7].

In pure shear models it is assumed that: i) the load applied to the FRP is aligned with the axis of the concrete specimen and ii) the load is applied at the symmetry axis of the strengthened material. In this work, the influence of a deviation angle of the load with respect to the element axis is analysed. A numerical model is presented, based on previous studies [7, 8, 9], in which the stress distribution long the interface concrete-FRP is evaluated. These
stresses can be both tangential and normal to the interface. In this study, unidirectional carbon fibres sheets are considered.

The bond between the FRP and the concrete is modelled using a discrete crack approach, based on Non-Linear Fracture Mechanics [10]. Interface elements with zero initial thickness are adopted. The shear and peeling stresses developed at these elements are dependent on the relative displacements measured between the strengthening material and the concrete surface, according to a local constitutive relationship under softening. The material properties that characterize the interface, namely the shear and peeling stiffness, the cohesion, the tensile strength and the fracture energy in modes I and II, are obtained from previous works [7, 8, 9]. From the analysis of the results numerically obtained, it is possible to draw conclusions concerning the relative importance of each parameters and the influence of the load slope on the obtained results. It is expected that this work may contribute to identify some aspects which should be considered in a setup of experimental tests and to clarify the interpretation of the results obtained from those tests.

2 PURE SHEAR MODEL

The pure shear model considered in this work consisted of concrete specimens in which unidirectional carbon fibres were glued, by means of resin epoxy. The specimen was subjected to a tensile load along the direction of the fibres, as shown in Figure 1. This model was used in previous studies [11]. The concrete specimens tested were 400mm long and had a rectangular cross-section of 200mm by 200mm. The strengthening material had a width of 80mm and was applied on the larger face of the specimen. The nominal values for Young’s modulus and for the ultimate tensile strain of the CFRP were 240GPa and 1.55%, respectively. Mean values of 36.4MPa, 2.8MPa and 31.6GPa, for the compressive strength, tensile strength and Young’s modulus of concrete, respectively, were considered.

![Figure 1: Shear model on concrete joint strengthened externally by CFRP [11]](image)

3 MATERIAL MODEL

The concrete is assumed a continuum exhibiting an isotropic linear elastic behaviour. The FRP behaviour is assumed linear elastic until failure. The bond between concrete, resin and CFRP is modelled using interface elements of zero initial thickness and a discrete crack approach.
A multi-surface plasticity model is adopted \cite{12, 13}; two limit surfaces are considered: a tension cut-off for mode-I fracture and a Coulomb friction envelope for mode-II failure and mixed mode, as shown in Figure 2. In this figure, the horizontal axis represents the normal stress vector component and the vertical axis represents the tangential stress vector component measured at the interface. The cut-off mode-I is defined by the tensile strength of the concrete. The Coulomb friction envelope is initially characterized by the cohesion coefficient and by the internal friction angle \( \phi \). Both yield functions follow exponential softening flow rules (Figure 3).

The yield function associated with the normal stress is given by:

\[
 f_n = \sigma_n - f_t \exp \left( - \frac{f_t}{G_F} w \right)
\]

where \( \sigma_n \) is the stress vector component measured at the interface. An associated flow rule is considered. The shear yield function reads:

\[
 f_s = |\tau| + \sigma_s \tan \phi - c \cdot \exp \left( - \frac{c}{G_F^\parallel} s \right)
\]

where \( \tau \) is the tangential stress vector component measured at the interface. A non-associated flow rule is adopted with a plastic potential \( g_s \) given by:

\[
 g_s = |\tau| + \sigma_n \tan \psi - c
\]

where \( \psi \) is the dilatancy angle. An isotropic softening criterion is adopted, meaning that both yield surfaces shrink the same relative amount in the stress space, and both keep the origin (Figure 2).

\[
 \sigma_n = \begin{cases} \sigma_n & \text{if } f_n \leq 0 \\ 0 & \text{otherwise} \end{cases}
\]

\[
 \tau = \begin{cases} \tau & \text{if } f_s \leq 0 \\ 0 & \text{otherwise} \end{cases}
\]
The material parameters characterizing the interface behaviour are: the elastic shear and peeling stiffness, $k_s$ and $k_n$, respectively, the cohesion $c$, the tensile strength $f_t$, and the fracture energies in modes I and II, $G_F$ and $G_F^{II}$, respectively (area under the curves $\sigma_n$-w and $\sigma_n$-s adopted as shown in Figure 3).

4 NUMERICAL ANALYSIS

The numerical analysis is performed using the finite element method [7]. Considering the very high stiffness of the concrete when compared to the epoxy and the FRP, this material is modelled by rigid supports. For the strengthening material, except in the reference models, 4 node isoparametric elements are adopted. These elements allow the bending stiffness of the composite to be considered. For the FRP, in the reference models, linear 2-node elements are considered [7]. The bond behaviour is modelled by linear interface elements with initial zero thickness.

The specimen response is determined under displacement control, using an incremental, iterative procedure.

As mentioned above, the constitutive relationship of the interface concrete-CFRP is defined by six parameters: the shear and peeling stiffness, the cohesion, the tensile strength and the fracture energy in modes I and II.

According with previous studies [7, 9] the following values are adopted: $k_s=1500\text{MPa/mm}$ and $k_n=4000\text{MPa/mm}$, for the shear and peeling stiffness, respectively, $c=5\text{MPa}$ for the cohesion and $G_F^{II}=1.5\text{N/mm}$ for the fracture energy in mode II. In the case of fracture energy in mode-I there is a large variation on the values proposed in the bibliography [4, 14, 15, 16, 17], namely in the relationship between $G_F^{II}$ and $G_F$. A value of $G_F=0.1\text{N/mm}$ is considered assuming a relation $G_F^{II}/G_F$ between 10 and 25 [4, 14, 15].

The angle $\alpha$ is defined between the direction of the applied force and the y axes of the model (corresponding to the fibre orientation), in order to define the load slope: $\alpha=0^0$, as well as values of $\alpha>0^0$ and $\alpha<0^0$ are adopted, meaning a counter clockwise and clockwise rotation, respectively, with respect to the fibre axis. In this study the following values are used: $\alpha=\pm 1.0^0$ and $\alpha=\pm 0.5^0$. The load deviation with respect to the fibre orientation is implemented by means of the corresponding components: one along the direction of the fibres and the other perpendicular to the strengthening material. As a consequence, in addition to the stresses tangential to the interface, normal stresses are expected to develop.

Next, the numerical study is presented. In the analysis, the adopted thicknesses of the CFRP are: $t_f=0.5\text{mm}$ and $t_f=0.1\text{mm}$. These values are typical of CFRP sheets.

4.1. CFRP thickness equal to 0.5mm

For a composite thickness of 0.5mm and $\alpha=\pm 1.0^0$ the interfacial stress distribution along the bond length is obtained. In Figures 4 and 5, the interfacial stresses along the bond length for several load levels are presented, for applied loads close to 20% and 90% of the maximum load registered in that model, which is circa 48kN.

For lower load levels, some values of the shear stresses are higher than the cohesion defined due to the presence of normal compressive stresses, which is in according with the yield surface adopted as shown in Figure 2. These stresses only occur along a small length, near the location where the load is applied. Apart from the region where normal stresses co-
exist, the shear stress distribution becomes similar to the one obtained in a pure shear model [7].

![Figure 4: Interfacial stresses with $t_f=0.5\,\text{mm}$, $F=10\,\text{kN}$ and $\alpha=+1.0^\circ$](image1)

![Figure 5: Interfacial stresses with $t_f=0.5\,\text{mm}$, $F=43\,\text{kN}$ and $\alpha=+1.0^\circ$](image2)

In Figures 6 and 7, the interfacial stresses along the bond length for several load levels are presented, for applied loads close to 20% and 90% of the maximum load registered in that model when $\alpha=-1.0^\circ$, which was circa 25kN. Except in the region where normal stresses co-exist, the shear stress distribution becomes once more similar to the one obtained in a pure shear model [7]. Also in this case it is possible to observe normal stresses to the interface in addition to the tangential stresses. These stresses are mainly peeling stresses and also occur along a small length near the location where the load is applied. Thus, conversely to the previous case, shear stresses above the cohesion are not found.

With $\alpha=-1.0^\circ$, the maximum load is circa 52% of the maximum load obtained in the case with $\alpha=+1.0^\circ$. Theoretically, this relationship should be close to 100%. Since the evaluation of the mode-II fracture energy based on experimental tests is much dependent from the ultimate load, it is important to mention that unreliable values of this parameter will be obtained if $\alpha$ in the experimental setup is less than zero. This issue will be further discussed below.
The results obtained with $\alpha \neq 0^\circ$ and with $\alpha = 0^\circ$ for a load level of 65% of the maximum load obtained with $\alpha = +1.0^\circ$ and $\alpha = -1.0^\circ$, 31kN and 16kN, respectively, are compared and presented in Figures 8 and 9.

From the analysis of the results obtained from the two models, with $\alpha = +1.0^\circ$ and $\alpha = 0^\circ$, it is found that the corresponding maximum load and the shear stress distribution are similar, as shown in Figure 8, except along a small length near the location where the load is applied. The experimental results obtained with $\alpha = +1.0^\circ$ allow for the satisfactory quantification of the material parameters that define the constitutive law of the bond behaviour between concrete and CFRP, namely: $k_s$, $c$ and $G_F^{II}$.

The shear stress distributions obtained with both $\alpha = -1.0^\circ$ and $\alpha = 0^\circ$ are similar, for a load of 16kN, as can be observed in Figure 9. However there are some differences which should be noticed. The relation between the maximum loads with $\alpha = -1.0^\circ$ and with $\alpha = 0^\circ$ is about 52%. This is a very important aspect because it has direct implications on the value which could be adopted, by mistake, for $G_F^{II}$. The maximum load in the model with $\alpha = -1.0^\circ$ is 25kN. From this result, the fracture energy in mode II was estimated according to Equation (4) [7, 18, 19]. The obtained value was 0.41N/mm, which is about 27% of the reference value, considering a pure shear model.

A new pure shear model was defined considering the above obtained value for the fracture energy in mode-II: $G_F^{II}=0.41N/mm$. Values of $c=5.0$MPa and $k_s=1500$MPa/mm were adopted for a complete definition of the interface behaviour. The results from this model, called $\alpha 1=0$, are shown in Figure 9. As expected, from this figure it is possible to observe a very good...
agreement between the stress distribution and the maximum load obtained from both models: with $\alpha=-1.0^\circ$ and $\alpha_1=0^\circ$. However, these “corrected” values of fracture energy, obtained with $\alpha=-1.0^\circ$, are not the right ones.

\[ N_u = b_f \times \sqrt{2E_f \times t_f \times G_f^{II}} \]  

(4)

Figure 8: Shear stresses with $t_f=0.5\text{mm}$ and $F=31\text{kN}$

Figure 9: Shear stresses with $t_f=0.5\text{mm}$ and $F=16\text{kN}$

Considering now a value of $\alpha$ equal to half of the previous, it is possible to note similar shear stress distribution as shown in Figure 10. However, the maximum load obtained from the model with $\alpha=0.5^\circ$ was 35kN, higher than 25kN which was obtained with $\alpha=-1.0^\circ$.

Figure 10: Shear stresses with $t_f=0.5\text{mm}$: $F=31\text{kN}$ (ang.$>0$) and $F=16\text{kN}$ (ang.$<0$)


4.2 CFRP thickness equal to 0.1mm

For a composite thickness of 0.1mm and $\alpha=+1.0^\circ$ the interfacial stresses distribution along the bond length was obtained. In Figures 11 and 12, the interfacial stresses concrete-CFRP along the bond length are presented for several load levels, namely about 20% and 90% of the maximum load registered in that model, which was circa 22.5kN. From these figures it is possible to notice, as observed in the previous case with $t_f=0.5$mm, non-zero normal stresses. The normal stresses are compressive and occur along a smaller length than the one observed with $t_f=0.5$mm, next to the location where the load is applied. Except in the region where normal stresses co-exist, the shear stress distribution becomes similar to the one obtained in a pure shear model [7].

![Figure 11: Interfacial stresses with $t_f=0.1$mm, F=5kN and $\alpha=+1.0^\circ$](image1)

![Figure 12: Interfacial stresses with $t_f=0.1$mm, F=20kN and $\alpha=+1.0^\circ$](image2)

In Figures 13 and 14, for $\alpha=-1.0^\circ$, the interfacial stresses along the bond length are presented for several load levels similar to the values previous adopted, namely about 20% and 90% of the maximum load registered in that model, which was circa 9.5kN. For $t_f=0.1$mm the relationship between the maximum load with $\alpha=-1.0^\circ$ and $\alpha=0^\circ$ is circa 42% and for $t_f=0.5$mm the corresponding ratio is 52%. Thus, compared to the case $\alpha=0^\circ$, the decrease of the maximum load under $\alpha<0^\circ$ seems to become more significant when the external reinforcement thickness decreases. Similar to the case with $t_f=0.5$mm, the value of the fracture energy in mode-II obtained from an experimental test in these conditions will hardly match the theoretically correct one.

Except in the region where normal stresses co-exist, the shear stress distribution becomes similar to the one obtained in a pure shear model. Also in this case it is possible to observe...
normal stresses to the interface in addition to the tangential stresses. The normal stresses, mainly peeling stresses, only occur along a small length, next to the location where the load is applied.

Figure 13: Interfacial stresses with \( t_f=0.1\)mm, \( F=2\)kN and \( \alpha=-1.0^\circ \)

An analysis similar to the previous one adopting \( t_f=0.5\)mm was performed. The results obtained with \( \alpha\neq 0^\circ \) and \( \alpha=0^\circ \) for a load level of 65% of the maximum load obtained with \( \alpha=+1.0^\circ \) and \( \alpha=-1.0^\circ \), 15kN and 6kN, respectively, are presented in Figures 15 and 16.

From the analysis of the results obtained from the two models, with \( \alpha=+1.0^\circ \) and \( \alpha=0^\circ \), it is found that the corresponding maximum load and the shear stresses distribution are almost coincident, as shown in Figure 15. Thus, in this case, the experimental results with \( \alpha=+1.0^\circ \) allow for a good quantification of the material parameters that define the constitutive law of the bond behaviour between concrete and CFRP, namely: \( k_s \), \( c \) and \( G_F^{II} \).

The shear stress distributions obtained with \( \alpha=-1.0^\circ \) and \( \alpha=0^\circ \) are similar, for a load of 6kN, as can be observed in Figure 16. However there are some differences that should be noticed. The relationship between the maximum loads with \( \alpha=-1.0^\circ \) and with \( \alpha=0^\circ \) is about 42%. As mentioned above, this is a very important aspect because it has direct implications on the value to be considered for \( G_F^{II} \). The maximum load in the model with \( \alpha=-1.0^\circ \) is 9.5kN. From this result, the fracture energy in mode II was estimated according to Equation (4). The obtained value was 0.26N/mm, which is about 17% of the reference value, considering a pure shear model. In this case, the obtained \( G_F^{II} \) value would be even farther from the reference value than the value obtained considering \( t_f=0.5\)mm. A new pure shear
model was defined adopting $G_{II}=0.26\text{N/mm}$ and the reference values: $c=5.0\text{MPa}$ and $k_s=1500\text{MPa/mm}$. The results from this model, called by $\alpha=0$, are shown in Figure 16. As expected, from this figure it is possible to observe a good agreement between the stress distribution and the maximum loads obtained from both models: with $\alpha=-1.0^\circ$ and $\alpha_1=0^\circ$. Nevertheless, this “corrected” value of the fracture energy, obtained with $\alpha=-1.0^\circ$, is definitely not the right one.

![Figure 15: Shear stresses with $t_f=0.1\text{mm}$ and $F=15\text{kN}$](image1)

![Figure 16: Shear stresses with $t_f=0.1\text{mm}$ and $F=6\text{kN}$](image2)

5 CONCLUSIONS

In shear tests, adopting a deviation of the load orientation with respect to the FRP fibre orientation ($\alpha\neq0^\circ$), normal stresses are obtained in addition to the stresses tangential to the interface, whereas no normal stresses occur in a pure shear model.

Considering $\alpha>0$ and especially for higher thickness values, the maximum tangential stress tends to be higher than the cohesion along a small bond length, due to the existence of normal compressive stresses in the interface, in particularly for lower load levels. This small length, near to the beginning of the glued joint where the load is applied, tends to decrease with the thickness adopted.

Except in the region where normal stresses co-exist, the shear stress distribution becomes similar to the one obtained in a pure shear model.

Considering the maximum load, if $\alpha>0$, its value is close to the value obtained from a pure shear test. However, if $\alpha<0$, due to the existence of normal stresses at the interface, a significant reduction of the bond strength is observed, which seems to be more pronounced
using smaller FRP thickness. In this case, the measured fracture energy in mode-II is significantly different from the theoretically correct value.

The normal stresses under $\alpha<0$ are mainly peeling stresses, which occur along a small length.

With regard to the quantification of the material parameters, which define the behaviour of the bond between concrete-FRP, it is possible that these load misalignments, in an experimental shear test setup, may be responsible for the large dispersion observed in several works [7], namely:

i) the evaluation of fracture energy in mode-II based on these tests is very sensitive to the load misalignment, mainly if $\alpha<0$;

ii) the cohesion quantification from experimental tests could be accurately achieved. However, some attention should be paid to the possibility of obtaining shear stresses higher than the cohesion, along a small length, due to load misalignment;

iii) the shear stiffness appears as the parameter with the largest range of values when compared to the cohesion and the fracture energy in mode-II. However, this parameter essentially depends on the adhesive [7] and for larger values its influence, in the maximum load and in the tangential stresses, could be neglected.

It is important to stress that, if the imperfection related to the experimental test corresponds to $\alpha<0$, the obtained maximum load value can be less than half the value obtained from a test with $\alpha=0$ or $\alpha>0$.

As shown, the results obtained with $\alpha>0$ are considerably closer to the ones resulting from a pure shear test than the values obtained with $\alpha<0$.

When comparing the cases where $\alpha=+1.0^\circ$ and $\alpha=+0.5^\circ$ no significant differences are registered. However, with a negative angle, a significant difference is found, since the maximum load varies from 35kN to 25kN when the angle varies from 0.5$^\circ$ to 1.0$^\circ$.

As a final remark, the material thicknesses considered in this study are typical from fibre carbon sheets. Thus, it is possible that the use of laminates proves to be less sensitive to the variation of the load direction.
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Abstract. The Alkali Silica Reaction (ASR) is one of the most important reasons to cause damage in cementitious constructions, which can be attributed to the expansion of hydrophilic gel produced in the reaction. In this contribution, the chemical extent is described depending on the temperature and it has influences on damage parameters. Expansions of the gel are assumed to only happen in the micropores of Hardened Cement Paste. Afterwards, the homogenization of damage in the microscale is initialized and the effective damage can be applied in the mesoscale directly. Moreover, parameter identification is implemented to extract the effective inelastic constitutive equation. In all, 3D multiscale chemo-thermo-mechanical coupled model is set up to describe the damage in the concrete due to ASR.

1 INTRODUCTION

1.1 Concrete

Concrete is the most widely used construction material in the world because of its good strength and durability. However, it is a exceedingly complex material and has specific structures at different length-scales. This issue can yield stress concentrations which cause overall inelastic behavior in the material. In order to improve the reliability of numerical simulations, it is very crucial to extend the investigation to the microstructure. Concrete at the macroscale is assumed to consist of mortar, large aggregates, large pores, and a
cohesive zone between aggregates and mortar. The mortar as the mesoscale contains small aggregates, small pores, hardened cement paste (HCP) and a cohesive zone between small aggregates and HCP. At the microscale, HCP includes hydration products, unhydrated residual clinker and micropores. The whole multiscale representation of concrete is shown in Fig. 1.

1.2 Alkali Silica Reaction

1.2.1 Mechanism

The issue of concrete deterioration because of the alkali silica reaction (ASR) has received numerous attentions since 1940[3]. ASR refers to a multistage process, involving non-instantaneous dissolution of silica and instantaneous swelling. The process of dissolution happens at the interface of aggregates and the alkaline solution, where hydroxyl ions attack poorly crystallized silica network. The produced ions from dissolution will combine with positively charged ions to form the gel and then the gel imbibes water and swells. As long as this free expansion space in pore is filled, the gel can exert locally a pressure on the surrounding cement paste which eventually leads the micro-crack and macro-crack of concrete. Many researchers have already agreed the dissolution mechanism of silica as the first stage of the ASR; however, there are debates how the expansion of gel works among researchers until now. The ASR model proposed by Bažant and Steffens[1] assumes that the pressure of water imbibition in the gel can push the gel to permeate the pores in the
cement paste located very near the surface of aggregate particles. Dron and Brivot[2] even go further to assume a through-solution mechanism, where the dissolved silica may diffuse away from the subsequent expansive reactions, may then happen anywhere in the connected pore space of the cement paste. On the other hand Idorn[4] indicates, that the expansive mechanism takes place directly inside the reacting aggregate particles and not in pores or cracks of the cement paste. In addition, Idorn[4] states, that gel penetrating into cracks and pores surrounding the aggregate absorbs calcium ions from the pore liquid. It makes the gel rigid and non-swelling. Up to now, there are no works regarding the alkali silica reaction implemented in the HCP, since some parameters can not be obtained from experiments directly in the microscale, and more importantly, aggregates do not exist in the HCP. The promising character of this contribution is to extend the investigation to the real microscale of concrete. So as to make the microscale model more reasonable, some assumptions have to be set up. Firstly, the expansion of gel is assumed to take place in micropores of the HCP. Secondly, the dissolution process and the expansion process are considered as a one.

1.2.2 Chemical Reaction Kinetics

A first order reaction kinetics is defined here

\[ t_c \frac{d\xi}{dt} = 1 - \xi \]  \hspace{1cm} (1)

\( \xi \in [0, 1] \) is the chemical extent, where 0 indicates no reaction and 1 means the end of reaction. In addition, \( t_c \) is the characteristic time depending on the temperature and \( \xi \). Based on experiments from Larive[11], the characteristic time is obtained as

\[ t_c = \tau_{ch}\frac{1 + \exp[-\tau_{lat}/\tau_{ch}]}{\xi + \exp[-\tau_{lat}/\tau_{ch}]} \]  \hspace{1cm} (2)

\[ \tau_{lat}(T) = \tau_{lat}(\bar{T})\exp[U_{lat}(1/T - 1/\bar{T})] \quad \tau_{ch}(T) = \tau_{ch}(\bar{T})\exp[U_{ch}(1/T - 1/\bar{T})] \]  \hspace{1cm} (3)

where \( \tau_{lat} \) and \( \tau_{ch} \) are the latency time and the expansion time respectively. The values of \( U_c = 5400 \pm 500K, \quad U_L = 9400 \pm 500K \) are from the literature[5] and afterwards, the evolution of the reaction extent \( \xi \) is obtained by integrating the ordinary differential equation (1), see equation (4) and the extent with respect to different temperatures is displayed in Fig.(2).

\[ \xi(t) = \frac{1 - \exp(-t/\tau_{ch})}{1 + \exp(-t/\tau_{ch} + \tau_{lat}/\tau_{ch})} \]  \hspace{1cm} (4)

For a generic temperature history, the accumulated extent can be obtained through the backward euler scheme. In terms of different temperature inputs, the accumulation curve of extent is obtained, see Fig.(4) and Fig.(5).
2 MICROSCALE OF THE CONCRETE

2.1 Representation of the Hardened Cement Paste

The representation of HCP is obtained using three-dimensional micro-CT scans with a spatially resolved distribution of the density. Each voxel is $1\mu m^3$ with only one material identifier. According to the theory of Powers, the fractional volume of hydration products is 83.4% and the fractional volume of micropores is 14.3% when the water-cement ratio is 0.45 and the hydration degree is 0.945. Through the median filter, a final three-dimensional finite-element mesh with three different material identifiers is produced for numerical simulation, which can represent each voxel with a finite-element of hexahedron type, see Fig.(3). Pale parts are hydration products, red part are micropores and blue parts are unhydrated residual clicker.
2.2 Constitutive Equations in the HCP

2.2.1 Hydration Product

2.2.2 Gel

Since the chemistry of gel is similar to the Calcium-Silicate-Hydrate, gel is treated as an incompressible material, with a Possion ratio of 0.49975. Standard displacement elements experience locking for incompressible conditions, hence, Q1P0 is launched to solve this problem. In the case of any deformation, there are deviatoric and volumetric strain components. Deviatoric strains determine the shape change of the body and volumetric strains determine the volume change. The volume change occurs due to a hydrostatic pressure. As a result, Q1P0 element determines the shape change from the deviatoric strains and the pressures from the volumetric strain, where the shape function of pressure in FEM is constant.

\[ \sigma = 2\mu\varepsilon^D + P \]

and \( P = \kappa tr\varepsilon - \kappa\beta\xi \), where \( \beta \) is the expansion coefficient and \( \xi \) is the chemical extent. The weak forms of the above-mentioned stress formular and the mechanical equilibrium are shown in equation (5) and equation (6).

\[ \int_V r(\kappa^{-1}P - (tr\varepsilon - \beta\xi))dV = 0 \quad (5) \]

\[ \int_V \varepsilon(\eta) : \sigma(u)dV = \int_V (\varepsilon^D(\eta) + \varepsilon^V(\eta)) : (\sigma^D(u) + P1)dV = \int_V \eta \cdot \rho bdV + \int_\Gamma t \cdot \eta d\Gamma \quad (6) \]

where \( r \) and \( \eta \) are the test function for stress and displacement. After plugging equation (5) into equation (6) and the linearization, the tangent matrix and the residual can be obtained.

2.3 Homogenization

Computational homogenization is very critical tool to bridge the microscale and the macroscale\[10\]. The resulting effective material behavior can be applied to the mechanical model at the next length-scale through the volume average of representative volume element(RVE). \( \langle D \rangle = \frac{1}{V} \int_V DdV \), where \( \langle * \rangle \) denotes the volume average of a representative volume element. The size of RVE is very critical for homogenization, which can ensure the statistical representative response under boundary conditions satisfying the HILL’s energy criterion. In this contribution, the RVE of 64*64*64 is choosed from Hain\[8\]. Afterwards the displacement boundary condition of RVE is fixed and just consider the expansion inside of RVE. The effective damage of RVE is increased with the chemical reaction going on for different expansion ratios, see Fig.6. The damage distribution on hardened cement paste is shown in Fig.7.
2.4 Statistical Analysis

Because the representative volume element (RVEs) is only a different portion of the HCP, statistical analysis of a sufficient number of different three-dimensional specimens makes numerical simulation of damage more reasonable and accurate. 20 statistical tests are run with the expansion ratio of 0.02, see Fig.(8). The mean value and the standard deviation of homogenized damage-extent correlation are obtained through equation (7). Afterwards, equation (8) is used to approximate $d(\xi)^{med}$ and $d(\xi)^{std}$, which can be directly applied for the computation in the mesoscale. Table (1) demonstrates the approximation coefficients and referring to the approximation of mean and standard deviation, see Fig.(9) and Fig.(10).
\[ d(\xi)^{med} := \frac{1}{n} \sum_{i=1}^{n} <d(\xi_i) > \quad d(\xi)^{std} := \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} [ <d(\xi_i) > - d(\xi)^{med}]^2 } \] (7)

\[ D(\xi)^{med} := \sum_{i=0}^{i \leq 6} c^{med}_i \xi^i \quad \text{and} \quad D(\xi)^{std} := \sum_{i=0}^{i \leq 7} c^{std}_i \xi^i \] (8)

<table>
<thead>
<tr>
<th>i</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c^{med}_i )</td>
<td>-1.4539</td>
<td>4.7304</td>
<td>-5.5806</td>
<td>2.6142</td>
<td>-0.2205</td>
<td>0.0025</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>( c^{std}_i )</td>
<td>5.5993</td>
<td>-20.4421</td>
<td>29.2301</td>
<td>-20.2592</td>
<td>6.6718</td>
<td>-0.8509</td>
<td>0.0704</td>
<td>-0.0033</td>
</tr>
</tbody>
</table>

Table 1: Coefficients of Approximation

3 MESOSCALE OF THE CONCRETE

3.1 Take and Place Algorithm

The evaluation of the mesoscale representation of concrete needs the generation of a random aggregate structure where the size and distribution of the coarse aggregates closely resemble real concrete in the statistical sense. This structure is comprised of randomly distributed aggregates particles and mortar matrix filling the space between the particles. This random principle is implemented by taking samples of aggregate particles from a source whose size distribution follows a certain given grading curve, see Fig.11 and Table (2), and then placing the aggregates one by one into the concrete in such a way, which can ensure no overlapping with particles already placed. Grading curve refers to the determination of the particle size distribution for aggregates, usually expressed in terms of cumulative percentage passing through a series of size of sieve openings. In order to place an aggregate particle at a free position within the concrete volume, two obvious conditions need to be satisfied. The whole aggregates must be completely within the boundary of the concrete volume and there must not be any overlapping with previously placed aggregates.
3.2 Discretization

Discretization of the generated RVEs consisting of many inclusions is a tedious procedure. There are basically two approaches to mesh the microstructure of the concrete material: an unaligned or an aligned approach. In this contribution, the generated mesostructure model is translated into the commercial software CUBIT which offers the option of automatic mesh generation with tetrahedral elements, then generates the mesh and finally outputs a mesh file for the finite element analysis program (FEAP), which is a nonlinear finite element software.

3.3 Effective Inelastic Constitutive Equation

In the mesoscale, aggregates are assumed to be purely elastic and cement paste is assumed to be an inelastic damage material. Since finding an effective inelastic constitutive equation by homogenization is still an unsolved problem, an inelastic effective constitutive equation with the unknown material parameters must be defined through parameter identification. In terms of the cement paste, a visco-plastic model of PERZYNA-type combined with an isotropic damage model is choosen. Considering the definition of elas-
tic energy rate yields
\[ D : 0 \leq \sigma : \dot{\varepsilon}^{pl} + Y \dot{D}^u \] (9)
a constrained optimization problem combined with the Penalty-Lagrange approach can yield an unconstrained optimization problem.
\[ P = -\sigma : \dot{\varepsilon}^{pl} - Y \dot{D}^u + \frac{1}{\eta} \phi(f) + \chi S^u \rightarrow \text{stat} \] (10)
where the variable \( \frac{1}{\eta} \) refers to the penalty-parameter, \( \phi(f) \) denotes the penalty function, and \( \chi \) is the LAGRANGE multiplier. A partial differentiation of \( P \) with respect to the elastic energy rate \( Y \) yields the evolution equation of damage.
\[ \dot{D} = \xi \frac{\partial S(\varepsilon^{eq})}{\partial \varepsilon^{eq}} \] (11)
where \( S(\varepsilon) \) is the damage surface determining whether damage increases or not. It depends on the equivalent strain \( \varepsilon^{eq} \).
\[ S(\varepsilon) := 1 - \exp\left[-\left(\frac{\varepsilon^{eq} - a}{b}\right)^c\right] - D \leq 0 \] (12)
The damage surface is defined by an exponential law and depends on the elastic energy \( \varepsilon^{eq} \), in addition, the parameters \( a, b, \) and \( c \) are the material properties of the assumed model. The partial differentiation of \( P \) with respect to the \( \sigma \) yields the plastic strain evolution.
\[ \dot{\varepsilon}^{pl}_{n+1} = \frac{1}{\eta} \phi^+ \frac{\partial f}{\partial \sigma} \] (13)
where \( \phi^+ \) denotes the derivative of the penalty function \( \phi(f) \) and the penalty function itself is defined the \( (k + 1)th \) power of the yield surface \( f \). The material property \( k \) is assumed to take the value \( k = 1 \) in order to enable a nonlinear viscous behavior.
\[ \phi(f) = \begin{cases} 0 & : f \leq 0 \\ \frac{1}{k+1} f^{k+1} & : f > 0 \end{cases} \] (14)
The abovementioned penalty function ensures that the constraint \( f \) is satisfied approximately which is typical for visco-plastic materials. The yield surface \( f \) is assumed to be of VON-MISES-type
\[ f := \alpha tr\sigma + \|dev\sigma\| - \sqrt{\frac{2}{3} k_f} \leq 0, \] (15)
where \( dev\sigma \) denotes the deviatoric part of the stress tensor, \( tr\sigma \) is the trace of the stress tensor, and \( k_f \) is the material property of the model. Eventually, the equation (13) can be solved with the radial return mapping procedure based on the implicit Euler scheme.
3.4 Parameter Identification

Because the parameters in the abovementioned equation can not be obtained from experiments, parameter identification is formulated as an optimization problem, where a least-squares functional is minimized for providing the best agreement between experimental data and numerical data. The objective function is generated and then the material properties are calculated on the basis of minimization of the objective function. The objective function $A(\kappa)$ is defined as a least-square sum between the experiment[9] and the numerical result: $A(\kappa) := \sum (\langle \sigma(\kappa) \rangle_i - \sigma_{\text{exp}}^i)^2 \rightarrow \text{min}$. Herein, the combination of Genetic algorithm and Levenberg-Marquardt algorithm is used. The genetic algorithm is used for pre-optimization and then the optimization will switch to the Levenberg-Marquardt method, once the object function is smaller than a certain value. It is a efficient and robust algorithm. The optimization results and resulting parameters are shown in Fig.14 and Table 3.

<table>
<thead>
<tr>
<th>$\kappa_0$</th>
<th>$\kappa_{\text{min}}$</th>
<th>$\kappa_{\text{max}}$</th>
<th>$\kappa^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_f$</td>
<td>21</td>
<td>20</td>
<td>70</td>
</tr>
<tr>
<td>$\eta$</td>
<td>2725</td>
<td>1000</td>
<td>15000</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>0.0015</td>
<td>0.001</td>
<td>0.2</td>
</tr>
<tr>
<td>$b$</td>
<td>100</td>
<td>100</td>
<td>5000</td>
</tr>
<tr>
<td>$a$</td>
<td>100</td>
<td>100</td>
<td>2000</td>
</tr>
</tbody>
</table>

Figure 14: Optimization Result

Table 3: Optimization Parameters

4 THERMAL FIELD

The instationary thermal balance equation states that changing of the temperature is equal to the heat flux $q$ through the surface

$$\int_{V} \rho c \theta dV = -\int_{\Gamma} q d\Gamma$$

(16)

where $c$ denotes the capacity of heat and the heat flux $q = -k \text{grad} \theta$.

5 COUPLING

After imposing the constant temperature on top of the concrete, the heat flux continues to diffuse and then the chemical extent on each gauss point of finite elements could be updated through the backward euler scheme depending on the temperature. Meanwhile, the chemcial extent can trigger damage which is comprised of the damage due to the alkali silica reaction and the mechanical loading. The evolution of the chemical extent and the
damage with respect to time is demonstrated in Fig.15. Because aggregates are assumed to be elastic, the chemical extent and the damage do not exist in aggregates.

6 CONCLUSIONS

In this contribution, the mechanism of Alkali Silica Reaction and the representation of concrete in the microscale and mesoscale for further numerical computation are introduced. The numerical homogenization approach is set up to bridge the microscale and macroscale. Furthermore, the parameters of the effective constitutive equation are obtained through parameter identification. Eventually 3D multiscale chemo-thermo-mechanical FEM is demonstrated completely to describe damage in the concrete due to the Alkali Silica Reaction. In the future, the humidity will be incorporated and then the coupling based on the staggered method will be implemented. In addition, because the cohesive zone between aggregates and cement paste in the concrete is very weak, the interfacial damage should be considered.
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Abstract. A phenomenological modelling approach has been developed, based on some salient physical effects regarding void growth vs. plastic straining, to describe the transition behaviour between dense metal plasticity and micro-porous metal plasticity. Considering that void germination requires a certain amount of plastic deformation, a ‘primary’ hole nucleation criterion has been proposed, as well as a statistical law governing the ‘secondary’ hole kinetics. In a consistent way, the hole nucleation criterion accounts for the accelerating effects of stress triaxiality and, conversely, the delaying effects of temperature and strain rate. In this work, a modification of the GTN model has also been proposed, overcoming its inability to predict damage growth and fracture for zero and low triaxiality, shear-dominated deformations. In this respect the kinematic mean stress related shift mechanism has been introduced and quantified in the expression of the GTN plastic potential, enabling thus the damage growth under shear and under small negative triaxialities. The 3D constitutive equations have been implemented as user material in the engineering finite element computation code Abaqus®. Numerical simulations have been conducted considering a single finite element under simple shear on one hand and a notched cylindrical sample under remote uniaxial tensile loading on the other hand. The numerical results show clearly the influence of the hole nucleation criterion related constants on the damage and further failure of the material.
1 INTRODUCTION

Several authors have attempted to describe the consequences of micro-voiding induced damage on the bulk material behaviour. These consequences are double: a progressive loss of the overall properties of the bulk material and the appearance, in addition to the isochoric plastic deformation due to dislocation glide in the matrix material, of an inelastic dilatancy due to void growth. In order to describe this second effect in the context of standard material, BERG [1] proposed a pressure dependent plastic potential, assuming that a critical mean triaxial stress (hydrostatic stress) is required to activate the void expansion. In this approach, only a loading path involving a mean triaxial stress greater than this critical mean triaxial stress produces void growth and related dilatancy. It is noteworthy that the latter may be accompanied by plastic deformation (under moderate mean triaxial stress) or not (under high mean triaxial stress). Based on a micromechanical analysis, GURSON [2] developed a plastic potential for slightly porous and perfectly plastic metals accounting explicitly for the concentration of voids and hydrostatic stress. TVERGAAARD AND NEEDLEMAN [3] modified GURSON’s model in order to take notably into account isotropic strain hardening and strain rate effects. The so-called GTN (for GURSON-TVERGAARD-NEEDLEMAN) model is widely used by the community of researchers dealing with ductile damage. Using the rate type formulation coupled with physical concepts, PERZYNA [4] developed an elliptic plastic potential taking into consideration cooperative effects of void growth, strain rate sensitivity and heating.

These approaches all suppose initially the presence of micro voids, or equivalently assume mostly that void expansion starting and plastic deformation occurrence are concomitant. It is clear that such a hypothesis is not supported physically, because cavity nucleation requires a certain amount of plastic deformation. Furthermore, by construction, the plastic potentials proposed by BERG, GURSON-TVERGAARD-NEEDLEMAN and PERZYNA are not able to describe dilatancy and related cavity growth under shear loading, implying that according to their approaches shear loading cannot lead sole to fracture. This work aims at facing up to these deficiencies concerning notably the lack of a physically satisfying description of the transition from dense metal plasticity to micro-porous metal plasticity and the incapacity of describing void growth under shear.

The principle of the modelling approach involving non-concomitant damage incipience with respect to plastic straining is described in Sect.2. The constitutive equations for an elastic-viscoplastic material undergoing the combined effects of the two stage damage formation (void nucleation) mechanism, the mean stress kinematic shift related to ductile damage growth, isotropic hardening, thermal softening, are detailed in Sect.3. The complete model has been implemented as user material in the engineering finite element computation code Abaqus® and some numerical simulations have been conducted for a single representative volume element (RVE) and a laboratory sample submitted to a remote uniaxial tensile loading. The numerical results are shown in Sect.4.
2 BASIC CONCEPTS AND PRELIMINARY CONSIDERATIONS

2.1 Principle of the sound/damaged or dense/micro-porous behavior transition

In the present approach, based in part on the concepts suggested by DRAGON AND OHJI [5], the metallic material is initially supposed to be exempt of micro-voids. Subjected to a monotonic loading involving a positive or null stress triaxiality, it behaves elastic-(visco)plastically. As soon as the condition for the germination of a given volume fraction $f_0$ of micro voids, involving the equivalent plastic strain $\kappa$, plastic strain rate $\dot{\kappa}$, temperature $T$ and stress triaxiality $ST$, is satisfied, the material behaviour becomes pressure dependent. Consecutive damage accompanying plastic yielding may be described then using e.g. GTN and PERZYNA micro-porous plasticity oriented models. The quantity $f_0$ represents thus a characteristic micro-porosity initiation bunch; its occurrence does not exclude further, secondary, delayed nucleation (see Sect.3.3). According to Fig.1, where the surfaces $\Phi_0 = 0$ and $\Phi_{t_0} = 0$ represent the limits of elastic domain of the sound material and of the hole non-nucleation domain respectively, this approach is able to reproduce qualitatively the accelerating effects of the stress triaxiality $(ST = -\sigma_{eq} / p_m)$ on the hole germination.

![Figure 1: Principle of the approach. a) Initial and current elastic domains for the sound material and hole nucleation locus – b) Illustration of various loading paths; LP1: hole germination without plastic deformation; LP2: hole germination for a finite amount of plastic deformation ($\kappa_2$) linked to the current stress triaxiality (ST2); LP3: hole germination for a finite amount of plastic deformation ($\kappa_3$ > $\kappa_2$) linked to the current stress triaxiality (ST3 > ST2) - $\sigma_{eq}$ and $p_m$ represent the equivalent stress and the pressure, respectively.](image)

2.2 The hypothesis of a kinematical mean stress shift

It is known that viscoplastic deformation may cause brittle-like micro-damage in metals, as observed notably in creep where micro-voids and micro-cracks initiate along the grain boundaries. At an advanced stage of deformation, a material may thus contain defects potentially at the origin of brittle fracture (in the sense mentioned above) and defects potentially at the origin of ductile fracture (in the current sense). In such a material, there are thus two sources of damage induced softening, the latter being described via e.g. GTN and PERZYNA micro-porous plasticity oriented models. We are here describing the consequences of the former by introducing an effective micro porosity related softening mechanism, acting as a kinematic-like mean stress drop resulting in a shift of the yield locus centre towards...
negative stress triaxiality values. Though a like shift may require more sophisticated analysis involving e.g. damage/plasticity-induced anisotropy, here, however, the purpose is limited to a modification of the GTN model. From a practical viewpoint, let denote as \( \Phi(\sigma_{eq}, p_m; f, ...) = 0 \) the yield surface of a material with a micro-void concentration \( f \). The translation of the yield function \( \Phi \) of the amount \(-p_r\) under the micro-crack induced softening effects leads to consider the new plastic potential and corresponding yield locus \( \Phi_G(\sigma_{eq}, p_m, p_r; f, ...) = 0 \), such that \( \Phi_G(\sigma_{eq}, p_m, p_r; f, ...) = \Phi(\sigma_{eq}, p_m + p_r; f, ...) \). The principle is illustrated in Fig.2.

![Figure 2: Shift of the micro-porous potential with kinematic mean stress](image)

This paper aims at proposing a multi-surface approach based model accounting for the aforementioned effects.

3 CONSTITUTIVE EQUATIONS

The elastic/viscoplastic model involving two stage void nucleation mechanism and void growth related hardening/softening effects is detailed in the present section.

3.1 Constitutive equations of the sound material

The internal variable procedure has been followed to model the material behavior. The instantaneous state of the material is described via the \( \text{HELMHOLTZ} \) free energy \( \Psi(T; \varepsilon^e, \kappa) \), whose arguments are the absolute temperature \( T \), the elastic strain tensor \( \varepsilon^e \), and the isotropic strain hardening variable \( \kappa \). Let us consider the following additive decomposition of \( \Psi \):

\[
\Psi(T; \varepsilon^e, \kappa) = \Psi_i(T; \varepsilon^e) + \Psi_f(T) + \Psi_s(T; \kappa)
\]

(1)
where $\Psi_r(T; e^e)$ is the recoverable part, $\Psi(\kappa)$ the purely thermal part, and $\Psi_s(T; \kappa)$ the stored part. The rotational derivatives considered in the following are Green-Naghdi derivatives, see Green and Naghdi [6]. Moreover, the tensor $e^e$ represents here a spatial, generally small, elastic strain measure, namely $e^e = \ln V^e$, $V^e$ representing pure elastic stretching resulting from the relevant multiplicative decomposition of the deformation gradient $F$. The expressions of the various contributions in (1) are given by

$$\begin{align*}
\rho \Psi_r(T; e^e) &= \frac{\lambda}{2} (Tr e^e)^2 + \mu e^e : e^e - \alpha_T K Tr e^e \Delta T \\
\rho \Psi(\kappa) &= -\frac{\rho C}{2T_0} \Delta T^2 ; \Delta T = T - T_0 \\
\rho \Psi_s(T; \kappa) &= h(\kappa) g(T)
\end{align*}$$

where $\lambda$ and $\mu$ represent Lamé elastic coefficients, $K$ is the bulk modulus ($K = \lambda + 2\mu / 3$). The quantities $\alpha_T$, $\rho$ and $C$ represent the thermal dilatation coefficient, the mass density and the specific heat, respectively. In (2), $h(\kappa)$ represents the stored energy of cold work and $g(T)$ the thermal softening function. The set of thermodynamic forces connected to the state variables is given by

$$\begin{align*}
\sigma &= \rho \frac{\partial \Psi}{\partial e^e} = \rho \frac{\partial \Psi_r}{\partial e^e} = \left( \lambda Tr e^e - \alpha_T K \Delta T \right) \delta + 2 \mu e^e \\
\rho s &= -\rho \frac{\partial \Psi}{\partial T} = -\left( \rho \frac{\partial \Psi_r}{\partial T} + \rho \frac{\partial \Psi}{\partial T} + \rho \frac{\partial \Psi_s}{\partial T} \right) = \alpha_T K Tr e^e + \frac{\rho C}{T_0} \Delta T - h(\kappa) g'(T) \\
r &= \rho \frac{\partial \Psi}{\partial \kappa} = \frac{\partial \Psi_s}{\partial \kappa} = h'(\kappa) g(T)
\end{align*}$$

where $\sigma$ represent the Cauchy stress tensor, $s$ entropy and $r$ isotropic hardening force. The viscoplastic yielding of the material under consideration is supposed to be well described by the plastic potential

$$\Phi_0 = \sigma^2 - 1 = 0 ; \sigma_{eq} = \frac{\sigma_y}{\sigma_y} ; \sigma = \sigma_y + \sigma_{vp}$$

where the quantities $\sigma_y$ and $\sigma_{vp}$ in (4) are the rate independent and rate dependent contributions to the yield stress $\sigma_y$. The rate independent contribution $\sigma_y$ in (4) incorporates the combined effects of strain hardening, via a Voce type law, and thermal softening, via a power law:
\[ \sigma_y = [R_o + h'(\kappa)]g(T) ; h'(\kappa) = R_m \left[ 1 - \exp(-k\kappa) \right]^\beta ; g(T) = 1 - \left( \frac{T}{T_{melt}} \right)^m \]  \hspace{1cm} (5)

where \((R_o, R_m, k, \beta)\) are isotropic hardening related constants and \((T_{melt}, m)\) thermal softening related constants, with \(T_{melt}\) the melting point. With (5), the rate independent contribution \(\sigma_y\) in (43) and the isotropic hardening force \(r\) in (33) take thus the form

\[
\sigma_y = \left\{ R_o + R_m \left[ 1 - \exp(-k\kappa) \right]^\beta \left[ 1 - \left( \frac{T}{T_{melt}} \right)^m \right] \right\} ; \quad r = R_m \left[ 1 - \exp(-k\kappa) \right]^\beta \left[ 1 - \left( \frac{T}{T_{melt}} \right)^m \right] \] \hspace{1cm} (6)

The tensile/compressive asymmetry in the plastic behaviour is here considered as a thermally activated mechanism involving the mean stress. The strain rate induced overstress \(\sigma_{op}\) in (43) is consequently expressed by

\[
\sigma_{op} = Y \left[ \dot{\kappa} \exp \left( \frac{V_o P_m}{k_B T} \right) \right]^{1/n} \] \hspace{1cm} (7)

where \((Y, n)\) are viscosity related constants and \((V_o, k_B)\) behaviour asymmetry related constants, with \(V_o = V_h \beta^3\), \(V_h\) being a constant, \(\beta\) Burgers vector magnitude \((\beta=2.5\text{Å})\), \(k_B\) BOLTZMANN constant \((k_B=1.3804.10^{-23}\text{J/K})\). The sound material satisfies the conditions of standard materials in the irreversible thermodynamics sense. Applying the normality rule yields

\[
d^p = \Lambda \frac{\partial \Phi_0}{\partial \sigma} = \dot{\varepsilon}_o^{pD} \sigma ; \quad \dot{\varepsilon}_o^{pD} = \Lambda \frac{\partial \Phi_0}{\partial \sigma_{eq}} = 2 \Lambda \frac{\hat{\sigma}_{eq}}{\sigma_y} ; \quad \dot{\kappa} = \frac{2}{3} \dot{d}^p : d^p = \hat{\varepsilon}_o^{pD} ; \quad \Lambda \geq 0 \] \hspace{1cm} (8)

where \(\Lambda\) represents the viscoplastic multiplier. Finally, heating during any adiabatic processes is supposed to proceed predominantly from dissipation, see LONGERE AND DRAGON [7] for further details, yielding

\[
\rho C \dot{T} = \sigma : \dot{d}^p - r \dot{\kappa} = \left( \sigma_{eq} - r \right) \dot{\kappa} \geq 0 \] \hspace{1cm} (9)

### 3.2 Constitutive equations of the damaged material

Considering slightly porous metals, we are assuming a weak damage-plasticity state coupling and strong damage-plasticity kinetic couplings, allowing us for assuming that the state potential (1)-(2) and the forces (3) still hold during the damage process considered herein. We are indeed focusing our attention on the damage-plasticity coupling intervening at the level of the yield condition, as it is mostly done when modelling micro-porous metal behaviour, see e.g. [2] – it must be noted that accounting for damage-plasticity state coupling does not imply significant changes in the present methodology. As an application of the hypothesis of a kinematical mean stress shift, see Sect.2.2, a modified version of the GTN model is proposed. Consider thus the following modified GTN potential:
\[ \Phi_G = \vec{\sigma}_{eq}^2 + 2q_1 f \cosh \left( -\frac{3}{2} q_3 (\vec{\sigma}_m + \vec{\sigma}_d) \right) - (1 + q_3 f^2) = 0 ; \quad \vec{\sigma}_m = P_m / \sigma_y ; \quad \vec{\sigma}_d = P_d / \sigma_y \]  

(10)

where \((q_1, q_2, q_3)\) are material constants. Let define now the ‘cleavage strength’ \(\sigma_{\text{cleav}}\) as being the critical value of the mean stress \(\sigma_m = -P_m\) at the incipience of void growth under equi-triaxial stress. For the GTN model \((P_d = 0)\), the so-defined ‘cleavage strength’ \(\sigma_{\text{cleav}}\) is expressed by

\[ \frac{\sigma_{\text{cleav}}}{\sigma_y} = \frac{2}{3} q_2 \cosh \left( \frac{1 + q_3 f^2}{2q_1 f} \right) \]  

(11)

Considering low values of \(f\) \((f \ll 1)\) yields

\[ \sigma_{\text{cleav}} = -\frac{2}{3} q_2 \sigma_y \ln[q_1 f] \geq 0 \]  

(12)

In a first approximation, we are considering the kinematic pressure \(p_r\) in a close form:

\[ p_r = b \ln[q_1 f] \leq 0 \]  

(13)

with \(b\) assumed as being a positive constant. After [1], the normality rule applies to the damaged material:

\[ \frac{d^p}{d\sigma} = \lambda \frac{\partial \Phi_G}{\partial \sigma_{eq}} = \lambda \left( \frac{\partial \Phi_G}{\partial \sigma_{eq}} - \frac{1}{3} \frac{\partial \Phi_G}{\partial p_m} \delta \right) = \dot{\varepsilon}_G^p n + \frac{1}{3} \dot{\varepsilon}_G^{pm} \delta \]  

(14)

where the distortional and dilatational parts, namely \(\dot{\varepsilon}_G^p\) and \(\dot{\varepsilon}_G^{pm}\), respectively, of the inelastic strain rate \(d^p\) are given by

\[ \dot{\varepsilon}_G^p = \lambda \frac{\partial \Phi_G}{\partial \sigma_{eq}} = 2 \lambda \frac{\sigma_{eq}}{\sigma_y} ; \quad \dot{\varepsilon}_G^{pm} = -\lambda \frac{\partial \Phi_G}{\partial p_m} = 3q_1 q_2 f \lambda \frac{\sinh \left( -\frac{3}{2} q_3 (\vec{\sigma}_m + \vec{\sigma}_d) \right)}{\sigma_y} \]  

(15)

The evolution law of the isotropic hardening variable \(\kappa\) is deduced from the equality of the macroscopic plastic work rate with the microscopic one, see [2]:

\[ \kappa = \sigma_{eq} \dot{\varepsilon}_G^p - p_m \dot{\varepsilon}_G^{pm} (1 - f) \frac{1}{\sigma_y} \]  

(16)

Adiabatic heating is accordingly evaluated from

\[ \rho C \dot{T} = \kappa - r \dot{\kappa} = \sigma_{eq} \dot{\varepsilon}_G^p - r \dot{\kappa} - p_m \dot{\varepsilon}_G^{pm} \geq 0 \]  

(17)

The porosity rate \(\dot{f}\) is decomposed into a contribution due to growth of existing defects and a contribution due to the formation of new defects, see \((18_1)\). The former, namely \(\dot{f}_G\), is
deduced from the classical hypothesis of matrix incompressibility, see (182), whereas the latter, namely $f_0$, is the subject of the following sub section:

$$
\dot{f} = \dot{f}_g + \dot{f}_e; \quad \dot{f}_g = (1 - f)T r d^p = (1 - f)\dot{e}^{md}_G; \quad f_g(0) = f_0
$$

(18)

### 3.3 Micro void nucleation criterion and kinetics law

The hole nucleation criterion describes the conditions for which a specific volume fraction of ‘primary’ voids $f_0$ instantaneously germinates. A ‘secondary’ void initiation kinetic law is also proposed.

#### ‘Primary’ micro void nucleation criterion

To ensure the instantaneous transition between dense metal plasticity and micro-porous metal plasticity, the hole nucleation criterion $\Phi_{f_0}$ is proposed in a form close to the micro-porous metal potential (10):

$$
\Phi_{t_0} = \hat{\sigma}^2 + 2q_1 f_0 \cosh\left(-\frac{3}{2} q_2 (\hat{\rho}_m + \hat{\rho}_r)\right) - (1 + q_3 f_0^2) = 0
$$

(19)

$$
\hat{\sigma} = \frac{\sigma_f}{\sigma_e}; \quad \hat{\rho}_m = \frac{p_m}{\sigma_e}; \quad \hat{\rho}_r = \frac{p_r}{\sigma_e}
$$

Hole nucleation (19) is clearly controlled by the stress triaxiality. In order to describe the delaying effects of the strain rate and the temperature in the hole nucleation process, we are assuming the following expression for the critical stress $\sigma_e$:

$$
\sigma_e = \sigma_f + \sigma_{\nu_0}; \quad \sigma_f = \alpha(R_0 + R_w)
$$

(20)

The expression of the equivalent plastic strain at ‘primary’ hole nucleation $\kappa_0 = \kappa(f_0)$ may be explicitly deduced from (13) and (19) as:

$$
\kappa_0 = -\frac{1}{k} \ln \left(1 - \sigma_e \left[1 - \left(\frac{T}{T_{fusion}}\right)^{k}\right]^{1/2} - \frac{q_3 f_0^2}{2 f_0} \cosh\left(-\frac{3}{2} q_2 \left(\frac{p_m + p_r}{\sigma_e}\right)\right)\right) \left(\frac{R_0}{R_w}\right)^{1/\beta}
$$

(21)

The plastic strain at ‘primary’ hole nucleation $\kappa_0$ in (21) is drawn in Fig.3 as a function of the stress triaxiality for various values of temperature and strain rate. The graphs in Fig.3 show clearly that the hole nucleation criterion given in (19) is able to reproduce, at least qualitatively, the accelerating effects of stress triaxiality and the delaying effects of temperature, see Fig.3.a, and strain rate, see Fig.3.b.

#### ‘Secondary’ micro void formation kinetics law

In the present approach, the formation of ‘secondary’ voids, in addition to the ‘primary’ voids whose germination is controlled by the above criterion, is postulated. These ‘secondary’ voids include micro-voids of the same nature of the ‘primary’ voids but nucleating later, as
well as nano-voids germinating between macro-voids and being consequently at the origin of the coalescence by localised shearing. In agreement with this definition, the ‘secondary’ void nucleation kinetics is supposed to be controlled by the rate of hardening, see (221) below. This hypothesis is consistent with the fact that hole germination requires a certain amount of plastic deformation. Based on the works by MOLINARI AND WRIGHT [8], the kinetic law for secondary nucleation is assumed to be well described by a WEIBULL type distribution function, see (222):

\[ \dot{f}_n = B \dot{\sigma}_y \left( \frac{\sigma}{\sigma_c} \right)^p \left( \Phi - \Phi_c \right)^{p-1} \exp \left( - \Phi_c^{p} \right) ; \quad f_n(0) = 0 \]  (22)

where \( p \) is a constant (\( p=2 \)) and where \( \Phi_c \) represents the upper bound of the nucleated ‘secondary’ void volume fraction. \( \left\langle \cdot \right\rangle \) represents MCALVAY brackets.

\[ \dot{\sigma}_y \left( \frac{\sigma}{\sigma_c} \right)^p \left( \Phi - \Phi_c \right)^{p-1} \exp \left( - \Phi_c^{p} \right) \]

\[ f_n(0) = 0 \]

\[ a) \ \alpha = 0.65 \ ; \ b = 115\text{MPa} \ ; \ f_0 = 10^{-4} \ ; \ \dot{\kappa} = 10^2\text{s}^{-1} \]  
\[ b) \ \alpha = 0.65 \ ; \ b = 115\text{MPa} \ ; \ f_0 = 10^{-4} \ ; \ T_0 = 20^\circ\text{C} \]

**Figure 3:** Influence of temperature a) and strain rate b) on the plastic strain at hole nucleation

4 NUMERICAL SIMULATIONS AND CONFRONTATION WITH EXPERIMENTS

The model detailed in Sect.3 was implemented as user material (Vumat) in the engineering finite element computation code ABAQUS®. The numerical integration is conducted in the GREEN-NAGHDI rotating frame using the classical return mapping procedure combined with the NEWTON-RAPHSON solving algorithm, see ARAVAS [9]. The thermal dilatation is supposed to be negligible in the present approach. Adiabatic conditions are furthermore assumed to be valid for plastic equivalent strain rate \( \dot{\kappa} \) greater than \( 1\text{s}^{-1} \). In addition, failure is supposed to occur as soon as the porosity reaches the critical value \( f_r \), leading numerically to the erosion of the concerned finite element. Some numerical simulations employing ABAQUS® were conducted considering a cube under shear as well as notched structures under tension.

4.1 Case of a cube under simple shear

We are here considering a RVE submitted to a simple shearing in order to verify the ability of the model of Sect.3 to describe the consequences on the material behaviour of cavity growth under shear loading. From the numerical viewpoint, the RVE is represented by a single finite element C3D8R. The upper side is submitted to a tangential displacement at a constant velocity of 2.3m/s (leading to a plastic equivalent strain rate slightly greater than \( 1\text{s}^{-1} \)).
1) while the lower side is constrained. The set of material constants is reported in Table 1. Shear stress-shear strain and porosity-shear strain curves are shown in Fig.4 for various values of the expression of the kinematic pressure softening $p_r$, see (13).

**Table 1:** Micro-porous model related constants for the numerical simulation of a cube under simple shear

<table>
<thead>
<tr>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$f_0$</th>
<th>$\alpha$</th>
<th>$b$ (MPa)</th>
<th>$f_{sup}$</th>
<th>$f_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$10^{-3}$</td>
<td>0.65</td>
<td>/</td>
<td>$16.10^{-2}$</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The graphs in Fig.4.a show the combined softening effects of adiabatic heating and cavity growth induced damage on the material behaviour – for the ETVP (ElasticThermoViscoPlastic/sound material) model adiabatic heating is solely responsible for the softening behaviour at large deformation. It is furthermore clearly visible that the loss of shear resistance of the damaged material is more significant for large values of $b$. As shown in Fig.4.b this softening effect is induced by cavity nucleation and growth. Cavity growth under shear loading has been made possible thanks to the introduction of the kinematic pressure softening mechanism governed by $p_r$ in the modified GTN model, see (10).

![Figure 4: Influence of kinematic pressure. Simple shear on a cube.](image)

4.2 Case of notched cylindrical samples under tension: simulation vs. experiment

This case deals with the tension of notched cylindrical specimens. The configurations with a notch radius value of 1.2mm (ST=1.15) and 6.2mm (ST=0.55) are considered here. Quasi-static tests were performed at room temperature and at 5mm/min on these samples. Concerning numerical simulations, the spatial discretisation consisted in meshing one eighth of the samples using solid finite elements with reduced integration C3D8R, as shown in Fig.5. The vertical translation of the lower face nodes is constrained while a vertical velocity is imposed to the upper face nodes. The sample material behaviour is described via the model detailed in Sect.3 (Vumat). The material constant values are reported in Table 2. The time integration scheme is explicit.

Experimental and numerical results are superposed in Fig.6 in the form of axial load-extensometer displacement curves. These curves allow for studying the influence of various model constants on the onset of void growth induced damage and subsequent drop in load, namely that of e.g. the ratio $\alpha$ in (20), see Fig.6. The influence of the secondary nucleation upper bound $f_{sup}$, and of the failure porosity $f_r$ was also studied but is not shown here.
Table 2: Microporous model related constants for the numerical simulation of notched samples under tension

<table>
<thead>
<tr>
<th>q_1</th>
<th>q_2</th>
<th>q_3</th>
<th>f_0</th>
<th>α</th>
<th>b (MPa)</th>
<th>f_{sup}</th>
<th>f_r</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10^{-3}</td>
<td>/</td>
<td>115</td>
<td>0.03</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Fig.6 clearly shows the effect of the critical stress $\sigma_c$ via the ratio $\alpha$, see (20), on the overall response of the notched round sample. Acting on the ‘primary’ void germination occurrence and on the ‘secondary’ void nucleation rate, see (20) and (22), the ratio $\alpha$ is consequently a key parameter in the model detailed in Sect.3. For early damage conditions, the ratio $\alpha$ value must be low, and for late damage conditions, the ratio $\alpha$ value must be large. Note that a large value of $\alpha$ provokes a progressive drop in load, contrarily to the brutal drop in load observed for a low value of $\alpha$. According to Fig.6, the set $\alpha=0.75$ - $f_{sup}=0.03$ - $f_r=0.2$ may be considered as satisfying for the material at stake.

5 CONCLUSIONS

An elastic-viscoplastic model involving two stage void nucleation mechanism and void growth related hardening/softening effects has been put forward for a class of structural steels subjected to rapid loading conditions.
A phenomenological modelling approach has been developed, based on some salient physical effects regarding void growth vs. plastic straining, to describe the transition behaviour between dense metal plasticity and micro-porous metal plasticity. Considering that void germination requires a certain amount of plastic deformation, a ‘primary’ hole nucleation criterion has been proposed, as well as a statistical law governing the ‘secondary’ hole kinetics. In a consistent way, the hole nucleation criterion accounts for the accelerating effects of stress triaxiality and, conversely, the delaying effects of temperature and strain rate. In this work, a modification of the GTN model has also been proposed, overcoming its inability to predict damage growth and fracture for zero and low triaxiality, shear-dominated deformations. In this respect the kinematic mean stress related shift mechanism has been introduced and quantified in the expression of the GTN plastic potential, enabling thus the damage growth under shear and under small negative triaxialities. The 3D constitutive equations have been implemented as user material in the engineering finite element computation code Abaqus®. Numerical simulations have been conducted considering a single finite element under simple shear on one hand and a notched cylindrical sample under remote uniaxial tensile loading on the other hand. The numerical results show clearly the influence of the hole nucleation criterion related constants on the damage and further failure of the material.
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